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Message from the 
SOUPS 2022 Program Co-Chairs 

Welcome to SOUPS 2022!

With the conference in its 18th year, our SOUPS community has collectively ensured an excellent and exciting conference 
program despite the challenges and obstacles caused by the global pandemic. With 37 papers accepted out of 133 submissions 
(28% acceptance rate), the technical program covers a wide range of topics within usable privacy and security. The confer-
ence also includes workshops, posters, lightning talks, mentorship activities, and a keynote.

In 2016, SOUPS became an independent conference body. For the last six years, we have partnered with USENIX for hosting 
and administrative support, a move that has enabled continued growth for the conference. We thank all the members of the 
USENIX staff for their work in organizing SOUPS and supporting our community. We particularly appreciate their support 
and flexibility this year, including managing the hybrid event. Their team has been fantastic at making the process seamless. 

In 2018, we co-located with the USENIX Security Symposium for the first time, and we have continued that co-location in a 
hybrid format for 2022. Co-locating the two conferences allows for interactions and shared ideas between SOUPS and  
USENIX Security attendees. We have found this beneficial for both conferences and look forward to the opportunity again 
this year. We hope that this year’s hybrid format will allow us to return to in-person interactions, facilitate participation for 
those joining remotely, and encourage interactions between both groups. Whether you join us in person or remotely this year, 
we hope you will find SOUPS 2022 engaging and meaningful.

SOUPS relies on a range of volunteers for all of its activities. Steering Committee members provide oversight and guidance 
and are elected for three-year terms. Organizing Committee members help determine the conference content for a particular 
year, often serving two-year terms to facilitate the transition of knowledge. Technical Papers Committee members are chosen 
by the Technical Papers Co-Chairs each year. SOUPS is a product of the hard work by many people, starting with researchers 
who decide to submit their work to SOUPS, and including all of the SOUPS Organizers, the SOUPS Steering Committee, the 
technical paper reviewers, the workshop organizers, the poster jury, and the USENIX staff. We are grateful and thank each 
and every one of you for your contributions to SOUPS 2022.

Sonia has served as General Chair of SOUPS and Chair of the Steering Committee for 2021 and 2022. Apu was appointed 
as Vice Chair in 2022 and will take on the role of General Chair for the following two years. If you are interested in helping 
with SOUPS 2023 in any way, please contact Apu.

SOUPS would not be possible without the generous support of our sponsors – thank you. Please visit our website to view the 
recipients of the SOUPS 2022 awards. Congratulations to all recipients for their outstanding work.

Sonia Chiasson, Carleton University, General Chair 
Apu Kapadia, Indiana University, Vice Chair 
Manya Sleeper, Google, Technical Papers Co-Chair 
Rick Wash, Michigan State University, Technical Papers Co-Chair
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Abstract
Anecdotal stories about security threats told to non-experts

by friends, peers, or the media have been shown to be im-
portant in forming mental models and secure behaviors. In
2012, Rader et al. conducted a survey (n=301) of security sto-
ries with a student sample to determine factors that influence
security perceptions and behavior. We replicated this survey
with a more diverse sample (n=299), including different age
groups and educational backgrounds. We were able to con-
firm many of the original findings, providing further evidence
that certain characteristics of stories increase the likelihood of
learning and retelling. Moreover, we contribute new insights
into how people learn from stories, such as that younger and
higher educated people are less likely to change their thinking
or be emotionally influenced by stories. We (re)discovered
all of the threat themes found by Rader et al., suggesting that
these threats have not been eliminated in the last decade, and
found new ones such as ransomware and data breaches. Our
findings help to improve the design of security advise and
education for non-experts.

1 Introduction

Today, computers, mobile devices, and IoT devices permeate
almost every aspect of our daily lives, forcing all users (in-
cluding those with little to no security background) to make
critical decisions about their IT security and privacy. These
range from whether to click on a link or update software, to
which password, antivirus software, or messaging service to
choose. Although the usability of the devices has improved
and security measures have been automated to a certain ex-

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
August 7–9, 2022, Boston, MA, United States.

tent, the complexity of the decisions people have to make has
continued to grow.

Several studies [16, 30, 31] have shown that people often
make decisions based on incorrect or inaccurate mental mod-
els and misperceptions of security threats that expose them
and others to security risks. In general, it is difficult for people
to develop accurate mental models of cyber security threats
since they typically cannot experience them themselves (i.e.,
we often do not directly experience security threats, nor can
we observe others doing so since they are usually subtle or
invisible). Redmiles et al. [26] found that people often re-
ject security advice because they have not yet had a related
negative experience themselves. They also found that peo-
ple are generally overwhelmed with security advice from
many different sources, such as newspapers, social media,
movies, IT professionals, friends and family. In addition, their
results suggested that people find it difficult to trust advice
that comes from institutions that are obviously guided by
marketing ideas.

As a possible solution to the lack of direct personal ex-
perience with security threats, it was found that in addition
to security advice from IT professionals or security train-
ing, which is often ignored, negative experience stories from
friends, family, or the media have a major impact on security
decision making. We define negative experience stories as
statements people have heard or read that relate to cyber secu-
rity threats that happened to someone else. Rader et al. [25]
were the first to examine how stories influence people’s think-
ing and behavior. They conducted a survey in 2012 (hereafter
referred to as the Rader study) in which they asked 301 un-
dergraduate students open- and closed-ended questions about
security advice they had heard from others. Using qualitative
and quantitative methods, they determined the characteristics
of these stories that lead to changes in thinking and behavior.
The Rader study focused on undergraduate students and hence
allows to only draw conclusions for this specific population.
Also, their study was conducted a decade ago, and since then
technology usage and the nature of security threats has funda-
mentally changed. Later, Fennell et al. [13] conducted another
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user study examining how security stories may affect people’s
willingness to adopt two-factor authentication. Although they
were able to demonstrate that stories increase adoption, they
were unable to determine exactly what aspects of the stories
might have convinced people to do so.

We seek to understand if the results from the Rader study
are replicable ten years after the original study was conducted.
We furthermore examine the generalizability to a broader pop-
ulation. We anticipated differences within our diverse sample,
since prior work found evidence that demographics influence
mental models, security behavior, and the processing of se-
curity advice [5, 26, 31]. A more nuanced understanding of
which stories are remembered and which lead to changes in
thinking and behavior is an important step towards making se-
curity advice better and more personalized. We thus replicated
the Rader study with the following modifications:

• We recruited a more diverse sample with different age
groups, educational backgrounds, and employment sta-
tuses.

• We applied a different recruiting strategy using quotas
for age and gender to obtain a sample representative of
the U.S. population.

• We examined the changed threat landscape reported in
our stories and the changed media usage during the last
decade.

• We applied inductive (instead of deductive) coding
for the full stories, resulting in more in-depth themes
grounded in our data.

Our found threat themes are similar to those of the Rader
study, but ransomware and data breaches emerged as two new
themes. We were able to confirm many of the original find-
ings, such as that stories with a lesson affect our participant’s
behavior, while stories with serious threats affect thinking and
the likelihood of retelling. Our results also confirm that stories
that elicit fear or anger affect both thinking and behavior. In
contrast to the Rader study, we found that stories told in a
work environment are more likely to lead to behavior change
than those told in casual contexts such as at home or in a
coffee shop. We also report additional findings, which have
not been examined in the Rader study, e.g. that younger and
higher educated participants are less likely to report a change
in their thinking.

2 Related work

Security advice and stories: Redmiles et al. [27] conducted
semi-structured interviews to investigate from where people
get security advice and found that a primary source is negative
events they have experienced themselves or that have been
passed on by peers, family, or the media. They also conducted
a quantitative survey [26] to examine how people’s security
beliefs, knowledge, and demographics correlate with their

choice of security advice sources and their security behavior.
Their findings suggest possible differences based on people’s
age and social status. In both studies, the trustworthiness
of the advice source and the content of the advice play an
important role in whether advice is accepted or rejected. In
contrast to Redmiles et al., we do not ask how people decide
which security advice to follow, but rather what effect stories
have on people’s thinking and behavior.

Fagan et al. [12] found that people decide to (not) follow
security advice by weighting the benefits of following and
the risks and costs of not following (balancing security and
convenience). With our study, we investigate how stories can
impact people’s risk perception and security decisions. Ion et
al. [19] compared the security practices of non-experts and
security experts and found differences in the tools they use
and their security behaviors. In this paper, we have a closer
look at how stories impact the security tool usage and behavior
of non-experts.

Rader et al. [25] were the first to study how security sto-
ries told by non-experts influence thinking and behavior. We
replicate their study in this paper with a more diverse sample
and some additional and modified survey questions. Rader et
al. [24] conducted another study comparing three sources of
security advice: news articles, web pages with security advice,
and stories from friends or family (using the sample from the
study described above). They found that personal stories of-
ten focused on who was carrying out the attacks, rather than
how they were carried out or what the consequences were.
Fennell et al. [13] showed that stories do indeed increase the
people’s willingness to adopt two-factor authentication. They
hypothesized that focusing on negative consequences might
work better than focusing on benefits. We investigate their
hypothesis for our participants’ security stories.

Mental models and risk perception: Mental models of the
internet and security risks influence people’s security behavior
and decision making. Wash [30] identified eight non-expert
mental models of security threats. Wash and Rader [31] quan-
tified these mental models in a large-scale survey and found
correlations between weak or incorrect mental models and
insecure behavior. Asgharpour et al. [4] showed that risk com-
munication often fails since it does not take the mental models
of non-experts into account.

Kang et al. [20] examined experts’ and non-experts’ mental
models of the internet and discovered that they often affect
privacy and security decisions. Specifically, they found that
a better understanding of risks can lead to a more secure
behavior. Fulton et al. [16] showed that entertainment media,
such as movies or series, can affect people’s mental models by
allowing them to learn from the actors’ experiences (which,
however, do not always correspond to reality). In this paper,
we assume that security stories have an influence on people’s
mental models that must be considered alongside the influence
of entertainment media, observation, and personal experience.
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Nurse et al. [23] showed that in cyber security risk commu-
nication, characteristics of the message source (e.g., intent,
reputation), the message (e.g., specificity, credibility), and the
message recipient (e.g., beliefs, expertise) affect the effective-
ness of the communication. In this paper, we investigate how
characteristics of the storyteller, the story, and the recipient
affect the likelihood of thinking and behavior change.

Psychology of Behavior Change: One theory commonly
used to explain the adoption of secure behavior is the
Motivation-Ability-Trigger model [14]. This says that a behav-
ior only gets adopted if a person has the motivation, the ability,
and is triggered to do so. We think that stories can affect all of
these three properties, as people can share ideas to motivate
and make each other aware, pass on strategies how to change
a behavior, and trigger the behavior change by (re-)telling
negative experiences to be avoided. Das et al. [9] showed that
social processes often act as trigger to adapt secure behavior
and were effective at raising security sensitivity.

The Extended Parallel Process Model (EPPM) [32] ex-
plains the role of fear-inducing communication in triggering
behavior change. It states that although fear determines the
intensity of the response, it is only effective if the person is
also provided with a viable solution to the threat.

Another frequently cited theory is the theory of planned
behavior [3], which was extended by Ng et al. [22]. Ng et al.
stated that behavior change is affected by (i) perceived behav-
ior control (over the ability to practice computer security), (ii)
subjective norm (social pressure to perform an action), and
(iii) attitude (influenced by the perceived usefulness). For (ii),
the influence of peers, family, the mass media, as well as the
work environment is important. In this study, we examine the
influence of stories on the subjective norm, i.e. the social pres-
sure to adopt a behavior. Along these lines, Ruoti et al. [29]
developed a four-stage process for the adoption of security
measures: learning, evaluation of risks, estimation of impact,
and weighing trade-offs to different coping strategies.

Generally, it has been shown that social proof and personal
examples have an impact on secure behavior and decision
making. Das et al. [11] demonstrated that when showing
people the usage of security features of friends, they were
more likely to be adopted. Das et al. also showed in a ret-
rospective interview study [10] that social influence, espe-
cially the observability of security feature usage, can affect
people’s thinking and behavior. Similar, Harbach et al. [17]
revealed that risk communication with personalized examples
(i.e. which information is at risk when installing an app) can
foster secure behavior. With our work we further examine
how security stories, much like personal examples, can affect
people’s thinking and behavior, serving as substitute for the
lack of observability of security feature usage.

3 Methodology

We replicated the study design from the Rader study with a
few changes. The authors of the original study shared their
anonymized data with us for statistical comparison. In this
section, we explain the modifications we did to the original
questionnaire, our prestudy, how we recruited a diverse sam-
ple, and how we analyzed our survey data.

3.1 Questionnaire

Rader’s study questionnaire started with an introduction text
explaining the goal of the survey. Afterwards, participants
answered four open questions where they had to name cyber
security threats, protection measures, and stories they had
heard related to security threats. These questions were used
to help participants remember any stories they might have
heard or read. Finally, they had to choose one story they could
most easily recall details about and answer the subsequent
questions in regards to that story. Most of the following ques-
tions were multiple choice. In the last part of the survey, after
the participants had thought about the story for a while, they
were asked to write down the story as if they would tell it to a
friend using as many details as possible. In total, the survey
consisted of 7 open-ended questions and 38 closed (multiple
choice or checkbox) questions.

For the replication study, we changed the wording of the
original questionnaire in the introduction text and in sev-
eral questions to explicitly include mobile threats (see Ap-
pendix 9.1). Moreover, we changed and shortened the original
web use skill measure where respondents had to rate their
knowledge of technical terms such as phishing, meme, or
cache on a Likert scale. We updated the terms to be up to
date and included more highly understood terms since our
audience mainly consisted of non-experts. According to Har-
gittai et al. [18], adjusting web-skill measures based on the
characteristics of the targeted population helps to reduce non-
responses (i.e., non-experts might quit the survey when faced
with numerous lesser known items due to frustration).

We also included a bogus term (filtibly), which served as
a attention check question. We discarded all responses that
rated their knowledge of this term as "good" or "full". We con-
sidered the rating "little" still acceptable, since we assumed
that the participants might remember having seen a word kind
of like “Filtibly” before. We shortened the questions where
participants had to rate emotions the story made them feel on
a Likert scale, to shorten the time and concentration needed to
complete the survey. We added an additional question asking
whether the participants received formal training in IT secu-
rity since we expected differences based on this characteristic.
However, we did not find any significant correlations in partic-
ipants with or without formal training in any of our regression
models. Since we wanted to compare the participants’ own
negative experiences with their reported stories, we included a
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Table 1: Demographics
Sample Quotas [6]

Gender Female 53% 51%
Male 45% 49%
Prefer not to say 2% -

Age 18-34 28% 27%
35-44 18% 17%
45-59 26% 26%
>59 28% 30%

Education High school 8%
Technical, vocational school 5%
Some college 25%
Bachelor degree 36%
Master degree 19%
Doctoral degree 4%
Other 2%
None <1%

Employment Employed full time 54%
Employed part time 12%
Retired 16%
Unemployed 9%
Student and empl. part-time 1%
Student 3%
Disabled 2%
Other 3%

question asking about cyber security threats they experienced
themselves. We placed this question after they told the story
they have heard or read, in order to not confuse them or prime
them towards thinking about their own experiences instead of
stories they have heard.

We conducted a prestudy (n=16) to test the comprehen-
sibility of our questionnaire. At the end of the prestudy, we
included a question to ask participants about survey parts that
were unclear to them and to make improvement suggestions.
We found that responses to the question about the moral of
the story and learnings from the story were redundant, thus
we merged this questions. Otherwise, no problems arose.

3.2 Recruitment and Participants
We hosted our survey on SurveyMonkey [1] and used their par-
ticipant pool for recruitment, which allowed us to put quotas
on age and gender to ensure that our sample largely matched
these quotas of the U.S. population as published by the United
States Census Bureau [6] (see Table 1). However, our sample
is not representative of culturally different regions. Complet-
ing the survey took an average 13 minutes. We compensated
each participant with US$5 for their time and effort.

We started our study paying for 350 participants, assuming
that we will have to exclude about 15% invalid responses, sim-
ilar to the Rader study. However, it turned out that about half
of our responses did not meet our criteria (see below). After
consulting with SurveyMonkey, they relaunched our survey
free of charge until we had collected enough responses that
matched our original quotas and criteria. For both launches,
we received in total 622 responses, from which we excluded:

• 239 since they were unusable (participants did not re-

member a story, wrote a story not related to cyber secu-
rity, or answered inconsistently),

• 19 since they failed the attention check question,
i.e. rated their understanding of "Filtibly" as "good" or
"full" (we accepted 28 ratings as "little"),

• 52 since they wrote a story about themselves,
• 13 since they gave an advice instead of writing a story.

This left us with 299 usable responses.

3.3 Analysis
We used a combination of (i) qualitative coding to account for
the subtleties of the stories told, and (ii) quantitative statistical
analyses to calculate differences between demographic groups
and compare our results with those of the Rader study.

Qualitative Coding: To code the full stories and the re-
sponses to the open-ended questions, we used inductive the-
matic coding [7]. Our goal was to find repeating patterns
in the data and use them to build theories. The Rader study
used (i) deductive thematic coding with a pre-defined code-
book consisting of story themes to code the full stories and
(ii) inductive thematic coding to code the open-ended ques-
tions, creating the codebook by grouping recurring themes
into higher-level themes and sub-themes.

We applied the second approach, i.e. inductive thematic
coding, to both the full stories and the open-ended questions,
aiming at grounding our analysis as close as possible in the
meaning of the data. This allowed us to gain more in-depth
results including meta reflections from the full stories. We cre-
ated a codebook (see Appendix 9.2 for the final version) based
on recurring patterns in the full stories and the open-ended
questions. First, two independent researchers open-coded all
full stories and open-ended questions to create an initial code-
book of themes and sub-themes. One of the researchers had
not previously read Rader’s study, and the second researcher
also attempted to look at the emerging categories in an unbi-
ased manner.

Second, both researchers discussed the emerging themes
and jointly created a joint version of the codebook. Although
reading the Rader study may have influenced one researcher’s
coding process, we are confident that we also included an
unbiased view by jointly creating the codebook. Besides, since
our goal was to compare our findings with those of the original
study, we do not see it as problematic that our codebook may
have been influenced by the codes of the Rader study.

Third, both coded all responses independently. Fourth, they
discussed the differences and decided to merge certain sub-
themes of the codebook that were too similar and therefore
resulted in different code assignments. For example, the sec-
ond codebook had a "ransomware" topic with "enterprise" and
"public entity" sub-themes, which were merged. For the re-
maining differences, we calculated the inter-coder-agreement

4    Eighteenth Symposium on Usable Privacy and Security USENIX Association



Figure 1: Source of hearing/reading the story (percentages).

with a Cohen’s Kappa κ [8] of 0.89, which shows a good
level of agreement. Finally, both researchers met and reached
agreement on all code assignments.

Quantitative Analysis/ Statistical Tests: We used logistic
regression for binary dependent variables and OLS regression
for interval scaled dependent variables. We calculated models
for the same factors as the Rader study to make the results
comparable. Additionally, we created models with different
demographics (e.g., age, education level) as factors.

4 Results: Descriptive Statistics

Most of our participants chose a story told by friends or family
members (see Figure 1), which is similar to the findings of
the Rader study. However, we discovered that fewer stories in
our sample came from news institutions. We also found that a
lower percentage of stories (34% in our sample versus 55% in
the Rader study) were told face-to-face, as more people used
social networks, instant messaging, or the phone. We attribute
this to either changes in technology use over the past decade
or to the global pandemic. The majority of our participants
(64%) heard the story within the last year.

In line with the Rader study, we found that 96% of our
participants believed that the story was true (see Table 2).
Almost half of the stories (48%) were retold, most (57%)
within a day and almost all within a week (90%). 59% of the
stories were autobiographical, meaning that the protagonist
was the person telling the story. Our results and the Rader
study show that most of the stories contain a lesson about
something you should always do or never do, or both.

Our participants had to rate the seriousness of the threat
described in their chosen story on a Likert scale of 1-5. We

Table 2: Facts about stories
New Old

Believed story to be true 96% 95%
Retold Story 48% 45%
Autobiographical 59% 51%
Contains lesson 71% 72%
Change of behavior 52% 52%
Change of thinking (mean, 1-5 scale) 3.1 2.9
Seriousness of threat (mean, 1-5 scale) 4.1 3.7

Figure 2: Threats that happened to participants (counts).

report a mean score of 4.05, indicating very high severity,
which is higher than the more moderate mean score of 3.5
in the Rader study. Possible reasons for this are discussed in
Section 6. The average story had a moderate effect (M=3.1)
on participants’ thinking and influenced their behavior in half
of the cases in both studies.

Stories told by our participants affected single or multiple
individuals, companies, governmental or educational institu-
tions, or society as a whole. The reported threats resulted in
the loss of money, time, data, reputation, or the availability
of critical infrastructure such as a gas pipeline, electricity,
or the healthcare system. We asked our participants which
threats happened to them personally (see Figure 2). We found
that more than two thirds had already fallen victim to a data
breach. Many also experienced credit card fraud or having a
virus or malware. Fewer participants reported that hacking or
social engineering such as phishing had happened to them.

5 Qualitative Results

In this section, we report and discuss our qualitative find-
ings in comparison to the Rader study. Note that although we
report numbers for both studies, they are not directly compara-
ble since many themes overlap (e.g., "Hacking/Breaking In",
"Virus/Malware", and "Social Engineering"). For all themes,
multiple assignments are possible for one story.

Figure 3: Threat categories of reported stories (counts).
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5.1 Full Stories

For the full stories, we constructed sub-themes to each threat
category, in contrast to the Rader study, where only the top-
level themes were coded. Figure 3 shows the distribution of
emerged threats of the reported stories.

Since we asked participants to report on only one story
they remember most vividly, these numbers do not claim to
be representative of security story themes in general. However,
we use them to show trends in such themes.

Comparing the threats found in the stories with the threats
experienced personally by the participants (see Figure 2), it
seems that incidents related to hacking or social engineering
are mentioned much more often in the stories than they were
experienced personally. Note that we did not introduce a spe-
cific category for ransomware in our questionnaire, thus these
threats may have been reported as hacking or viruses/malware
in Figure 2.

Social Engineering The largest fraction of stories were re-
lated to social engineering threats (127), which were often
coded together with the categories "Virus/Malware" (47) and
"Hacking/Breaking In" (112). Social engineering threats in-
clude phishing messages (71), where people are tricked into
clicking on fraudulent links or attachments, and fraudulent
messages or calls (25), where attackers take false identities
and tell fraudulent stories to steal valuable information or
money. These threats occurred via social media, email, or via
the phone. Moreover, participants were told about fraudulent
websites (15), apps (4), or USB sticks (2) tricking people into
giving away sensitive information. We identified several pre-
texts under which these social engineering attacks are usually
carried out. Many participants shared stories of using fake
friend requests or messages on social media platforms to gain
trust and subsequently steal information. Some stories were
about sophisticated threats where the attacker went through
multiple stages:

"Someone pretend to be his high school classmate
[and] requested friend connection. [They] chatted
and exchanged email addresses. Tom shared [his]
work email. Tom received [an] email from Face-
book (fake, phishing). Tom clicked [on the] email
content and [his] computer got infected by a virus.
The virus infected Tom’s company network and the
hacker stole company data."

In many cases, the attacker posed as a friend or relative in
need of money, a representative of the bank or tax office, or a
co-worker or boss. Some stories also claimed that the victim
had won money or an item.

"The incident had occurred after my friend had sent
personal information to another Instagram user
who had claimed they would send them money via
cash app."

Several stories were about a fraudulent pop-ups or IT help
desk numbers (8).

"He came across an old man whose computer was
infected and was asking to call a support number to
fix it. The person called the support number which
was actually a hacker."

Comparison Rader study: They also found many stories
related to phishing (53) using similar tricks as reported in our
study. In line with our findings, they reported that phishing
messages ranged from emails pretending to be from a bank
to more sophisticated attempts, where someone started a chat
with the victim via Facebook or an online game. Unfortu-
nately, this shows that phishing is a persistent problem that
has not been solved in the last decade.

Hacking/Breaking In The majority of stories in this cate-
gory were about hacked bank, email, or social media accounts
(91), which usually included a hacked password. As a result of
the hacked account, various threats occurred, such as attack-
ers sending spam emails or messages, or making transactions.
Some incidents were more serious than others, such as:

"Someone hacked the email of a vendor and pro-
vided fraudulent wire details to pay for an invoice."

Several stories dealt with the hacking of (public) WiFis (2),
cameras (16), or celebrities (3).

"A stranger hacked into the camera and was spy-
ing on the child and started speaking to the child
through the security camera."

Comparison Rader study: They also reported 59 stories in
the category "Breaking In". In this category, our results are
very similar to the Rader study, as many incidents of hacked
computers, systems and accounts were also reported there.
Their participants also often talked about negative affects of
the "hacking", such as altered accounts or profile information,
or sending fraudulent messages. This shows that such hacking
incidents are a long-term challenge that has not yet been
solved.

Data Breach We found many stories of data breaches af-
fecting banks, credit institutes, shops, retailers, or institutions
(49) and the governmental (2), educational (1), or healthcare
(3) sector. These stories described personal data such as social
security numbers or credit card information being stolen, and
affected customers often being informed of the incident via
email.

Comparison Rader study: They describe theft (75) only in
the context of stealing personal information or money through
unauthorized credit card use, fraudulent websites, or as part
of a phishing scam. They did not report stories about data
breaches, which our participants frequently described. For
this reason, and in line with the cyber security report [2],
we assume that the frequency of data breaches has mainly
increased in recent years.
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Virus/Malware We found many generic stories related to a
virus or malware attacking the victims’ computers or phones
(22). From those that described the viruses in more detail,
seven mentioned that screens behaved differently (e.g., turned
blue or blinked), nine that devices slowed down or crashed,
and five that people were logged off. Three stories involved
link redirects, where the victim was always redirected to a
site chosen by the attacker, independent from the URL that
was entered into the browser.

"Everytime my friend opened up his web browser,
it would go to a fake looking Google search engine
site. A virus was planted from someone so that it
forced him to use that site to search with."

One participant also mentioned that the virus or malware
was stealing data, which was associated with phishing.

Comparison Rader study: They describe similar stories to
the ones we found and grouped them under the category of
PC effects (95). Their participants also frequently reported
that their computers behaved differently than usual due to
a virus or malware, such as freezing, being slow, or losing
information. In comparison to the Rader study, we found a de-
crease in stories about viruses, possibly due to the increasing
importance of newly emerging threats such as data breaches
or ransomware. Still, 23% of our respondents said they had
already been a victim of a virus or malware (see Figure 2)
showing that these threats are still prevalent.

Ransomware A large percentage of the stories were about
ransomware that affected both individuals (13) and compa-
nies/public institutions (20). For instance, stories were told
about ransomware affecting critical public infrastructure such
as oil pipeline companies or hospitals. These stories describe
attacks that locked computers or encrypted data and asked the
owner to pay a ransom in order to regain data access. Vari-
ous reasons have been cited as the source of the ransomware,
including viruses, clicking on fraudulent links, attachments
or pop-ups, or connecting fraudulent external devices. The
amount of requested ransom ranged from four hundred to
several millions of dollars. Of these stories that mentioned
whether the ransom was paid or not, 76% (13) did pay the
ransom. In most stories, data access was returned after the
ransom was paid. However, in some stories this was not the
case.

"My friends computer was locked. She got a mes-
sage [that] there was a virus and she had to call
a number. She did and they needed $500. She paid
and it did not resolve the problem. She had to take
it in and pay more."
"He paid the requested ransom but he still lost all
his files."

Those who did not pay the ransom either found a way to
remove the ransomware themselves, had backups of their data,
or faced serious consequences.

"My brother-in-law’s small real estate company
received a ransom notice. They were told that un-
less they paid $100,000 all their files would be de-
stroyed. He thought it was a joke at first. It was not.
Luckily they had an off-site backup that saved the
day."

Comparison Rader study: Ransomware was not reported
because this type of cyber threat, although it already existed,
was very rare in 2012.

Identity Theft Although this theme often appears along
with others, we decided to code it as a separate theme, as it
was re-occurring. This category includes stories about people
whose identities were stolen so that the attacker could open
up credit card accounts, conduct fraudulent transactions, or
purchase houses and other expensive items in the victim’s
name. As a result, the victims’ credit scores or reputations
were often ruined. In some cases, it took them a long time to
resolve the problem. Some stories report the usage of fraudu-
lent websites or hacking as the source of identity theft, while
most claim not to know why this happened.

Comparison Rader study: They also report on identity
theft as part of their category "Theft" (see above) and give the
example of identity theft by a fraudulent website that their
participant claimed had been "hacked."

Others This category includes various themes that appeared
more frequently but could not be assigned to an overarching
theme. Two stories were about whistle-blowing and six about
that Facebook generally steals data and is not respecting peo-
ple’s privacy. Two other stories were about cyber bullying
that led to serious psychological consequences for the victim.
Three stories described a person catching a scammer to pre-
vent the scam or to set an example. Two stories mentioned
software vulnerabilities leading to security attacks.

5.2 Retelling Stories
When asking our participants with whom they shared the story
and why they did so, three main themes emerged:

The majority of participants (64) explained that the story
contains a general risk which has to be shared with everybody,
while thirty-one participants reported that they shared the
story only with impacted people. Impacted people ranged
from those who potentially fell victim to a data breach or
hack to those who might open spam messages from a specific
person.

"My friend’s Facebook account got hacked. Watch
out for links from him."

Six participants explicitly mentioned that they shared the
story with others who they assume to not be knowledgeable
(e.g., elderly people) or who they assume to be highly knowl-
edgeable and therefore, interested in their story.
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Our participants mentioned a variety of emotions as rea-
sons for retelling the story, which were scary/dangerous (10),
unexpected/unbelievable/crazy (7), relevant/informative (10),
interesting (8), funny/entertaining (2), and frustrating/sad (3).

The most common reason for retelling (97) was to create
awareness and knowledge to protect others from falling for
the same threat. Fourteen participants described that an action
was required such as changing the provider, reacting to a
shutdown due to ransomware, or reacting to a shutdown of
computers in a work environment. Six participants answered
that the story fitted the conversation, two aimed at getting
other opinions, and two simply wanted to spread gossip.

Comparison Rader study: They did not report qualitative
findings on why people retell stories.

5.3 Learnings and Behavior Changes
The themes for participants’ learnings and behavior changes
overlapped since learning and behavior is often intertwined,
so we coded them together. Five main themes emerged:

Behavior Most of our participants (215) expressed that they
learned some kind of security awareness or caution from the
story. While many expressed these in general phrases, e.g. "To
be very careful online" or "Security is important", others were
specific about their behavior change. Fifty participants re-
ported to have changed their password security practices and
usage as a result of the story heard, such as "keep different
passwords for different accounts" or "always update pass-
words". Another fifteen updated their software or changed to
a more secure version. Twelve participants started to monitor
their accounts or credit card charges more carefully. Another
six participants did back-ups of their data, mostly as a re-
sponse to stories about ransomware. Two participants stopped
connecting to insecure WiFis and one changed their privacy
settings. Five participants mentioned that they communicated
with others about their security concerns. Four even took such
radical actions as to quit using Facebook or using credit cards.

Comparison Rader study: In line with our findings, the
Rader study found that many participants described their be-
havior change on a very generic level which means that they
seemed to not have taken actionable advice from the sto-
ries, but but rather vague learnings. As an exception their
findings indicated that participants explicitly mentioned to
have changed their password habits as well as using antivirus
(see paragraph "Tools/Services"), which we can also confirm
with our study. When it comes to specific fields in which
participants learned something or reported behavior change,
the Rader study reported similar findings regarding caution
when clicking on links, downloads and shady websites, where
participants learned actionable lessons. We also confirm find-
ings from the Rader study of participants being more keen to
update software and monitoring their accounts. One theme
which we found in our data was not reported in the Rader

Figure 4: Reported tools/services participants started using
after hearing the story (counts).

study: Backing-up data, which was often reported along with
ransomware.

Distrust Thirty-one participants mentioned a general dis-
trust in data protection online as well as in security applied
by companies or institutions. For example,

"Even though you think your data is undoubtedly
secure, there is always a chance it could be com-
promised."

Five mentioned a distrust in a specific technology such as
email (4), credit cards (1), or apps. One participant wrote,

"Just because Android apps are in the Google Play
store does not necessarily mean that they do not
contain malware."

Comparison Rader study: They also found a theme describ-
ing that the internet is generally a dangerous place and that
their participants often distrusted companies as well strangers
in the internet. This is an interesting finding, as it speaks for
an experienced helplessness without the participant having
learned anything that could improve their situation.

Tools/Services Many participants stated that they started
to use a new tool or service after hearing the story (see Fig-
ure 4), where the most prominent tool was antivirus software,
followed by 2FA, VPNs and firewalls.

Comparison Rader study: They also found that the most
participants reported to start using antivirus and keeping it
up-to-date. However, they did not report on participants men-
tioning 2FA or VPNs. This is likely because these tools have
grown in popularity over the last decade.

Education Another theme that emerged was that many par-
ticipants (18) said that they started to educate themselves
more about possible threats online as well as prevention mech-
anisms, such as:

"I ended up reading more about scams as well as
watching videos on the topic."

Some mentioned to also educate their employees or vulner-
able people (i.e., elderly). This is in line with the theme we
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created for why participants retold stories, where we found
that sharing them with elderly people who might not be as
tech-savvy was often mentioned.

Comparison Rader study: No such theme was reported.

Others 20 participants said they had learned that everyone
can be impacted, which was a belief that was not as present
for them before they heard the story. Examples are attacks
on close individuals which made it clear to participants that
such threats are not only discussed in the media but happen
in reality, as well as data breaches or ransom attacks on big
companies which were considered to have security in place.

"It shows how a big company can be hacked and
required to pay despite having security software."

Three participants described that their views were re-
enforced.

6 Quantitative Results

In this section, we report our quantitative findings in compari-
son to those of the Rader study. Note that although the change
in behavior and thinking is self-reported as a causal relation-
ship by our participants, we cannot infer causality from our
survey, only correlations. For all logistic regression models,
calculated for binary dependent variables such as change in
behavior (yes/no), retelling (yes/no), we report odds ratios.
For the OLS regressions, calculated for interval scaled vari-
ables such as change in thinking (1-5), angry/anxious (1-5),
seriousness of threat (1-5), we report estimates to interpret
our results.

6.1 Stories’ influence on thinking and behavior
In line with the Rader study, we found that specific properties
of a story change the thinking and behavior of our participants.
There were two types of properties, related to the content and
the source. We built two respective regression models, which
we can directly compare to the results of the Rader study.

Content influences: Table 3 shows that when a story con-
tains a lesson, i.e., claims something which one should always
or never do, then the odds that the participant reported they
had changed their behavior are about twice as high as for sto-
ries without a lesson. This replicates the results of the Rader
study. For the influence of stories with lessons on thinking, we

Table 3: Content influences on thinking and behavior
Change in Behavior Change in Thinking
New Old New Old

(Intercept) 0.19 0.27 1.66 2.27
Contains a lesson 2.02 ** 2.33 ** 0.18 0.26 .
Seriousness of threat 1.31 * 1.14 0.27 *** 0.15 **
Autobiographical 1.42 1.79 * 0.43 ** 0.15

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

found a positive but non-significant correlation, in contrast to
the Rader study which found a significant correlation between
stories containing a lesson and reported change in thinking.
This shows that lessons directly affect behavior, but there was
inconsistency in perceived change in thinking.

The seriousness of the threat described in the story signifi-
cantly impacts the change in behavior and change in thinking.
We found that the odds of a reported change in behavior are
31% higher when the seriousness of the threat increases by
one, while the Rader study did not find statistically signifi-
cant results. Moreover, we found a strong influence of serious
threats on the change in thinking, which is in line with the
Rader study. We hypothesize that the seriousness of threats
is an influential property of the story, as people usually have
a negativity bias [28]. This means that people tend to give
more weight to negative events than to positive ones. There-
fore, negative stories are more likely to be present in people’s
minds and to influence their thinking and behavior.

Whether a story is autobiographical, i.e. the protagonist is
the same person as the one telling the story, seems to have
some influence on thinking and behavior. However, it is un-
clear which of the two are influenced more, since we found a
significant correlation between autobiographical stories and
thinking, whereas the Rader study found a correlation with
behavior change. This only shows that, since thinking and
behavior are so deeply intertwined, a distinction might not
always be possible. We cannot be sure why this correlation
exists. It might be that autobiographical stories are perceived
as more credible or easier for people to identify with.

Source influences: Where and from whom a story is heard
also influences the thinking and behavior, as shown in Ta-
ble 4. When the story is heard in a casual context such as
at a friend’s or relative’s house, at a coffee shop, or at home,
then our results show that the odds are 41% lower that par-
ticipants reported they had changed their behavior. This is in
contrast to the Rader study where the odds were 95% higher
for that casual context changes the behavior. We compared
casual context to a more formal context such as at work, in
class, or in the library, which seems to have increased the
odds for changing the thinking of our participants. Due to
these conflicting results, we searched for other variables (e.g.
demographic differences) in our data that could explain the
difference. We found that participants of age > 60 are more
likely to hear the story in a casual context (presumably since
they are often retired), as well as participants from 18-29 years

Table 4: Source influences on thinking and behavior
Change in Behavior Change in Thinking
New Old New Old

(Intercept) 1.11 0.21 3.30 2.50
Casual Context 0.59 . 1.95 . 0.27 . 0.28
Knowledgeable Source 1.12 1.40 ** 0.32 *** 0.11

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Casual context: compared to "Home context" as baseline.
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old. However, we did not find a significant influence of the
age group on the change of thinking or behavior, which is why
we excluded it from our source influence regression model.
When it comes to the change in thinking, we found a positive
correlation with the reported change in thinking. This finding
is also statistically significant, in contrast to the Rader study.
Basically, our results suggest that a formal context more likely
influences perceived change in behavior, while the casual con-
text more likely influences a change in thinking. We suspect
that people might feel more pressured at work to behave in
a certain expected way after hearing a story (e.g., from a co-
worker or boss). However, since we found different results
in comparison to the Rader study, this hypothesis should be
taken with a grain of salt.

We found that stories from a knowledgeable source (ex-
pertise of the source rated on a 1-5 Likert scale) significantly
increase the change of thinking. Although we also found a
positive correlation for behavior change, this result is not sta-
tistically significant. However, since the Rader study found
the same correlation with statistical significance, we hypoth-
esize that an effect of source expertise on both change in
thinking and behavior exists. Sources with greater knowledge
may be perceived as more trustworthy.

Table 5: Influence of emotions on thinking and behavior
Change in Behavior Change in Thinking
New Old New Old

(Intercept) 0.16 0.27 1.79 1.83
Happy 1.22 0.91 0.04 0.07
Sad 0.95 0.64 . 0.05 0.15
Anxious 1.46 * 1.88 * 0.33 *** 0.24 *
Anger 1.44* 1.84 ** 0.14 . 0.19 *
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Influence of emotions: We asked our participants to what
extent (on a 1-5 Likert scale) they experienced the emotions
listed in Table 5 after hearing the story. In line with the Rader
study, we found a significant impact of feeling anxious or an-
gry about a story on both thinking and behavior, and negative
odds (although not statistically significant) for the influence
of feeling sad on the change in behavior. This could again
be explained with the negativity bias [28], saying that nega-
tive events are more impactful than positive ones, and with
the EPPM model [32], stating that fear can induce behav-
ior change. Moreover, our results and the Rader study have
shown that stories involving serious threats influence reported
changes in thinking and behavior, and we hypothesize that
such stories are more likely to make participants anxious and
angry.

6.2 Story Retelling
While the Rader study found that whether a story contains
a lesson does significantly increase the odds of retelling this

Table 6: Content influence on retelling
Retelling
New Old

(Intercept) 0.13 0.17
Contains a lesson 1.51 2.30 **
Seriousness of Threat 1.46 ** 1.30 *
Autobiographical 1.28 1.07

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

story, this correlation was not statistically significant in our
data, although we also found a positive correlation (see Ta-
ble 6). However, in line with the Rader study, our regression
model for content properties shows a 46% increased chance of
the influence of the seriousness of the threat on the retelling.
Hence, the seriousness of threat seems to be a pivotal prop-
erty of a story, which significantly influences our participants’
thinking, behavior, and retelling.

Table 7: Source influences on retelling
Retelling
New Old

(Intercept) 0.65 0.29
Casual Context 0.91 0.88
Knowledgeable Source 1.14 1.41 **

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Casual context: compared to "Home context" as baseline.

We did not find statistically significant effects for autobio-
graphical stories, nor for any of the source properties (see Ta-
ble 7) on whether a story is retold or not. This means, we
could not replicate the correlation between a knowledgeable
source and retelling a story in the Rader study.

Table 8: Influence of emotions on retelling
Retelling
New Old (Re-calculated)

(Intercept) 0.14 0.28
Happy 1.21 1.47.
Sad 0.95 0.89
Anxious 1.40 * 1.10
Anger 1.47 ** 1.24

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

For the influence of emotions on retelling (see Table 8), we
found a strong correlation between stories that made partici-
pants anxious (40% increase in the odds of retelling) or angry
(40% increase in the odds of retelling). This correlation was
statistically significant, in contrast to the Rader study. Similar
to the influence of these feelings on thinking and behavior,
we think that this correlation can be explained by that more
exciting stories are more likely retold. This also matches with
our qualitative results regarding participant’s answers on why
they retold the story (see Section 5.2).

6.3 Demographics’ influence
We fitted various regression models to investigate the influ-
ence of demographics on variables of our interest such as
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change in thinking and behavior, emotions, and factors that
have been shown to influence perceptions and behavior in
the Rader study (e.g., seriousness of threat or context). In
this section, we only report those models where we found
statistically significant correlations.

Table 9: Influence of demographics on seriousness of threat
and change of thinking

Seriousness of Threat Change in Thinking
(Intercept) 4.25 3.61
Age
18-29 -0.72 *** -0.32
30-44 -0.20 0.07
45-60 0.05 0.09
Education
Some college 0.10 -0.48
Techn., voc. school -0.04 -0.53
Bachelor Degree -0.11 -0.70 *
Master degree -0.13 -0.66 *
Doctoral Degree 0.04 -0.67

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Age: ">60" as baseline; Education: "High school" as baseline.

Table 9 shows that younger participants between 18-29
perceive the seriousness of threat statistically significantly
lower than other age groups and are slightly less likely to
report a change of thinking after hearing a story, which is
however not a significant results (p>0.1). For participants
with higher education, we found a statistically significantly
lower likeliness of changing their thinking.

Table 10: Influence of demographics on emotions
Angry Anxious

(Intercept) 3.30 2.57
Age
18-29 -0.48 * 0.17
30-44 -0.13 0.04
45-60 0.27 0.17
Education
Some college -0.34 -0.33 .
Tech., voc. school -0.70 * -0.71 *
Bachelor Degree -0.59 ** -0.48 *
Master degree -0.55 * -0.48 *
Doctoral Degree -1.25 *** -0.87 **

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Age: ">60" as baseline; Education: "High school" as baseline.

Table 10 shows, that participants age 18-29 and with higher
education also reported feeling angry about a story less of-
ten. Hence, younger and higher educated participants are less
likely emotionally affected by stories and assess their seri-
ousness lower. This might explain why they are less likely
to change their thinking, which we found to have a positive
correlation with the perceived seriousness of the threat and
feeling anxious or angry (see Table 3). We did not find differ-
ences in the influence of participant’s demographics on the
reported behavior change or chance of retelling a story.

7 Discussion

Comparison Rader study: The results of our replication
study confirm many of the original findings. We found that
neither the topics of the stories nor the ways in which par-
ticipants learn best from stories have changed much across
time and demographics. The threat landscape we discovered
in our full stories is very similar to that of the Rader study
with the exception of the newly found categories of "Ran-
somware" and "Data Breaches." This is in line with the Ac-
centure Cyber Threat Intelligence Report of 2021 [2], stating
that ransomware as well as infostealing were active problems
in 2021. Other threats such as social engineering, hacking,
viruses, and identity theft have been an unsolved problem for
over a decade. Although we changed the introductory text and
some questions to explicitly include mobile threats in addition
to computer threats, we did not find neither more stories of
mobile threats than the Rader study, nor did we find new story
themes related to mobile threats. This shows that the results
of the Rader study are still largely valid today, across age and
educational differences.

Similar to the Rader study we found that behavioral
changes based on stories can help both prevent security threats
and respond to them after they occur. Stories often conveyed
strategies for responding to threats, such as advice on whether
or not to pay ransom, or awareness of data breaches. Our re-
sults also suggest that participants often learn distrust through
stories, which in many cases was only described on a gen-
eral level and was unhelpful. Only in some cases distrust led
to secure behavior, such as frequent monitoring of accounts.
Consistent with the EPPM model [32], we hypothesize that
this may be the case since effective responses to fear are only
possible if viable solutions to threats are offered. Another
interesting finding was that stories can encourage participants
to educate themselves about certain security-related topics.
We can confirm that the stories were mainly related to what
happened rather than why. We suspect that this is due to the
fact that security threats often cannot be traced back to their
source and are only noticed when they occur.

Stories and psychology of behavior change: Our findings
suggest that the threats in the commonly told stories differ
from those that participants had experienced themselves. This
means that stories can broaden the range of threat awareness.
In addition, we found evidence that stories can influence se-
curity risk perception, as participants often reported learning
that anyone can be affected by security threats after hearing
a story that happened to a close relative or a company they
previously considered secure. Moreover, our results confirm
that stories can influence participants’ thinking, which in turn
can change their motivation and capabilities and serve as a
trigger for adopting secure behavior.

Our qualitative and quantitative survey results suggest that
our participants’ thinking and behavior are intertwined. For
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the seriousness of the threat and the emotions of anger and
anxiety, we found a correlation with thinking, behavior, and
retelling. Although our results suggest that some factors only
affect behavior (such as containing a lesson) and others only
thinking (such as autobiographical stories and knowledgeable
sources), we argue that the two are difficult to separate. If
changes in behavior only, but not in thinking, are reported for
one factor, this could also be because people’s mental models
are often tacit [21] and people may not be aware that they
are changing. Behavioral changes tend to be more obvious
and therefore easier for participants to recognize and report.
Likewise, if participants reported a change of thinking without
a change in behavior, altered mental models could affect their
security decisions without them being aware.

Advice based on stories: Surprisingly, we found that it
made no significant difference whether stories came from the
media or from friends or family. It would be interesting to see
whether this finding holds in the future as the media landscape
continues to change. We argue that our results can be used
to better design media articles on security threats, advice,
and security training. We suggest that those should focus on
stories containing lessons with concrete actions and serious
threats to the individual. This is in line with Nurse et al. [23],
suggesting that clear actions increase the effectiveness of risk
communication, and with the EPPM model [32], stating that
fear can encourage behavior change if a concrete solution is
presented. One idea could be to create an online platform, e.g.
on social media, where people can share security incidents,
since we found that autobiographical stories positively effect
learning. This platform could serve as a story pool for media
articles or security training, which could pass on the most
relevant or often occurring stories. When a knowledgeable
person leads the training or writes the media article, this could
further increase the impact of the stories told.

Participants often reported that they retold stories since they
fitted the conversation, which shows that bringing IT security
on people’s agenda on its own already improves the likelihood
of sharing stories and learning from them. This finding could
be used, e.g. in companies, to encourage employees (e.g. in
specifically therefore scheduled meetings) to share security
incidents. We found a positive correlation of sharing security
stories at work and reported behavior changes, so this could
help people learning from their colleagues. We hypothesize
that the reason stories heard in a work context have a greater
influence on behavior than those heard in a casual context
may be that they influence the subjective norm, which in the
theory of planned behavior is the social pressure to perform an
action [3, 22]. However, it is up to future work to investigate
this further, as the Rader study found that stories in casual
contexts have a greater impact on perceived behavior changes.

We derive from our results that younger and better educated
participants are harder to reach with security stories, as they
commonly perceive threats as less serious and are less likely

to report being emotionally affected by stories and change
their thinking. We hypothesize that this is because people
growing up with information technology have had more expo-
sure to security reports and therefore, perceive security threats
as less shocking. Education possibly increases the chances to
have heard about similar security incidents before, thus being
less anxious or angry about them, and less likely to change
the thinking as a result. Future work to explain these corre-
lations is required. However, we still found that this group
is influenced by autobiographical stories from knowledge-
able sources, which should be kept in mind when designing
security advice. We found that elderly and less educated par-
ticipants might learn easier from security stories. However,
according to Frik et al. [15] they are also at higher security
risk due to less knowledge and experience with technology,
but do not always perceive threats as more severe. Hence,
for elderly people or those retired (who do not have access
to training at work-places), it would be especially useful to
create a platform for sharing stories in their own words.

Methodological reflections: It was generally straight-
forward to replicate the original study since all needed mate-
rial was available. We noticed that our participants’ responses
were similar to the Rader study in terms of complexity and
technical details. In line with the Rader study, we also found
that some participants gave superficial and general answers
when asked how the story changed their thinking or behavior.
It could be that these participants were unable to draw specific
conclusions from the stories or that the setting of an online
survey did not encourage them to explain details. It would be
interesting to explore the impact of different stories on peo-
ple’s thinking and behavior in a qualitative interview study
in the future. Because the data in our study and the original
study consist only of self-reported stories, future work could
examine in a prospective study how different stories affect
people’s security behaviors in the wild. Although we only
asked participants to tell us one story that they remembered
most clearly, and thus may have missed others, we believe
that the reported stories are the ones that are retold most often
and thus have the greatest effect.

8 Conclusion

With our replication study, we confirm most of the Rader
study’s findings regarding which characteristics of stories
lead to changes in thinking, behavior, and retelling. In addi-
tion, our diverse sample allowed us to examine differences
among participants of various age groups and educational
backgrounds. Based on our findings, we provide guidance
on how security training or media content on IT security can
be better designed. We strongly suggest that security stories
should be considered alongside professional training and per-
sonal experience as important sources of security advice.
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Appendix

9.1 Questionnaire

In this survey, we are interested in things you have heard
about or learned through stories from others related to
protecting your computer or mobile device and yourself
from cyber security threats. We are NOT interested in
something that happened to you personally, only in sto-
ries about other people you’ve heard, e.g. from a friend,
coworker or acquaintance, social media sites, blogs and
newspapers, or any other source you can think of.

Cyber security threats might include things like hack-
ers, viruses, malicious apps, identity theft, shady URLs
in spam emails, etc. It can be very hard sometimes to tell
when someone is facing a cyber security threat- symptoms
might include when someone’s computer or mobile de-
vice is slow or freezes unexpectedly, when programs won’t
close, or lock up, unwanted popup windows, spam email,
posts appearing in someone’s Instagram or Facebook ac-
count without their permission or knowledge, or other
undesirable computer or mobile device issues. Sometimes
people cope with these threats by using tools such as anti-
virus or firewall software, or by making sure to back up
their data, or not clicking links or installing apps from
people they don’t know or trust.

We will start with 4 longer open questions to help you
start to remember stories you have heard or read about
cyber security. Afterwards, we will continue with shorter
questions, which are mainly multiple choice.

1. First, please make a list of as many different kinds
of computer or mobile security problems, or threats that
you can think of, using only a couple of words to describe
each of them.
Open-ended answer

2. Next, think of all the different ways you can protect
yourself and your computer or mobile device from cyber
security problems or threats, and make a list of these be-
low.
Open-ended answer

3. Take a moment to think back to times in the past
when you remember being told or reading about a story
related to computer or mobile security. Please make a list
of as many of these stories as you can remember, using
only a couple of words to describe each story (you may
want to read over your answers to the previous questions
to jog your memory).
Open-ended answer

4. Finally, please choose one story for which you can
most easily recall details about where you were and what
happened when you heard or read the story (You can go
back to review your list). In a sentence or two, briefly
summarize what happened. You will be answering further
questions about this story in the rest of the survey.

Open-ended answer
5. How long ago did you hear or read the story?

Answers: Within the last day/ Within the last week/ Within
the last month/ Within the last year/ Longer than one year ago
/ Don’t remember

6. Where were you when you heard or read the story?
Answers: At a coffee shop/ At a friend or relative’s house/
At home/ At work/ In a computer lab In class/ Other (please
specify)

7. Via what medium did you hear or read the story?
Answers: In person (face-to-face)/ Phone/ Text message/ Chat
(instant messaging)/ Video chat/ Email/ Blog post/ Social
network site (Instagram, Facebook, Twitter, etc.)/ Print news
media (physical newspaper, magazine, etc.)/ Broadcast news
media (TV, Radio, etc.)/ Online news media (CNN.com, Ya-
hoo News, etc.)/ Don’t remember/ Other (please specify)

8. From what source did you hear or read the story?
Answers: Family member/ Friend/ Acquaintance/ Coworker
or Boss/ IT or Computer Repair Person/ Stranger/ News Insti-
tution/ Don’t Remember/ Other (please specify)

9. How knowledgeable do you think the source you
selected above is about cyber security? Please rate the
source’s knowledge from 1 (Not Knowledgeable) to 5 (Very
Knowledgeable).

10. Did you tell, send, post, or otherwise share this story
with anybody else?
Answers: Yes/ No/ Don’t remember

11. Approximately how many times did you share the
story?
Answers: 1/ 2/ 3/ More than 3/ Don’t remember

12. With whom did you share the story (select all that
apply)?
Answers: Family member/ Friend Acquaintance/ Coworker
or Boss/ IT or Computer Repair person/ Stranger/ News Insti-
tution/ Follower/ Don’t Remember/ Other (please specify)

13. How long after you first heard or read the story did
you first share it with others?
Answers: Within one day/ Within one week/ Within one
month/ Within one year/ Longer than one year/ Don’t Re-
member/ Other (please specify)

14. Please briefly describe why you shared this story
with others.
Open-ended answer

15. Was this story about the same person who told the
story to you or who wrote it?
Answers: Yes/ No/ Don’t Remember/ Other (please specify)

16. How serious was the threat or problem? Please rate
the severity from 1 (Not Serious At All) to 5 (Very Serious).

17. Did the story end well or badly for the main charac-
ter? Please rate the outcome from 1 (Very Well) to 5 (Very
Badly).

18. In general, was the story about something you
should ALWAYS do (e.g., wash your hands after using
the bathroom), or something you should NEVER do (e.g.,
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stick your tongue to a frozen flagpole)?
Answers: Always do/ Never do/ Both/ Neither/ Other (please
specify)

19. What did you learn from this story?
Open-ended answer

20. This story made me feel... Sad/ Happy/ Helpless/
Curious/ Angry/ Anxious (Not at all - Somewhat - Mostly -
Extremely)

21. Did you start doing anything differently to try to
protect yourself from IT security threats or problems after
hearing this story?
Answers: Yes/ No/ Other (please specify)

22. Please describe one thing you started doing differ-
ently after hearing this story.
Open-ended answer

23. Do you believe this story actually happened?
Answers: Yes/ No/ Don’t know

24. How much do you think hearing this story has af-
fected the way you think about cyber security threats?
Please rate it from 1 (A Lot) to 5 (Not At All)

You’re almost done!
25. You have now answered a number of questions about

a story, you remembered being told or reading about, re-
lated to a computer or mobile security threat or prob-
lem.Below, please write the story as if you were telling it
to a friend. Use as much detail as you can, including any
thoughts or recollections you might have had about what
happened as you were filling out the survey. Use about 4-5
sentences to describe the story.
Open-ended answer

26. Have you ever had one of the following experiences?
Select all that apply:
Answers: Fell victim to a phishing email message or other
scam email/ Received a notification from a company that your
information was involved in a data breach/ Had a virus on
your computer or mobile device/ Someone broke in or hacked
your computer, mobile device, or account/ Stranger used your
credit card number without your knowledge or permission/
Identity theft more extensive than use of your credit card
number without permission/ None of the above

27. What is your age in years?
Open-ended answer

28. What gender do you identify as?
Answers:Female/ Male/ Prefer not to say/ Other

29. What is your highest completed level of education?
Answers: None/ High school/ Technical, vocational school
AFTER high school/ Some college/ Bachelor degree/ Master
degree/ Doctoral degree/ Other (please specify)

30. What is your current employment status? Answers:
Employed full time/ Employed part time/ Unemployed look-
ing for work / Unemployed not looking for work/ Retired/
Student /Student and employed part-time/ Disabled/ Other
(please specify)

31. Please rate your understanding of each term below

from None (no understanding) to Full (full understanding).
Wiki/ Meme/ Phishing/ Bookmark/ Cache/ TLS/ AJAX/ RSS/
Filitbly

32. Have you ever received formal training in computer
science, software engineering, IT, computer networks, or
a related technical field?
Answers:Yes/ No/ I’m not sure
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9.2 Codebook

Table 11: Codes and counts for full stories
A Ransomware 33 B Data Breach 55 C Social Engineering 127
A.1 Company/Public Institution 20 B.1 Shop/Company/Bank 49 C.1 Phishing/Scam messages 71
A.2 Individual 13 B.2 Governmental 2 C.2 Scam Call 25
A.3 Ransom payed: yes 13 B.3 Educational 1 C.3 Fraudulent website 15
A.4 Ransom payed: no 4 B.4 Healthcare 3 C.4 Fraudulent pop-Up 8

C.5 Fraudulent app 4
C.6 Revenge 2
C.7 Fraudulent device 2

D Virus/Malware 47 E Hacking 112 F Others 74
D.1 General 22 E.1 Account/password/data 91 F.1 Others 31
D.2 Screen different 7 E.2 Device 16 F.2 Whistleblower 2
D.3 Computer slow 2 E.3 WiFi 2 F.3 Cyber bullying 2
D.4 Computer crash 7 E.4 Celebrity 3 F.4 Facebook privacy 6
D.5 Logged out 5 F.5 Catching scammer 3
D.6 Link redirection 3 F.6 Security vulnerabilities 2
D.7 Stealing data 1 F.7 Identity theft/Credit card fraud 28

Table 12: Codes and counts for reported learnings and behavior changes

O Behavior P Distrust Q Tools/Services
O.1 Security awareness/caution 215 P.1 General/ Company/ Institution 31 Q.1 Firewall 3
O.2 Change settings 1 P.2 Credit cards 1 Q.2 Ad blockers 1
O.3 Credit/ account monitoring/
protection

12 P.3 Email 4 Q.3 VPN 3

O.4 Back ups 6 P.4 Technology/Devices 4 Q.4 2FA 7
O.5 Connect to trusted WiFis 2 Q.5 Spam Filters 1
O.6 Updating/ securing software 15 Q.6 Antivirus/ secure software 20
O.7 Password hygiene/usage 50 Q.7 Password manager/ gener-

ator
1

O.8 Exchange with others about
security (concerns)

5 Q.8 Browser Extension 1

O.9 Stop using tool/service

S Education T Ransom should be V Other
S.1 Employees 4 T.1 paid 2 V.1 Everyone can be impacted 20
S.2 Elderly 3 T.2 not paid 1 V.2 View reinforcement 3
S.3 General/ Self 18 V.3 Stop using credit card 3

V.4 Stop using Facebook 1
V.5 Other 27
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Table 13: Codes and counts for why stories were retold

K Shared with L Incident was M Reason
K.1 impacted persons 31 L.1 scary/dangerous 10 M.1 Action required 14
K.2 all/ general risk 64 L.2 unexpected/unbelievable/

crazy
7 M.2 Knowledge/Awareness/

Warning/ Protection
97

K.3 other (not/knowledgeable) 6 L.3 relevant/informative 10 M.3 Fitted conversation 6
L.4 interesting 8 M.4 Get other opinions 2
L.5 funny/entertaining 2 M.5 Gossip 2
L.6 frustrating/ sad 3
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Abstract
Learning online safety and ethics is becoming more critical
for the general user population. However, they do not receive
such learning opportunities regularly, and are often left behind.
We were therefore motivated to design an interactive system
to provide more frequent learning opportunities to the general
user population. This paper presents our explorations on the
integration of opportunistic microlearning about online safety
and ethics into human verification. Our instantiation of this
concept, called DualCheck, asks users to respond to questions
related to online safety and ethics while human verification
would be executed in a similar manner to reCAPTCHA
v2. In this manner, DualCheck offers users microlearning
opportunities when they use online services. Our 15-day user
study confirmed the positive learning effect of DualCheck.
The quantitative and qualitative results revealed participants’
positive experience with attitude toward DualCheck, and
also found its significantly higher perceived usability than
text-based CAPTCHA and picture-based reCAPTCHA.

1 Introduction

As many general users enjoy online services and
communication regularly, understanding online safety
and ethics is becoming an essential and critical literacy.
However, they do not necessarily have sufficient opportunities
to learn online safety and ethics. According to recent surveys
conducted by Information-technology Promotion Agency
(IPA) in Japan [6], only 17.9% of smart device users
claimed that they had taken explicit training on online ethics.
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copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
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Furthermore, such training typically occurs at school or
workplace, and the frequency is also limited. This suggests
that general users may not have constant opportunities for
learning online safety and ethics.

We were therefore motivated to design an interactive
system to provide more frequent learning opportunities to
users. More specifically, we were interested in how we can
exploit existing interactions which users are already familiar
with that purpose. In this work, we exploit human verification
tasks which are commonly seen in online forms. For instance,
CAPTCHA [17] and its variants are widely used and well
recognized. As human verification is common in many
online services, an integration of learning opportunities would
increase the frequency of such training in an opportunistic
manner. Our research questions in this work are, therefore,
1) how the integration of opportunistic learning on online
safety and ethics into human verification can support people’s
learning; and 2) how the user experience of such a system
would be different from existing human verification tasks.

This paper presents our investigations on integrating
opportunistic microlearning of online safety and ethics into
human verification tasks to answer these two research
questions. We develop DualCheck as a proof of our concept
(Figure 1). Users see DualCheck as a human verification
task at the end of online forms. They then read the question
and answer by clicking one of the five choices. The system
presents users the correct answer and explanation for their
learning. It then enables a button to move to the next page 5
second after users’ responses to the question. The system does
not consider any information about whether their responses
are correct or not for human verification. Instead, human
verification is expected to be performed in a similar manner
to the checkbox-based reCAPTCHA v2. In this manner,
DualCheck can achieve reliable human verification while
offering microlearning of online safety and ethics in an
opportunistic manner.

Our evaluation through a 15-day deployment study
confirmed significant improvements on the accuracies
(correct answer rates) for 9 of the 10 questions used
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Figure 1: The DualCheck interface. Left: DualCheck can be integrated into online forms as a human verification mechanism.
We note that our current prototype does not implement the human verification mechanism because our primary objective of
this work is to validate the effect of opportunistic microlearning through DualCheck instead of evaluating the robustness of
human verification. Middle: Users choose one of the choices after reading the question presented by DualCheck. The current
implementation simply pretends to be performing human verification like reCAPTCHA v2. Right: DualCheck presents the
correct answer and explanation about the given question. The system enables the submit button five seconds after it shows the
correct answer and explanation. In this manner, users have an opportunity to read them. The system does not consider whether
users have chosen the correct answer or not for human verification. Instead, it is expected to perform human verification through
a mechanism like reCAPTCHA v2.

throughout the deployment study. In addition, our participants
exhibited significantly higher accuracies on 5 of another
10 questions about online safety and ethics than general
Internet users who do not use DualCheck. The perceived
usability of DualCheck was significantly higher than
text-based CAPTCHA and picture-based reCAPTCHA. Our
qualitative results support participants’ positive attitudes
toward DualCheck.

The primary contributions of this work are two-folded:

• Development of DualCheck, our proof of concept of the
integration of opportunistic microlearning about online
safety and ethics into human verification tasks; and

• Evaluation of DualCheck through a 15-day deployment
study, confirming its positive learning effect and user
experience.

2 Related Work

2.1 Online Safety and Ethics Learning
Learning online safety and ethics is critical for general users as
they now have multiple computer devices and access various
media and online social platforms. However, people lack
learning opportunities of such knowledge, often being left
at risk. School curricula in different countries now include
learning about online safety and ethics, but they are not
necessarily effective. According to surveys conducted by
Information Technology Promotion Agency (IPA) in Japan
in 2019 [6, 7], only 38.0% of teenagers explicitly responded
that they had online ethics training. The percentage of such

people becomes even lower in older generations; for example,
the number becomes only 9.6% of the survey respondents in
their 70s. Furthermore, such training occurred at school or
workplace for 76.8% of the respondents who claimed they had
such training. Furthermore, their survey [7] also found that
most of the respondents did not possess even basic knowledge
concerning information security. For example, only 28.5%
of the respondents were aware of the concept of “malware,”
and only 13.6% answered all three questions about malware
correctly. A study by Grimes et al. [5] in the United States
showed similar results; they found that older adults have lower
awareness of online safety. Their study showed that older
adults possess considerably less knowledge and awareness of
Internet security hazards than university students.

These survey results indicate that learning opportunities
are limited outside schools and workplaces, and thus people’s
knowledge about online safety and ethics is also constrained.
In particular, people do not have learning opportunities
regularly. Reinheimer et al. investigated the effectiveness of
an awareness and education program on phishing [12]. They
found that participants’ phishing discrimination capabilities
were maintained up to four months after the education
program, but degradation occurred after that. Their result thus
confirms that regular training is critical.

Existing work attempted to utilize games to motivate
people’s learning about online safety, Sheng et al. [14]
integrated anti-phishing knowledge into a video game.
They [13] further confirmed the insufficiency of people’s
cyber hygiene behaviors and knowledge through conducting
roleplay-based phishing attacks. Although such approaches
can be beneficial, further explorations on online safety and
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ethics learning approaches are necessary as Drury et al. [9]
suggested that attacks and threats are evolving and becoming
more complex and sophisticated.

Our work exploits a human verification task seen in various
online forms for online safety and ethics learning. As people
often encounter such tasks during their Internet use, our
DualCheck can offer more frequent learning opportunities
than existing school curriculum or training at a workplace.
The main objective of this work is to validate the effect of the
integration of microlearning into human verification.

2.2 Opportunistic microlearning

Microlearning is a learning style where learners undergo
small learning units repeatedly. Tasks in microlearning
are deliberately designed to be small so that learners can
complete them within a short amount of time. Another
merit of microlearning is that it can be integrated into
users’ interactions or tasks to provide learning moments
in an opportunistic manner. Prior work in the field of
Human-Computer Interaction has examined the learning
effect of opportunistic microlearning systems.

Many projects targeted vocabulary development through
their opportunistic microlearning systems. Trusty and
Truong [16] developed a browser extension that automatically
translated words on a Web page in English to a foreign
language users were learning. The foreign translations
were thus integrated into the existing context in English,
offering opportunistic vocabulary learning when users were
reading Web pages. Their user study revealed that participants
were able to acquire 50 new foreign words per month on
average. Cai et al. [2] created a vocabulary-learning system
that exploits users’ waiting time during a text chat. The
study showed that participants learned 57 words in two
weeks on average, indicating that the system was effective
for vocabulary learning. Dingler et al. [3] implemented
QuickLearn to exploit mobile notifications for microlearning.
It presents users vocabulary questions via mobile notifications.
In this manner, QuickLearn offers lightweight access to
vocabulary learning materials even if users are on the go or
only have a limited amount of attention. In their experiment,
participants learned 18 words per week on average.

While vocabulary development is a common opportunistic
microlearning application, this work extends its scope to
online safety and ethics learning. Mohammed et al. [10]
conducted a study incorporating microlearning into ICT
education for elementary school students. They found that
microlearning with flashcards and videos increased learning
ability by up to 18% compared to textbook-based education
and also resulted in better retention of long-term memory.
Our investigation of this work demonstrates how effective
opportunistic microlearning of online safety and ethics would
be in a case of the integration into human verification.

2.3 GUI-based human verification

Human verification systems distinguish users from bots
to prevent malicious automated access. CAPTCHA [17],
developed by Ahn et al., is one of the most widely-used human
verification systems. An early version of CAPTCHA required
users to correctly type a visually-skewed string. Ahn et al. also
developed reCAPTCHA [18]. It provides the same function as
the original CAPTCHA but can also improve OCR software.
However, problems in functionality and usability were also
recognized. Yan and El Ahmad [20] discussed the robustness
and usability of text-based CAPTCHAs. They pointed out
usability concerns owing to the degree of distortion of the text
and the presence of confusing characters.

To address such usability issues, research has examined
alternative forms of human verification. Yamamoto et al. [19]
designed a task of reordering four-frame cartoons. Fanelle et
al. designed new audio CAPTCHAs that are primarily used by
users with visual impairments [4]. Their designs were superior
to those of existing audio CAPTCHA in terms of accuracy and
speed. Recent developments on CAPTCHA have led to more
lightweight interaction for human verification. reCAPTCHA
v2 only requires the user to click a checkbox. reCAPTCHA
v3 does not even require any explicit interaction from users.

The objective of this work is not to propose a novel human
verification task nor evaluate its robustness and usability.
Our primary advantage is the integration of opportunistic
microlearning into a human verification task. Tanthavech
et al. [15] showed Math CAPTCHA, which asks users to
solve simple calculation problems, received the highest user
experience rating among the five human verification task
designs. One possible reason for this is that such tasks might
have served as quick brain exercises. We hypothesize that
a human verification task would become more acceptable
if users could perceive benefits directly from it. This work
examines this hypothesis in the context of online safety and
ethics learning.

3 DualCheck

3.1 System Implementation

Our system, DualCheck, provides opportunistic microlearning
of online safety and ethics through the human verification
task of ticking a checkbox, similar to reCAPTCHA v2.
More specifically, our interface presents users with a
multiple-choice question about online safety and ethics. In
this manner, users can learn online safety and ethics while
performing human verification tasks.

Figure 1 shows the interface implemented in a Web
environment. Our interface can be easily integrated into
online forms for human verification. DualCheck shows
a multiple-choice question about online safety and ethics
comprising two statements, and users are asked to determine

USENIX Association Eighteenth Symposium on Usable Privacy and Security    21



whether each statement is correct. The following five choices
are provided as responses: “Only Statement A is correct,”
“Only Statement B is correct,” “Both statements are correct,”
“Both statements are wrong,” and “I cannot tell.” While deeply
investigating the learning effect of question and response
formats is out of scope of this work, we decided to employ a
multi-choice question for DualCheck because it is a common
question style and reCAPTCHA v2 would fit this style well.
After users tick one of the checkboxes, the system presents
the correct answer and a short explanation to encourage them
to acquire the appropriate knowledge. The system offers users
5 seconds before enabling the button to move to the next page.
In this manner, it encourages users to read the correct answer
and explanation.

The human verification in our system would not be based
on whether users answer questions correctly. Instead, human
verification is expected to be performed in a manner similar
to that in reCAPTCHA v2, i.e., analyzing the cursor behavior
when clicking a checkbox. We also note that reCAPTCHA
v2 or equivalent human verification mechanisms are not
integrated into our current prototype due to the unavailability
of these codes. Moreover, our primary purpose of this work is
to investigate the effect of opportunistic microlearning instead
of human verification performance.

The question curation and user studies for DualCheck were
executed in the local language of the authors though other
languages can be accommodated. We translated the questions
and answers into English for the report in this paper.

3.2 Question Curation

We created a set of questions for our demonstration and
deployment study of DualCheck. We set the following
two criteria to create questions: 1) questions should cover
common issues and practices related to online safety and
ethics; 2) questions should neither be too difficult nor too
well-known. Using these criteria, we conducted a literature
survey of existing online safety and ethics guidelines and
learning materials designed for high school or older users.
These references included materials for teaching high school
students [11] and materials to educate the public on the latest
knowledge of Internet hazards [8].

We initially prepared 29 questions from these resources,
which covered various common online threats. One of the
authors, an expert on network security systems, reviewed
them to filter out questions considered too difficult or obvious.
We also revised the phrasing of the questions based on their
feedback. Finally, we had 25 questions.

We then conducted a crowdsourcing-based study to validate
these 25 questions. The objective of this part of the study
was two-fold: 1) confirming whether the questions were
comprehensible and 2) observing how many participants
would respond to these questions correctly. We used a
crowdsourcing service available in the country of the authors.

Each crowdsourcing participant was asked to answer a subset
of the 25 questions in a multiple-choice format. In addition,
the task included a quality control question where its answer
was obvious even for the general user populations (e.g.,
“I posted the password to my account on an SNS.”). This
question curation process was approved by our institutional
review board.

331 crowdsourcing participants volunteered for this study
in total, and we collected 100–115 responses for each question
(110 on average). 20 participants failed the quality control
question, and their responses were discarded. Table A.1 in
the Appendix A includes the entire set of questions and their
percentage of the correct answers.

We found that 15 of the 25 questions exhibited correct
answer rates greater than 80%. These questions would not
be appropriate for our deployment study because people
are already aware of these online safety and ethics issues.
Consequently, we chose the remaining ten questions where the
correct answer rates were below 80% with small modifications
on their phrasing. Q1–10 in Table 6 are the final set of the
ten questions and corresponding answers that we used in our
deployment study.

4 Deployment Study

A 15-day user study was conducted to evaluate DualCheck.
The primary objective of our study is to examine the effect of
microlearning supported by DualCheck rather than its human
verification performance. As explained in Subsection 3.1,
our current prototype does not integrate a human verification
mechanism. The following user study protocol was approved
by our institutional review board.

4.1 Task Design

We designed a deception study to avoid potential bias in the
evaluation of DualCheck. In contrast to other microlearning
systems, DualCheck offers implicit, opportunistic learning.
Thus, we designed a study similar to an experience sampling
method, probing participants’ Internet usage through a short
questionnaire (e.g., how much time they spent on social
networking sites on that day). We created four different
sets of such questionnaires, and used randomly during the
deployment study. We then included DualCheck at the bottom
as a human verification task. The participants were then
asked to respond to the questionnaire multiple times a day
throughout the experiment. DualCheck showed one of the ten
questions shown in Table 6. Each question was exposed to
the participants four times throughout the experiment. The
order of these questions was randomly shuffled, and they were
presented to all participants in the same order.
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4.2 Procedure
4.2.1 Day #1

We asked participants to review their consent forms and
sign them. We then asked them to fill a pre-experimental
questionnaire that included demographic questions. We also
asked the 10 questions about online safety and ethics that were
also used during the deployment study. However, we did not
provide the answers to these questions. The performance on
these 10 questions served as the baseline for the later analysis.

We then explained the tasks and questionnaire
form used in our deployment study. The details of
theDualCheck implementation was not explained to the
participants, in particular DualCheck did not include an
actual human verification mechanism.

4.2.2 Day #2–#14

We sent emails that included the link to our short online
questionnaire three times a day between Days #2 and #13,
and four times on Day #14. Our participants then filled the
questionnaire and responded to the questions in DualCheck.
We set two modes in DualCheck for a comparison of the
learning performance: OneTime and Repeat. The OneTime
mode indicates that DualCheck shows participants the correct
answer and explanation immediately after they tick one of the
choices. In the Repeat mode, DualCheck forced participants
to respond to the question until they ticked the correct answer.
When they initially ticked a wrong answer, the system showed
the correct answer and explanation, and asked participants to
update their responses. After they chose the correct answer,
the system enabled the button to submit a form. This mode
was derived from the behavior of existing CAPTCHA systems
where users would need to succeed the given verification tasks
to pass. We constantly monitored the participants’ responses
and reminded them if they had not responded an hour before
the submission deadline of each questionnaire.

4.2.3 Day #15

At the end of the study, we first debriefed all participants
and revealed that this was a deception study and informed
them of the true objective of the study, examining how
DualCheck would influence on the learning of the content
of the questions. However, we did not reveal how the
human verification was performed in DualCheck nor that
DualCheck did not implement an actual human verification
mechanism. They were then offered an explicit opportunity
to withdraw themselves from this study, but none of them
withdrew.

Subsequently, we asked them to complete the
post-experimental questionnaire. This questionnaire
comprised 2 sections. The first section contained 30 questions
that gauge respondents’ knowledge on online safety and

ethics. 10 of the questions were the same as those used in
the deployment study. Another 10 questions were similar to
the first ten, and were simply paraphrased to appear different
(Q1a–10a in Table 7). The remaining 10 questions were new
questions that participants had never given and were used
as distractors. The presentation order of the questions was
randomized for each participant. The second section was
designed to probe the participants’ experience and perceived
usability of DualCheck. For usability assessment, we used the
System Usability Scale (SUS) [1]. In addition, we included
free-form questions to collect opinions on DualCheck.

4.3 Participants
We recruited 34 participants (25 females and 9 males; 6, 9, 13,
4, and 2 in their 20s, 30s, 40s, 50s, and 60s, respectively) using
the same crowdsourcing service used in our question curation.
None of the participants participated in the study related to
the question curation. We randomly split the participants
into two groups to compare the effects of the presentation
modes of DualCheck: 16 for OneTime and 18 for Repeat.
The participants were offered approximately 22 USD in
local currency for the completion of the 14-day short online
questionnaires. They were additionally offered 2.6 USD in
local currency for the completion of the post-experimental
questionnaire. All the participants completed the entire
experiment including the post-experimental questionnaire.

4.4 Hypotheses
We summarize our hypotheses to test through our deployment
study below:

H1. The accuracies of the 10 questions used throughout
the deployment study (Q1–10) would be higher at the
post-experiment phase than the pre-experiment phase.
This is because we expected participants to learn online
safety and ethics through DualCheck.

H2. The accuracies of the 10 questions that are similar
to Q1–10 but only shown at the post-experimental
questionnaire (Q1a–10a) would be higher compared
to those by general Internet users who do not use
DualCheck. This is because participants would develop
relevant knowledge to answer these questions correctly
through DualCheck.

H3. The usability of DualCheck would be higher than that of
Text-based CAPTCHA and picture-based reCAPTCHA.
This is because the human verification is as simple as
the checkbox-based reCAPTCHA.

H4. The accuracies of Q1–10 in the Repeat mode would be
higher than those in the OneTime mode. This is because
participants would learn more by responding to questions
until reaching the correct answers.
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H5. The usability of the Repeat mode would be lower than
that of the OneTime mode. This is because participants
would be forced to choose the correct answer.

5 Results

5.1 Learning Performance

The primary objective of our deployment study is to examine
the effect of DualCheck on microlearning. Thus, we first
investigated the improvements in the accuracy (percentage
of correct answers) for the ten questions used throughout the
deployment study (Q1–10 in Table 6).

The mean accuracies of the ten questions (Q1–10) in
the pre-experimental and post-experimental questionnaires
were 0.68 (SD=0.11) and 0.94 (SD=0.04), respectively. We
then conducted a two-way ANOVA test with the factors of
the experiment phase (pre-experiment and post-experiment)
and system mode (OneTime and Repeat). It revealed a
significant result on the experiment phase (F(1,32)=89.38,
p<.001, generalized η2=.50), but not the system mode
(F(1,32)=1.12, p=.30, generalized η2=.02). This suggests
significant improvements in accuracy for the ten questions
our participants had seen during the deployment study.

We then further looked into the accuracy differences
of these ten questions between the pre-experimental and
post-experimental phases. Table 1 shows the accuracy
breakdowns for the 10 questions (Q1–10). We conducted
a binomial test for each question to better understand these
differences. The binomial test is a statistical test that uses the
binomial distribution to determine whether the proportion
of data in two categories is significantly deviated from
the theoretically-expected distribution. The accuracy in
the post-experiment phase would be the same as in the
pre-experiment phase if DualCheck did not contribute to
participants’ learning effectively. Table 1 includes the 95%
confidence intervals and p values derived from our binomial
tests. All questions except Q2 revealed significant positive
results. This result confirms strong positive learning effect of
DualCheck.

We next looked into the performance of the ten questions
similar to Q1–10, which were only exposed to our participants
at the time of the post-experimental questionnaire (denoted
as Q1a–Q10a). As these questions were not answered at the
pre-experiment phase, we separately collected the reference
accuracy for them through another crowdsourcing task. By
taking a similar data collection method to our question
curation, we recruited 50 new crowdsourcing participants
(17 females and 33 males; 6, 16,17, 7, and 4 in their 20s, 30s,
40s, 50s, and 60s, respectively) who had not participated in
any study related to this project.

Pre-test
accuracy

Post-test
accuracy

95% CI p

Q1 0.79 0.97 [0.85, 1.00] <.01 **
Q2 0.94 0.94 [0.80, 0.99] 1.00
Q3 0.68 0.91 [0.76, 0.98] <.01 **
Q4 0.68 0.97 [0.85, 1.00] <.001 ***
Q5 0.65 1.00 [0.90, 1.00] <.001 ***
Q6 0.56 0.94 [0.80, 0.99] <.001 ***
Q7 0.65 0.94 [0.80, 0.99] <.001 ***
Q8 0.56 0.97 [0.85, 1.00] <.001 ***
Q9 0.62 0.85 [0.69, 0.95] <.01 **

Q10 0.68 0.94 [0.80, 0.99] <.01 **

Table 1: The accuracies of Q1–10 observed in the
pre-experimental and post-experimental questionnaire in the
deployment study. In this and later tables, we also include the
binomial test result for each question.

Reference
accuracy

Pre-test
accuracy

95% CI p

Q1 0.86 0.79 [0.62, 0.91] .32
Q2 0.86 0.94 [0.80, 0.99] .22
Q3 0.72 0.68 [0.50, 0.83] .57
Q4 0.66 0.68 [0.50, 0.83] 1.00
Q5 0.68 0.65 [0.47, 0.80] .71
Q6 0.48 0.56 [0.38, 0.73] .39
Q7 0.80 0.65 [0.47, 0.80] <.05 *
Q8 0.76 0.56 [0.38, 0.73] <.05 *
Q9 0.62 0.62 [0.44, 0.78] 1.00

Q10 0.82 0.68 [0.50, 0.83] <.05 *

Table 2: The accuracies of Q1–10 observed in a separate data
collection study (denoted as “reference accuracy”) and the
pre-experimental questionnaire in the deployment study.

Reference
accuracy

Post-test
accuracy

95% CI p

Q1a 0.74 0.85 [0.69, 0.95] .17
Q2a 0.98 0.88 [0.73, 0.97] <.01 **
Q3a 0.52 0.74 [0.56, 0.87] <.05 *
Q4a 0.64 0.88 [0.73, 0.97] <.01 **
Q5a 0.90 1.00 [0.90, 1.00] <.05 **
Q6a 0.20 0.74 [0.56, 0.87] <.001 ***
Q7a 0.80 0.91 [0.76, 0.98] .13
Q8a 0.70 0.97 [0.85, 1.00] <.001 ***
Q9a 0.72 0.71 [0.53, 0.85] .85

Q10a 0.98 0.97 [0.85, 1.00] .50

Table 3: The accuracies of Q1a–10a observed in a separate
data collection study (denoted as “reference accuracy”) and
the post-experimental questionnaire in the deployment study.
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Figure 2: The accuracy transition across the number of
exposure to the 10 questions. The plot includes participants’
overall performance in each of the four exposures as well that
in the pre-experimental and post-experimental questionnaires,
which results in the six measurement points. The regression
result was y = 0.06x+0.68 (adjusted R2=0.57).

They were asked to respond to the 30 questions of Q1–10,
Q1a–10a, and 10 distractor questions. We then derived
the accuracy rates of Q1a–10a, which we regard as the
reference accuracy, ultimately summarized in Table 3. Each
crowdsourcing participant was compensated approximately
1.7 USD in their local currency at the completion of the task.

The average accuracy of Q1–10 in a separate data collection
study explained in the previous paragraph was 0.73 (SD=0.16)
while it was 0.68 (SD=0.11) in the pre-experimental
questionnaire. Our t test did not find a significant result
between these two groups (t(49,33)=1.26, p=.21, Cohen’s
d=0.13). Table 2 shows the accuracy difference between the
pre-experiment phase in our deployment study and a separate
data collection study (denoted as “reference accuracy”). Our
binomial tests confirmed significant differences in Q7, 8, and
10, where the accuracy in the pre-experimental questionnaire
was lower. While we observed some accuracy differences, we
did not find a significant difference in the average accuracies.
We thus concluded that the performance comparison on
Q1a–10a between these two groups would not be strongly
biased in favor of either way.

The average accuracies of Q1a–10a were 0.72 (SD=0.14)
and 0.94 (SD=0.04) in a separate data collection study
and the post-experimental questionnaire, respectively. Our
t test revealed a significant result between these two
groups (t(49,33)=8.49, p<.001, Cohen’s d=0.70). Table 3
presents the accuracy difference on Q1a–10a between the
post-experiment phase in our deployment study and a separate
data collection study. Our binomial tests confirmed significant
differences in 6 of the 10 questions (Q2a, Q3a, Q4a, Q5a,
Q6a, and Q8a). All these significant results except Q2a were
associated with higher accuracies in the post-experiment
phase in our deployment study.

We further examined how the accuracies were improved
during the experiment. Figure 2 presents the accuracies across

Verification system Mean SUS (SD)
Text-based CAPTCHA 54.45 (15.46)
Picture-based reCAPTCHA 53.10 (18.82)
Checkbox-based reCAPTCHA 80.60 (13.28)
DualCheck OneTime 69.38 (13.02)
DualCheck Repeat 78.47 (13.96)
DualCheck average of both modes 74.19 (14.10)

Table 4: The mean SUS scores and their standard deviations
of DualCheck and existing human verification systems.

questions and the number of exposures. As explained above,
participants saw each of the ten questions four times. Our
linear regression analysis shows a significant effect of the
number of exposure (estimated coefficient: 0.07, p<.001). The
goodness of fit was .52 (adjusted R2). Due to large variances in
the accuracies we observed in the deployment study, the fitting
was not very strong. However, our analysis results confirm an
increasing trend of accuracies, suggesting a positive learning
effect caused by DualCheck.

5.2 Usability Comparison

We next examined the usability of DualCheck through the
System Usability Scale (SUS) [1]. To better understand the
SUS results, we conducted another data collection on the SUS
scores of the existing CAPTCHA systems. They included
text-based CAPTCHA, picture-based reCAPTCHA, and the
reCAPTCHA Checkbox. We designed another task to collect
these SUS scores in the same crowdsourcing service. All
participants were offered an opportunity to participate in this
data collection and a compensation of approximately 1 USD
in the local currency. Consequently, 50 new participants who
did not participate in our question curation or deployment
study participated in this scoring task.

Table 4 presents the average SUS scores and the standard
deviations of DualCheck and the three human verification
systems mentioned above. A one-way ANOVA revealed
significant differences in the factors of the human verification
interfaces (F(3,180)=37.51, p<.001, generalized η2=.63).
Our Scheffe’s test further showed that the SUS score of
DualCheck was significantly higher than those of text-based
CAPTCHA (p<.001) and picture-based CAPTCHA (p<.001).
Our t test did not find a significant difference between the
OneTime and Repeat modes in DualCheck(t(15,17)=-1.96,
p=0.06, Cohen’s d=0.67). These statistical results confirm
that the perceived usability of DualCheck was significantly
higher than that of text-based CAPTCHA and picture-based
reCAPTCHA.
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Figure 3: The distribution of the responses about question
difficulty.

Figure 4: The distribution of the responses about whether
participants felt that they were able to acquire new knowledge
about online safety and ethics through DualCheck.

Figure 5: The distribution of the responses about how
carefully participants read the questions, correct answers, and
explanations.

5.3 Impressions on Questions in DualCheck

We further analyzed the participants’ responses to our
questions about the questions presented in DualCheck. Figure
3 shows the distribution of the participants’ responses to the
question about the overall difficulty of the questions they
saw in DualCheck (1: The questions were too easy–5: The
questions were too difficult). 20 participants (59%) considered
that the questions were at the appropriate level, confirming
that our question curation was properly executed. Figure 4
summarizes how strongly participants agreed that they were
able to acquire new knowledge about online safety and
ethics through questions provided by DualCheck. All but
one participant agreed that they were able to learn through
the questions. Figure 5 shows the participants’ responses
to the question about whether they thought they read the
correct answers and explanations on a 4-point Likert scale.
29 participants (85%) responded that they read questions,
correct answers, and explanations. All of these results suggest
participants’ positive experience with DualCheck.

5.4 Qualitative Results

We further examined the comments we received through
open-ended questions to deepen our understanding of
participants’ experiences with DualCheck. Two of the authors
jointly conducted thematic analysis and developed six themes
that categorize the quotes of comments for overall deployment
study. We discarded the quotes that these two authors
disagreed in categorization. As a result, all categories had
the perfect agreement between the two authors. Table 5 shows

Theme and Subtheme # quotes
Questions

Question difficulty 15
Issues on question presentation 9
Issues on answer explanations 5

Advantages of DualCheck
Perceived advantages 15

Usability of DualCheck
Positive opinions on usability 11
Issues on usability 10

Suggestions
Possible improvements 8

Table 5: The categorization of participants’ comments
collected in the deployment study. We note that we only
considered the comments that two of the authors agreed in
their categorization and used for our analysis. Thus, all the
categories above exhibited the perfect agreement.

our categorization and quote occurrence for each category. We
note that the quotes presented below were originally written
in our local language, and we translated them into English as
faithfully as possible for the report in this paper.

5.4.1 Perceived Benefits of DualCheck

We observed explicit comments where participants
appreciated DualCheck for offering unique microlearning
opportunities. For instance, P28 and P33 offered their
appreciation on DualCheck over existing human verification
systems by highlighting its direct benefits to users.

I’m worried about phishing scams and other
sophisticated scams these days, so I thought it
would be good to have a lot of such problems. This is
much better for learning than doing puzzles that are not
easy to use, so I would like to see this implemented in
general Websites. [P33]

I thought it would be more interesting than a bot
detection system that requires input of known illegible
strings, and it would kill two birds with one stone because
it would be simple and learnable. [P28]

We further examined the participants’ responses to an
open-ended question about which questions were the most
memorable. Fourteen participants explicitly mentioned that
the question about cookies (Q6) was the most memorable.
P28 and P29 shared the following comments about Q6.

I have gained more knowledge about information literacy
in general, which I had been unclear about. In particular,
I have gained accurate and clear knowledge about
cookies. I also learned that I should be careful about
key-marked sites, which I had blindly trusted in the past.
[P28]
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I learned a lot because I knew the name of cookies, but
not the details. [P29]

Q1, Q3, and Q9 were mentioned by 5, 6, and 4 participants,
respectively. P6 commented on how memorable Q3 was and
how it promoted awareness of the SSL presentation and the
URL in a browser.

There was a lot of information that I didn’t know, but the
question on URLs starting with https:// left a particular
impression on me. I don’t usually check URLs, so I
thought I’d pay attention to it from now on. [P6]

Both the quantitative and qualitative results strongly
confirm the benefits of DualCheck, particularly its capability
to offer microlearning opportunities.

5.4.2 Possible Improvements

Our participants suggested several improvements to
DualCheck. Five participants explicitly commented that they
would like to see more variation in the questions. Undo and
redo features were common requests; they were suggested
by two participants who were grouped into the OneTime
condition. Our SUS comparison did not indicate statistically
significant differences between the two presentation modes.
Thus, the Repeat mode may solve these issues. Future studies
should examine how to fine-tune the interface settings of
DualCheck to improve the learning experience while reducing
users’ cognitive load. In general, DualCheck successfully
encouraged participants to read questions carefully.

I thought it was very good that I could study every
time. The fact that the questions are repeated every
day, and that I can’t re-select the options, allows me
to concentrate on reading the questions and learn about
things that I’ve only vaguely been familiar with. [P32]

The same participant also commented that the question
content would substantially impact on the user experience of
DualCheck. This may suggest a future research direction of
personalization on topics.

I felt that it was very annoying for those who were
not interested in the content, because it took a lot of
brainpower to prove that I was not a bot. I was also
interested in the content of this problem, so I felt I learned
a lot, but if it had been a fashion problem, for example, I
would have hated it. [P32]

Participants were motivated to receive more detailed
explanations. The general opinion was that these
improvements would not only make explanations more
accessible to the general user populations but also help users
learn online safety and ethics by themselves.

I remember that I always answered the same question
wrong. As for the safety of the Internet, even though I
understood what I should not do (such as not clicking on
links unnecessarily), I did not understand the technical
terms (such as domain names) properly, so I think I
answered some of the questions on a hunch. It would
have been nice to have a simple explanation of these IT
terms. [P1]

For example, when the question is about "writing with
storage services", I thought it would be good to have one
or two examples of service names to show what kind of
storage services are available. I was a little confused
at first if it was the one I was thinking of or not. I also
thought that it might be difficult to understand for people
who have never used that service before. [P8]

Participants also suggested dynamic adjustment of
difficulty depending on people’s correct responses, more
complex response styles (e.g., the “Choose all that apply”
response style), and integration of gamification (e.g., awarding
points for correct responses).

6 Discussion

As shown through our quantitative results, we observed
positive learning effects of DualCheck. The subjective
ratings and open-ended comments we obtained in the
post-experimental questionnaire also support participants’
positive experience in learning online safety and ethics. We
conclude that our results support H1.

The accuracy of the ten questions used throughout the
deployment study (Q1–10) had significant improvements
except for Q2. The accuracy of Q2 was 0.94 even at the time
of the pre-experiment phase, and it remained the same after
the experiment. We do not have clear reasons why only Q2
exhibited such high accuracy. The accuracy of the remaining
questions in the pre-experiment phase was below 80%, which
were in line with our results during the question curation. We
thus concluded that our question choice was appropriate in
general.

5 of the 10 questions similar to Q1–Q10 and asked only in
the post-experimental questionnaire (Q3a, Q4a, Q5a, Q6a, and
Q8a) showed significant accuracy improvements compared
to the reference accuracy. This is a promising result as
participants were able to extend their knowledge to answer
unseen questions correctly to some extent.

The accuracy of Q2a in the deployment study was
significantly lower than the reference accuracy. This result
might be related to the fact that participants did not have
improvements in the accuracy of Q2. Our deployment
participants were able to answer correctly from the beginning
and thus might not had paid careful attention to the
explanation offered by the system. This result suggests
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that a future system should provide variations of the same
questions (e.g., paraphrasing or converting expressions from
the affirmative to the negative form) or different questions
about the same topic to reinforce users’ learning. In
conclusion, H2 is not fully supported in this study.

Although DualCheck increases the overall performance
time for human verification tasks, the usability assessment
we obtained showed a higher rating for DualCheck than
text-based CAPTCHA and picture-based reCAPTCHA. Our
qualitative evidence also suggests that participants were able
to explicitly observe the learning benefits of DualCheck,
which could contribute to its higher perceived usability. Our
SUS results showed that we did not have a significant result
between DualCheck and checkbox-based reCAPTCHA are
interpretable because interaction requested by both systems
was equivalent. We thus conclude that our results support
H3. This result also suggest that users could be more willing
to engage in microlearning during human verification tasks
because they can perceive more direct benefits to them.

Our results did not reveal strong evidence about the two
presentation modes of DualCheck in terms of learning
effect and perceived usability. Thus, H4 and H5 are not
supported. However, other factors, such as question content,
the frequency of presenting the same question, and users’
personal preferences, might have influenced this result, and
future work should further examine these effects.

7 Limitations and Future Work

There are several limitations to be discussed to clarify the
scope and contributions of this work. We recruited our study
participants through a crowdsourcing service available in the
country of authors. This implies that our participants might
have been more accustomed to using online services and
human verification systems than the general user populations.
As they could be considered active Internet users, they might
be more attentive to online safety and ethics, which might
have led to a positive bias toward DualCheck. Future work
should conduct a wider scale of user studies to validate the
effect of DualCheck.

We took the design of an experience sampling method
for our deployment study to offer repeated exposure to
DualCheck. In a more realistic setting, users would not see
our system as frequently as our deployment study. Thus,
understanding the learning effect of DualCheck in a more
realistic setting requires additional studies.

While our current investigation focused on online safety
and ethics questions, future work may expand the scope to
other kinds of privacy and safety threats and practices (e.g.,
fraud in the physical world and fake news). The results of our
study anticipate positive learning effects on these topics, and
further examinations are encouraged.

Another important future research direction is to investigate
the effect of question and response formats. Different question

formats (e.g., dichotomous or free-form questions) might
have different learning effect. Similarly, response methods
can also influence on learning behavior. Even using the
same question, users might exhibit different accuracy rates
depending on the question and response formats. Our current
implementation utilizes an interaction modality derived
from reCAPTCHA v2 (ticking a checkbox), but advanced
CAPTCHA systems does not even require explicit interaction
like reCAPTCHA-v3. With such technology, a future system
can completely decouple human verification and interaction
for microlearning, which would allow researchers to explore
different forms of microlearning. Our work serves as a
foundation of such future work to integrate human verification
and microlearning.

The administration of questions is necessary in a practical
setting. Officers in charge of information management
for organizations may take this responsibility to employ
DualCheck for their members. In particular, we envision that
DualCheck can complement existing learning activities at
educational institutions. Future work should examine the
longer-term effect of DualCheck as well as its deployment in
a more practical setting.

8 Conclusion

Learning online safety and ethics is becoming more critical.
However, they lack such learning opportunities and are
often left behind. We introduce DualCheck, a microlearning
system that is integrated into human verification tasks.
Users are asked to respond to questions related to online
safety and ethics while human verification would be
executed in a similar manner to reCAPTCHA v2. In this
manner, DualCheck offers users microlearning opportunities
when they use online services. Our 15-day user study
confirmed the positive learning effect of DualCheck. The
quantitative and qualitative results also supported participants’
positive attitudes toward DualCheck. The usability of
DualCheck was rated significantly higher than those of
text-based CAPTCHA and picture-based reCAPTCHA. We
plan to further investigate the effect of DualCheck by
expanding our studies to a wider user population and
incorporating more learning topics.
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Statement and answer
Q1 A: Connecting a USB flash drive to a computer in public is a security risk.

B: Charging a smartphone via USB on a computer in public is a security risk.
Correct Answer: Both statements are correct.

Q2 A: On social networking sites, there is no privacy problem in sharing selfies and other information if you
give limited access.
B: On social networking sites, if you don’t post any personal information, your identity will not be identified.
Correct Answer: Both statements are wrong.

Q3 A: This is the first time I visited this Website, but I thought it was safe because it had a key symbol on my
browser, so I entered my personal information.
B: I entered my personal information on a Website beginning with http:// . It is risky to enter personal
information on such a Website.
Correct Answer: Only statement B is correct.

Q4 A: Passwords should be a combination of letters, numbers, and symbols that are difficult to remember.
B: Passwords are safer if they are based on personal information, such as your hobbies, and avoid famous
words that are easily guessed.
Correct Answer: Only statement A is correct.

Q5 A: When the earthquake struck, local people posts the situation in the area. Even if you don’t know whether
it is true information, it is better to share the information quickly.
B: When spreading information when an earthquake or other event occurs, it is better to only spread posts by
the government or news organizations.
Correct Answer: Only statement B is correct.

Q6 A: A cookie is a piece of information that sends a user’s name and other personal information to a site
administrator.
B: Cookies are used for retargeting advertisements and other purposes.
Correct Answer: Only statement B is correct.

Q7 A: Documents created with online storage services and document creation tools are not disclosed to the
public.
B: Documents created with online services can be seen by others through searches.
Correct Answer: Only statement B is correct.

Q8 A: The procedure for requesting information about an offensive social networking account has been made
easier due to a change in the law.
B: Even if there is an offensive SNS account, it is difficult to identify their source address.
Correct Answer: Only statement A is correct.

Q9 A: To verify that the email you received was sent from a real bank or other sources, you check the back of
the @ in the source address.
B: Checking the domain is one of the most important things to ensure that the URL sent to you is authentic.
Correct Answer: Only statement B is correct.

Q10 A: Photos taken with a smartphone may contain location information.
B: If you post a photo without the location information to a social networking site, your location will not be
identified.
Correct Answer: Only statement A is correct.

Table 6: The questions used in this work. Q1–10 are derived from our question curation process. They were originally written in
the local language of the authors, and are translated into English as faithfully as possible.
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Q1a A: If you use a computer’s USB port only to charge your smartphone, no viruses or other devices will be
transferred.
B: If you connect a USB flash drive to a shared computer, viruses and other malicious programs may be
copied.
Correct Answer: Only statement B is correct.

Q2a A: On social networking sites, if you limit the number of people you can follow, there is no problem if you
tweet personal information.
B: Your identity can be identified based on your following relationship on social networking sites.
Correct Answer: Only statement B is correct.

Q3a A: Websites that start with http://... do not support encrypted communication.
B: If the Website is capable of encrypted communication, it is safe to send personal information.
Correct Answer: Only statement A is correct.

Q4a A: Passwords should be a meaningless string of characters with symbols.
B: It is preferable to create a password based on a hobby or something that you keep secret from others.
Correct Answer: Only statement A is correct.

Q5a A: An earthquake occurred, but there was no information from the news media or government, so I spread a
post made by a person claiming to be a local.
B: When the earthquake occurred, a person claiming to be a scholar on Twitter explained the situation. It is
considered as credible information.
Correct Answer: Both statements are wrong.

Q6a A: The use of cookies can customize ads.
B: Allowing the use of cookies is likely to leak personal information.
Only statement A is correct.

Q7a A: Documents created with online document creation tools are not likely to show up in a Web search.
B: It is important to check the publication settings of documents created with online tools.
Correct Answer: Only statement B is correct.

Q8a A: It is difficult to identify the source address of an anonymous social networking account.
B: You can file a request for disclosure of sender information against an offensive social networking account.
Correct Answer: Only statement B is correct.

Q9a A: Checking the domain of the URL is important to confirm whether it is genuine or not.
B: I received an email claiming to be from my bank. It was the same domain as the bank’s email, so I figured
it was the right email.
Correct Answer: Only statement A is correct.

Q10a A: The scenery and objects in the photo could lead to the identification of personal information.
B: Location information may be stored in the photo.
Correct Answer: Both statements are correct.

Table 7: The 20 questions used in this work. We created another 10 questions (Q1a–10a) that are similar to Q1–10 to measure the
deployment study participants’ learning. They were originally written in the local language of the authors, and are translated into
English as faithfully as possible.
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A Questions used during our Question
Curation

Table A.1 had 25 questions (Qc1 – Qc25) through the question
curation phase. We then collected the percentage of the correct
answers. shows the questions and their accuracies.

B Distractor questions used in the
pre-experimental and post-experimental
questionnaire

Table B.1 shows the 10 distractor questions used in the
pre-experimental and post-experimental questionnaire.
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ID accuracy Statements

Qc1 0.87 A: Even if you post anonymously, there is a chance that you will be identified.
B: I want to say something bad about my friend, but if I do so directly, it will damage our relationship, so
I post it on an anonymous forum.
Correct Answer: Only statement A is correct.

Qc2 0.84 A: I received an email from a web service I use that ask me to change my password. The URL contained
the company’s name, so I assumed it was a real site and logged in.
B:You need to be careful when click websites’ links because scam sites can appear higher position in
web searches.
Correct Answer: Only statement B is correct.

Qc3 0.98 A: A friend sent me a link to a website he recommended. It is safe because it came from a trusted friend.
B: Even if the link was sent by a friend, you need to check the URL carefully.
Correct Answer: Only statement B is correct.

Qc4 0.89 A: In order to get more people to watch my favorite drama, I posted a scene from that drama on social
networking sites to spread the word.
B: Pictures and other materials posted by individuals are not registered with the Patent Office and are not
copyrighted, so they may be freely reproduced.
Correct Answer: Both statements are wrong.

Qc5 0.73 A: On social networking sites, there is no privacy problem in publishing selfies and other photos as long
as the account is limited public.
B: On social networking sites, as long as you don’t post any personal information, your identity will not
be identified.
Correct Answer: Both statements are wrong.

Qc6 0.94 A: The advantage of anonymous message boards is that people can post easily, and there is no problem if
they post wrong things.
B: Anonymous forums can be dangerous as inaccurate content may be posted.
Correct Answer: Only statement B is correct.

Qc7 0.85 A: If you connect to a wireless LAN from a trusted provider, you do not have to worry about others
seeing your communications.
B: Before connecting to a free wireless LAN, you should thoroughly check the terms and rules of use of
the wireless LAN.
Correct Answer: Only statement B is correct.

Qc8 0.69 A: Connecting a USB flash drive to a computer in an Internet cafe, etc. is a security risk.
B:Charging smartphones via USB on computers in Internet cafes, etc., is a security risk.
Correct Answer: Both statements are correct.

Qc9 0.82 Which of the following is the correct address for Google?
A: https://google-co.jp B: https://google.co.jp
C: https://google,co.jp D: https://goog1e.co.jp
Correct Answer: B is the correct URL.

Qc10 0.83 A: Photos taken with a smartphone may contain location information.
B: If you post a photo to a social networking site, the location information are removed automatically, so
your location will not be identified.
Correct Answer: Only statement A is correct.

Qc11 0.95 A: I received an email I don’t recognize. There was a link to unsubscribe, so I clicked on it and took the
necessary steps to unsubscribe.
B: While browsing a website, the message “This smartphone has been compromised” was displayed, so
I followed the instructions on the screen.
Correct Answer: Both statements are wrong.

Qc12 0.54 A: Passwords should be a combination of letters, numbers, and symbols that are difficult to remember.
B: Passwords are safer if you avoid famous words that can be easily guessed, and create passwords based
on personal things like your hobbies.
Correct Answer: Only statement A is correct.

Qc13 0.61 A: When an earthquake occurred, people were sending out information about the area. Even if the
authenticity of the information is unknown, it is better to spread the information quickly.
B: When spreading information after an earthquake or other event, it is better to only spread posts from
the government or news organizations.
Correct Answer: Only statement B is correct.
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ID accuracy Statements

Qc14 0.62 A: This is the first time I visited a website, but my browser had a key symbol on it, so I thought it was
safe and entered my personal information.
B: It is risky to enter personal information on a website that begins with http:// .
Correct Answer: Only statement B is correct.

Qc15 0.91 A: I saw information about COVID-19 on a social networking site. Since the profile said the author was
a doctor, I thought it was correct and spread it.
B: Several people mentioned the information about COVID-19, so I thought it was correct and spread it.
Correct Answer: Both statements are wrong.

Qc16 0.88 A: Fingerprint and face recognition are not vulnerable to being breached because only you can unlock.
B: Fingerprint and face recognition enhance security when they are combined with password locks.
Correct Answer: Only statement B is correct.

Qc17 0.91 A: I got a warning message while browsing a website. It instructed me to install an application in the
Google Play/App Store, so I downloaded it, thinking it was safe.
B: An advertisement recommended an application. It was highly rated in the app store, so I thought it
was safe and downloaded it.
Correct Answer: Both statements are wrong.

Qc18 0.98 A: I posted a picture I liked that I found on a social networking site, claiming it to be my own work.
B: A music program I forgot to record was reprinted on a social networking site, so I downloaded it to
watch it later.
Correct Answer: Both statements are wrong.

Qc19 0.69 A: Documents created with online storage services and document creation tools are never made available
to the outside world.
B: Documents created with online services may be seen by others through searches.
Correct Answer: Only statement B is correct.

Qc20 0.88 A: I posted a photo of myself with a friend under a limited public access permission on an SNS at my
own discretion.
B: A post such as “The train I’m on is delayed” could identify where I live, etc.
Correct Answer: Only statement B is correct.

Qc21 0.47 A: A cookie is a piece of information that sends a user’s name and other personal information to a site
administrator.
B: Cookies are used for targeted advertisement and other purposes.
Correct Answer: Only statement B is correct.

Qc22 0.61 A: Legal changes have made it easier to request information about offensive social networking accounts.
B: Even if there is an offensive social network account, it is difficult to identify the source of the slander.
Correct Answer: Only statement A is correct.

Qc23 0.61 A: To minimize the damage caused by ransomware, backups need to be taken regularly.
B: If you are a victim of ransomware, you will only lose the use of your data, which is not a problem if
you have proper backups.
Correct Answer: Only statement A is correct.

Qc24 0.85 A: Two-factor authentication can be set up to reduce the risk of unauthorized login.
B: Two-factor authentication may include biometrics and one-time passwords.
Correct Answer: Both statements are correct.

Qc25 0.41 A: To verify that an email you receive is from a real bank or other organization, just look at the back of
the @ in the source address.
B: One of the most important things to make sure that the URL sent to you is authentic is to check the
domain.
Correct Answer: Only statement B is correct.

Table A.1: 25 questions used during our Question Curation. They were originally written in a local language where the authors
curated the questions, and are translated into English as faithfully as possible.
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ID Statements

D1 A: To minimize the damage caused by ransomware, backups need to be taken regularly.
B: If you are a victim of ransomware, you will only lose the use of your data, which is not a problem if you have proper
backups.
Correct Answer: Only statement A is correct.

D2 A: Even if you post anonymously, there is a chance that you will be identified.
B: I want to say something bad about my friend, but if I do so directly, it will damage our relationship, so I post it on an
anonymous forum.
Correct Answer: Only statement A is correct.

D3 A: A: A friend sent me a link to a website he recommended. It is safe because it came from a trusted friend.
B: Even if the link was sent by a friend, you need to check the URL carefully.
Correct Answer: Only statement B is correct.

D4 A: In order to get more people to watch my favorite drama, I posted a scene from that drama on social networking sites
to spread the word.
B: Pictures and other materials posted by individuals are not registered with the Patent Office and are not copyrighted, so
they may be freely reproduced.
Correct Answer: Both statements are wrong.

D5 A: The advantage of anonymous message boards is that people can post easily, and there is no problem if they post
wrong things.
B: Anonymous forums can be dangerous as inaccurate content may be posted.
Correct Answer: Only statement B is correct.

D6 A: I received an email I don’t recognize. There was a link to unsubscribe, so I clicked on it and took the necessary steps
to unsubscribe.
B: While browsing a website, the message “This smartphone has been compromised” was displayed, so I followed the
instructions on the screen.
Correct Answer: Both statements are wrong.

D7 A: I saw information about COVID-19 on a social networking site. Since the profile said the author was a doctor, I
thought it was correct and spread it.
B: Several people mentioned the information about COVID-19, so I thought it was correct and spread it.
Correct Answer: Both statements are wrong.

D8 A: Fingerprint and face recognition are not vulnerable to being breached because only you can unlock.
B: Fingerprint and face recognition enhance security when they are combined with password locks.
Correct Answer: Only statement B is correct.

D9 A: I got a warning message while browsing a website. It instructed me to install an application in the Google Play/App
Store, so I downloaded it, thinking it was safe.
B: An advertisement recommended an application. It was highly rated in the app store, so I thought it was safe and
downloaded it.
Correct Answer: Both statements are wrong.

D10 A: I posted a picture I liked that I found on a social networking site, claiming it to be my own work.
B: A music program I forgot to record was reprinted on a social networking site, so I downloaded it to watch it later.
Correct Answer: Both statements are wrong.

D11 A: I received an email from a web service I use that ask me to change my password. The URL contained the company’s
name, so I assumed it was a real site and logged in.
B:You need to be careful when click websites’ links because scam sites can appear higher position in web searches.
Correct Answer: Only statement B is correct.

D12 A: If you connect to a wireless LAN from a trusted provider, you do not have to worry about others seeing your
communications.
B: Before connecting to a free wireless LAN, you should thoroughly check the terms and rules of use of the wireless
LAN.
Correct Answer: Only statement B is correct.

Table B.1: Distractor questions used in the pre-experimental and post-experimental questionnaire. We chose 10 questions from
this set for each questionnaire. They were originally written in a local language where the authors conducted the user study, and
are translated into English as faithfully as possible.
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C The Experience Sampling Method Interface
Used in Our Study

Figure C.1 shows the screenshot of the questionnaire we
used in our survey. It consists of questionnaire for ESM and
DualCheck. The ESM part asked participants to answer their
recent Internet usage (hours they had spent in SNS, shopping
sites, and news sites) in the example below.

Figure C.1: The screenshot of the questionnaire we used
during the deployment study.

D Post-experimental Questionnaire

We asked participants to complete post-experimental
questions at the end of the study. The questionnaires consisted
of two parts; the first part included 30 questions to gauge
knowledge of online safety and ethics, and the second part was
to probe the participants’ experience and perceived usability
of DualCheck. This section includes the questions we used
in the second part. They were originally written in the local
language of the authors, and are translated into English as
faithfully as possible.

We referred DualCheck as “CAPTCHA Quiz” in this
questionnaire.

• Please fill your ID of crowdsourcing service account.

• Please answer the following questions about your
comfort with the CAPTCHA quiz. (We used SUS for
this part.)

– I think that I would like to use this system
frequently.

– I found the system unnecessarily complex.

– I thought the system was easy to use.

– I think that I would need the support of a technical
person to be able to use this system.

– I found the various functions in this system were
well integrated.

– I thought there was too much inconsistency in this
system.

– I would imagine that most people would learn to
use this system very quickly.

– I found the system very cumbersome to use.

– I felt very confident using the system.

– I needed to learn a lot of things before I could get
going with this system.

• Please let us know if you have any feedback on the
usability of the CAPTCHA quiz. Please tell us about any
difficulties you had in operating the system or any points
that made it easier to use. You can answer in free-form.

• Please answer the following items.

– Overall, how difficult did you find the quiz? (1: Too
easy – 5: Too difficult)

– Do you think you gained new knowledge through
this quiz? (1: Not at all – 5: Very much)

• How much did you read about the question and
explanations of the CAPTCHA quiz? You can choose
from the statements below.
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– I answered randomly and did not read the questions,
correct answers, or explanations.

– I read the questions, but not the correct answers
and explanations

– I read the questions and checked the correct
answers, but did not read the explanations.

– I read all the questions, correct answers, and
explanations

• Please tell us about any particularly memorable content
or new knowledge you learned in the CAPTCHA quiz.
You can answer in free form.

• Please let us know any comments you have about the
questions in the CAPTCHA quiz (e.g., They were too
easy, too difficult, or any doubts about the answers). You
can answer in free form.

• Were you aware that the original purpose of the survey
was the experiment for CAPTCHA quiz? You can choose
from the statement below;

– I was aware that the purpose of the survey was to
investigate CAPTCHA quiz.

– I felt that there might be another purpose of the
study

– I was not aware of it.

• Please let us know if you have any comments or advice
regarding the mechanism or content of the CAPTCHA
quiz. We would be happy to hear any suggestions
you may have, such as how we could improve the
functionality or content of the quiz.
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Abstract
Non-expert users are often forced to make decisions about
security and privacy in their daily lives. Prior research has
shown that non-expert users ask strangers for advice about
digital media use online. In this study, to clarify the security
and privacy concerns of non-expert users in their daily lives,
we investigated security- and privacy-related question posts
on a Question-and-Answer (Q&A) site for non-expert users.
We conducted a thematic analysis of 445 question posts. We
identified seven themes among the questions and found that
users asked about cyberattacks the most, followed by authen-
tication and security software. We also found that there was
a strong demand for answers, especially for questions related
to privacy abuse and account/device management. Our find-
ings provide key insights into what non-experts are strug-
gling with when it comes to privacy and security and will
help service providers and researchers make improvements
to address these concerns.

1 Introduction

Security and privacy technologies are generally difficult for
non-experts to understand and use because of the com-
plexity of these concepts [78]. Indeed, researchers have
demonstrated that misconceptions regarding security and
privacy technologies are ingrained and pervasive in non-
expert users [86, 89]. Today, security and privacy technolo-
gies are incorporated into every device and service. Non-
expert users are often forced to make decisions about secu-
rity and privacy in their daily lives [20, 65], such as whether

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
August 7–9, 2022, Boston, MA, United States.

to permit apps to access their personal data [7] or whether to
proceed against browser warnings [72]. They are therefore
likely to have a variety of security and privacy concerns.

According to a study that investigated the advice sources
of non-expert users pertaining to digital media use, 43%
of young adults ask strangers online as well as family and
friends for advice [54]. Hence, we can expect that Question-
and-Answer (Q&A) sites for non-expert users contain many
security- and privacy-related questions that non-expert users
have in their daily lives. In the security and privacy re-
search community, researchers have successfully identi-
fied the security and privacy concerns of developers during
their development work by analyzing questions posted on
Stack Overflow, a Q&A site for developers and program-
mers [47,63,88,97]. However, little is known about security-
and privacy-related questions posted on Q&A sites for non-
expert users. By analyzing such questions, we can identify
the issues these users face in their daily lives and provide
insights to help stakeholders (e.g., service providers and se-
curity researchers) address these problems.

In this study, to clarify the security and privacy concerns
of non-expert users in their daily lives, we investigated ques-
tions posted on Yahoo! Chiebukuro (Yahoo! 知恵袋) [36],
the largest Q&A site for non-experts in Japan. We chose a
Japanese Q&A site because a previous survey revealed that
among Arabic, French, Japanese, Chinese, Korean, and Rus-
sian participants, the Japanese non-expert users had the low-
est security behavior scores [80]. A lower score indicates
less secure behavior; hence, we speculate that Japanese non-
expert users are likely to have a greater variety of security-
and privacy-related concerns in their daily lives. To support
such users effectively, it is essential to identify frequent, seri-
ous, and sensitive question topics. Given these observations,
we address the following research questions in this work.

RQ1 What types of security and privacy topics do non-expert
users post questions about on the Q&A site?

RQ2 Among these topics, which do they perceive as more
serious or sensitive?

We analyzed 445 questions that were posted in security
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categories or that contained security- and privacy-related
words in the question texts. For RQ1, we qualitatively coded
topics for each question post and identified seven themes.
We found that many non-expert users posted questions to
determine whether they had been victimized/abused, to learn
about response strategies for errors/damages, and to under-
stand the necessity of security and privacy technologies. We
also found that some users faced privacy abuse. For RQ2, for
evaluating question seriousness, we measured the averages
of coder-rated seriousness and the percentage of questions
with rewards. We also measured the percentage of anony-
mous posts for evaluating question sensitivity. We found
that the average of the coder-rated seriousness of questions
in “privacy abuse” and “account/device management” was
significantly higher than that of other themes. We also found
that those who seek answers are likely to use a strategy of
either appealing linguistically or offering rewards. On the
other hand, we found no statistically significant difference in
question sensitivity among the question themes.

This study makes the following contributions.

• To the best of our knowledge, this is the first qualita-
tive security and privacy study of a Q&A site for non-
expert users to demonstrate that a Q&A-site analysis can
provide insights into what non-expert users are strug-
gling with when it comes to security and privacy in
their daily lives. We identified frequently asked question
themes (“cyberattack,” “authentication,” and “security
software”) and question themes that askers perceived
as more serious (“privacy abuse” and “account/device
management”). We also demonstrated that some of the
concerns of non-expert users have not been sufficiently
investigated in previous studies.

• We assessed the effectiveness of potential indicators of
question seriousness and sensitivity to help researchers
better understand and prioritize the concerns of non-
expert users. The results suggest that researchers should
complementarily incorporate multiple indicators.

• We provide design implications for Q&A sites to help
non-expert users judge what and how much information
they should reveal in their questions.

2 Related Work

In this section, we present a review of the literature closely
related to this study. We first discuss studies that investigated
non-expert users’ advice sources for security and privacy is-
sues, and the contents and quality of the advice. Next, we
go over previous studies on HCI and security/privacy that
explored the posts and users (i.e., askers and responders) of
Q&A sites. Finally, we identify the gaps in the previous stud-
ies and clarify how our study addresses these gaps.

2.1 Security and Privacy Advice

Many researchers have assessed the contents and quality of
security and privacy advice given by experts to non-expert
users or advice available on the web [10, 35, 58, 60, 71, 73].
Redmiles et al. showed that the majority of advice on the
web was at least somewhat actionable and somewhat com-
prehensible [71]. Mossano et al. identified various issues
such as contradictory or abstract advice [58]. Redmiles et al.
also investigated non-expert users’ reactions to security ad-
vice and found that they determined whether to accept digi-
tal security advice based on the trustworthiness of the advice
source [70]. Fagan et al. surveyed users who followed secu-
rity advice and found that they rated the benefits of follow-
ing, the risks of not following, and the costs of not following
higher that those who did not follow the advice [16].

Other researchers have focused on advice sources [54,65–
70] and found that these include both informal (e.g., family
and friends) and formal (e.g., technical support) sources, as
well as both offline and online sources. Micheli et al. [54]
investigated the advice sources of young adults for digital
media use in 2016 and found that 43% of participants asked
questions to strangers online. They also reported that males
with higher Internet skills were significantly more likely to
ask questions to strangers online.

2.2 Asking Questions on Q&A Sites

Q&A sites such as Yahoo! Answers offer people the oppor-
tunity to obtain desired information rapidly and efficiently
online. Thus, Q&A sites have become an interesting and
promising subject of research in computer science [6, 85].

User motivations. Askers post questions for various rea-
sons, such as to obtain specific information, to obtain non-
popular information, to gather diverse opinions and experi-
ences, and to satisfy curiosity [39, 40]. Previous studies ex-
amining the motivation of responders commonly concluded
that the primary motivation was altruism (e.g., to feel like
they were helping someone) [59, 81].

Question topics and types. Researchers have examined
Q&A sites to clarify people’s concerns (i.e., question top-
ics) about specific issues, such as eating disorders [8] or can-
cer [62]. Other researchers have classified the types of ques-
tions posted on Q&A sites [2, 13, 27, 29, 32, 81]. For exam-
ple, Choi et al. categorized question types as information-
, advice-, opinion-, and non-information-seeking questions
and found that advice- and opinion-seeking questions were
the most popular on Yahoo! Answers [13,81]. A key finding
of these studies is that the frequency of question types differs
among categories and Q&A sites.

Anonymity and sensitivity of posts. One of the most
unique features of Q&A sites is anonymous posts. When
users create accounts, some sites (e.g., Yahoo! Answers) al-
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low pseudonyms, whereas with others (e.g., Quora1 [33]),
real names are mandatory. When users post questions, both
types of sites typically offer anonymity. Researchers con-
sider anonymity to be related to the sensitivity of a post [23,
64]. Naturally, the questions that are rated highly sensitive
by coders are more likely to be asked anonymously [23].
Peddinti et al. [64] identified some of the question categories
for which users are more likely to answer anonymously as
religion, drugs, and sexual orientation.

Askers’ strategies and question answerability. Although
posting questions on Q&A sites has many benefits, these
sites do not always work as expected because not all ques-
tions receive answers, and the quality of received answers
is not always high. Therefore, askers utilize strategies such
as specifying, clarifying, and signaling to ensure a higher
chance of a response [39, 40]. Many studies have examined
the answerability of questions on Q&A sites [6, 14, 23, 28,
46,82,99]. For example, Harper et al. [28] explored the vari-
ables that affect answer outcomes (such as number, length,
effort, and quality of answers) and found that question top-
ics, question types, levels of reward, and the site itself sig-
nificantly affected one or more of these outcomes. Another
study showed that the topics, uniqueness, and urgency of
questions significantly affected the possibility of receiving
answers [46]. As for allowing anonymity, it had no signifi-
cant effect on the answer quality [23].

2.3 Security and Privacy Posts by Developers

Stack Overflow [34] is unique in that its target users are
developers and programmers, and it has become the most
popular information source for developers [1]. Many re-
searchers have studied question topics on Stack Overflow to
clarify developers’ concerns and challenges related to secu-
rity and privacy [47, 63, 88, 97]. For example, Tahaei et al.
performed qualitative analysis to determine what develop-
ers ask about privacy-related issues on Stack Overflow and
found that they often asked questions about privacy policies,
privacy concerns, access control, and version changes [88].
Patnaik et al. identified the usability issues of cryptography
libraries by qualitatively reviewing the questions on Stack
Overflow [63]. Yang et al. conducted a large-scale study
of questions with tags related to security on Stack Overflow
and found that they covered a wide range of topics mainly
belonging to five categories: web security, mobile security,
cryptography, software security, and system security [97].
They also revealed that questions about passwords and sig-
natures were posted frequently, but were less likely to be an-
swered.

1Quora initially required users to register their real names, but it has
allowed users to use pseudonyms since 2021.

2.4 Research Gaps in Previous Studies

As mentioned in Section 2.1, nearly half of young adult users
ask questions regarding digital media use to strangers on-
line. Hence, in this study, we analyzed security- and privacy-
related questions posted on a Q&A site. Although many
researchers in the security and privacy community have in-
vestigated questions posted on Q&A sites for developers (as
mentioned in Section 2.3), little is known about the ques-
tions posted by non-expert users. To clarify the security- and
privacy-related questions posted by non-experts, we gener-
ally adopted the same analysis approaches and findings as
previous Q&A site studies (see Sections 2.2 and 2.3), which
we explain in detail in Section 3.3.

3 Methodology

We collected and analyzed security- and privacy-related
questions posted on Yahoo! Chiebukuro (Yahoo! 知恵
袋) [36], a site that was chosen because of its popularity
and the wealth of features available to users (e.g., rewards
for best answers, anonymous posts). In this section, we first
present the mechanism of posting questions and receiving
answers on Yahoo! Chiebukuro and then explain our data
collection and analysis method.

3.1 Descriptions of the Target Q&A Site

Yahoo! Chiebukuro (Yahoo!知恵袋) [36], where users share
their knowledge and wisdom by answering questions, is the
most popular Q&A site in Japan2. The meaning of the
Japanese word “Chiebukuro” is “bag of knowledge.” It is
provided only in Japanese and is available on the web and as
an app (iOS and Android). Yahoo! Chiebukuro is generic,
which means the site is not dedicated to a specific demo-
graphic of people (e.g., people with specific professions),
and open, which means it is not invitation-only but is avail-
able to everyone. Anyone with a Yahoo! ID can post a
question and answer for free. Yahoo! does not recommend
that users include their real names in their Yahoo! IDs, and
users can set random or favorite strings. Thus, we consider
Yahoo IDs to be pseudonyms. Yahoo! Chiebukuro has var-
ious question categories spanning entertainment, romance,
health, politics, technology, and more. It received approxi-
mately 4.5 million posts per month as of March 2021 [38].

Figure 1 shows a screenshot of the interface of a ques-
tion on the Yahoo! Chiebukuro website. Herein, we present
the mechanism of Yahoo! Chiebukuro in accordance with the
four steps of a Q&A lifecycle: 1) an asker posts a question,
2) potential responders view the question, 3) responders post

2Yahoo! Answers, which is the global version of Yahoo! Chiebukuro,
was closed in May 2021. The closure did not affect Yahoo! Chiebukuro
because it is run by a different operating company.
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Q

A

Asker’s ID (can be anonymized)
No. of answers

Question
text

Attached
image (optional)

Question categories (one or two)

Reward in ChieCoins
(if the askers set a reward)

Answer text

Responder’s ID (can be anonymized)

Selected as the best answer

Figure 1: Interface of a question in Yahoo! Chiebukuro.

answers, and 4) the question is closed either manually by the
asker or automatically by the system.

1) Posting a question. An asker inputs the question text
and, if necessary, attaches an image file (e.g., screenshot).
The asker then selects one or two categories either manu-
ally or from a list of automatically recommended categories
based on the question text. The categories are structured
in a three-tier hierarchy (e.g., Computer technology > Se-
curity > Network security), and the Yahoo! ID of the asker
is not anonymous by default. When posting a question us-
ing the Yahoo! Chiebukuro app, askers can opt to make
their Yahoo! ID anonymous for free. When posting a ques-
tion via the website, they can make their Yahoo! ID anony-
mous by paying with ChieCoins, which are used only on Ya-
hoo! Chiebukuro and have no real-world value. Users can
receive ChieCoins from the service by performing various
actions such as registering, logging in, posting a question,
posting an answer, and selecting the best answer; in addition,
they receive ChieCoins if their answer is selected as the best
answer. An asker can offer rewards for the best answer (25,
50, 100, 250, or 500 ChieCoins) to increase the probability
of receiving answers. Each question has only the question
text without any title or tag.

2) Viewing a question. A potential responder finds ques-
tions by selecting a category of interest or searching for a
specific word. On an index page of each category/word, a
potential responder can explore the questions by status (i.e.,
open or resolved) and sort them by newness, number of an-
swers received at that time, or reward amount. On the in-

Subset−2
Questions contain

“security” and/or “privacy”

N = 300 → 151 (denoised)

Subset−3
Questions contain the frequent words

N = 750 → 102 (denoised)

N = 343 (merged) Final 
dataset
N = 445Frequent words (25 words)

Subset−1
Questions posted in
security categories 

N = 300 → 235 (denoised)

Figure 2: Data collection flow in this study.

dex page, a potential responder can see the beginning of the
question text (about 40 Japanese characters), the main ques-
tion category, the number of answers received at that time, an
attached image (optional), any additional rewards (optional),
and an anonymous-posts flag (optional) for each question.

3) Posting an answer. A responder inputs the answer text
and if necessary, attaches an image file.

4) Closing a question. Each question is open for respon-
ders to answer for seven days by default. If a question does
not receive any answers within this period, it is automatically
deleted. If a question receives one or more answers, the asker
can select the “best answer” from among them. When the
asker selects the best answer, the question is marked as “re-
solved”, and no further answers will be accepted. A question
that has received one or more answers and has been live for
more than seven days is marked as “closed and waiting for
the asker’s vote” until the asker selects the best answer.

3.2 Data Collection
As shown in Fig. 2, we created a dataset consisting of three
subsets of questions collected in different ways: questions
from security-related categories (Subset–1), questions con-
taining the words “security” and/or “privacy” (Subset–2),
and questions containing some words related to security and
privacy (Subset–3). This merged dataset was created to cover
a wide variety of security- and privacy-related questions.

Subset–1: Collected in security-related categories. Ya-
hoo! Chiebukuro has three categories that are directly re-
lated to security: Computer technology > Security > Net-
work security, “Computer technology > Security > Cryptog-
raphy and authentication, and “Internet > Internet services
> Computer virus measures and security practices.” There
are no categories that are directly related to privacy. We
collected all question posts (comprising the question text,
attached image, and some metadata) from these three cate-
gories. Note that we collected all posted questions regard-
less of whether they had received answers, even though a
question with no answers is removed from the service later.
We started collecting question posts in December 2021 and
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continued for seven days until we had obtained 300 without
random sampling. Then, two authors (security and privacy
researchers) independently reviewed all the question posts to
exclude any that satisfied any of the following conditions:
(1) questions that were not related to computer security or
privacy, (2) questions that were too vague, and (3) questions
that the askers seemed to be using for an exam or homework.
The discrepancies between the two coders were resolved by
discussion and we finally obtained 235 question posts.

Subset–2: Collected with “security” and/or “privacy”.
Although Yahoo! Chiebukuro has three categories directly
related to security, askers may post security-related ques-
tions in categories besides these. For example, when an
asker who wants to know about the security and privacy of
smartphones posts a question, the automatic category rec-
ommendation system might recommend a category related
to smartphones. Therefore, we collected question posts that
contained the word “security” and/or “privacy” in the ques-
tion text from all categories. We collected 300 question posts
in the same way and period as Subset–1, and after perform-
ing the same exclusion, we obtained 151 question posts.

Subset–3: Collected with related words. Users might post
security- and privacy-related questions that do not actually
include the words “security” or “privacy,” e.g., “What does
this warning mean?” with an attached image file. Therefore,
we collected questions that contain specific words that ap-
pear frequently in security- and privacy-related topics in the
question text from all categories. After merging Subsets–1
and –2 without overlapping (N = 343), we extracted frequent
nouns in the question texts using MeCab [43] and mecab-
ipadic-NEologd [79], which are Japanese morphological an-
alyzers. The top 25 most frequent nouns were as follows:
site, account, virus, setting, information, password, app, lo-
gin, PC, software, screen, email, code, smartphone, authen-
tication, (tele)phone, fraud, iPhone, Google, infection, con-
nection, file, Internet, registration, and deletion. We believe
these nouns are a representative, though not comprehensive,
set of frequently used keywords related to the research theme
of usable security and privacy [20]. We started collecting
posts in all categories that included the above 25 nouns in
the question text in January 2022. It took only one day to
collect 30 question posts for each word (a total of 750 posts)
without random sampling. After performing the same exclu-
sion as Subsets–1 and –2, we obtained 102 question posts.

Final dataset. After merging Subsets–1, –2, and –3 with-
out overlapping, we obtained a final dataset consisting of
445 question posts. Our sample size (N = 445) was suffi-
ciently larger than that of a recent representative study (N =
315) in which privacy-related posts on a developer Q&A site
were qualitatively reviewed [88]. In our dataset, the aver-
age text length was 168.6 Japanese characters (Med. 132),
which is regarded as equivalent to 86.5 English words
(Med. 67.7) [95]. Of the 445 question posts, 73 (16.4%)

had an attached image. After the period for receiving an-
swers, 353 (79.3%) posts had received one or more answers
(“resolved”: 43.1% and “closed and waiting for the asker’s
vote”: 36.2%), and the remaining 92 (20.6%) posts received
no answers (“deleted”).

3.3 Data Analysis

Analysis approach. To determine the question topics of
non-expert users, we adopted a qualitative analysis approach
(i.e., manual coding) rather than quantitative. A previ-
ous study that analyzed question posts on a Q&A site [88]
demonstrated that the topic modeling yielded high-level re-
sults similar to the results of manual coding. We did not uti-
lize topic modeling in this study because our preliminary in-
vestigation revealed that Yahoo! Chiebukuro users often post
questions by attaching images instead of explaining their sit-
uation in detail using only words. In contrast to topic model-
ing, which lacks syntax and semantics, manual qualitative
coding can provide deeper insights: for example, we can
identify whether an asker was trying to preserve their privacy
or abuse someone else’s privacy.

Coding procedure. Two authors (security and privacy re-
searchers) reviewed the question texts and attached images
using inductive thematic analysis [9]. For each question
post, we coded the question topics (RQ1) and the askers’
perceived seriousness (RQ2). The two coders independently
coded 100 randomly selected question posts and developed
a codebook over the course of many discussions, which was
then used to independently code all the collected question
posts.

Question topics (RQ1). We represented question topics
using themes and sub-themes. Following a previous study
that analyzed question topics posted by developers on Stack
Overflow [97], we categorized the themes in our study on the
basis of security and privacy technologies and threats (e.g.,
theme: “authentication”). Sub-themes were categorized to
describe the question topics in more detail and to cover the
concepts of question types (i.e., whether the askers sought
information or advice), question drivers (what prompted the
askers to post questions), and phase of security and privacy
practice (e.g., prevention or response). For each question
post, we assigned one theme and one or two sub-themes, as
askers sometimes asked two questions within the same post.
For example, they might ask whether their devices have been
infected, and if so, what they should do (e.g., theme: “cyber-
attack,” and sub-themes: “have I been hacked?” and “how to
handle this?”). Our final codebook consisted of seven themes
and 19 sub-themes (excluding “other”). Of the 445 question
posts, 416 were assigned one sub-theme, and the remaining
29 were assigned two sub-themes. We calculated the inter-
rater reliability of the two coders’ theme assignment for all
question posts and found that the Cohen’s Kappa coefficient
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was 0.87, indicating high agreement.
Question seriousness (RQ2). According to Hsieh and
Counts, a serious question can be defined as a one that you
believe the question asker really wanted an answer for [32].
We adopt their definition in this study and utilize two evalu-
ation measurements that may act complementarily.

The first measurement is the coder-rated seriousness of the
question text. The coders manually reviewed the seriousness
of each question text based on the above definition using a
5-point Likert scale, where 1 is not serious, 3 is moderately
serious, and 5 is very serious [32]. The coders considered
posts to have higher seriousness when the askers expressed
certain signals such as expressions of urgency, anxiety, or a
call for help. They judged based only on the question text,
i.e., without looking at the metadata such as reward amount
or anonymity. We provide some examples of question posts
and the value of coder-rated seriousness in Table 2 of Ap-
pendix A. The correlation coefficient between the ratings of
the two coders was r = .773, indicating adequate reliability.
We calculated the average ratings of the two coders for each
question topic.

The second measurement was the rewards (ChieCoins) for
the best answer. Yahoo! Chiebukuro recommends that users
who want to increase the probability of receiving answers
should offer rewards for the best answer [37]. For each ques-
tion topic, we calculated the percentage of question posts for
which the askers offered rewards. Note that we did not report
the average number of ChieCoins that askers offered. On Ya-
hoo! Chiebukuro, askers must set rewards from either 25, 50,
100, 250, or 500 ChieCoins, so we cannot be certain that the
level of seriousness perceived by askers exactly matches the
reward amount.

The coder-rated seriousness is intended to capture the lin-
guistic expressions of the askers, and the percentage of re-
ward is indicative of the askers’ behaviors when requesting
answers. In this study, we judged a question as serious when
either or both of these measurements were high.
Question sensitivity (RQ2). For measuring question sensi-
tivity, we calculated the frequency of anonymous posts for
each question topic. It is well known that anonymity can
be used as a metric that captures the sensitivity of ques-
tions [64], i.e., askers tend to post sensitive questions anony-
mously [23].

3.4 Ethical Consideration
We followed the ethical principles laid out in the Menlo Re-
port [5] and the ethical methods of studying online commu-
nities [77, 87, 91]. We also abided by Yahoo! Chiebukuro’s
Terms of Service. Our crawler sent requests with intervals
of more than 15 seconds. We did not collect any personally
identifiable information or the Yahoo! IDs of the askers. To
investigate whether the posts were anonymous, we collected
only the flag metadata that indicated whether the posts were

anonymous or non-anonymous. In this paper, we present
only the aggregated data or the translated and abstracted
contents of the original question posts (i.e., we avoid direct
quotes) so that readers will not be able to identify the original
question posts or askers. For the example shown in Fig. 1,
we selected a post in which both the asker and responder
were anonymous. Our study design was approved by our
Institutional Review Board (IRB).

4 Results

4.1 RQ1: Question Topics
The final codebook for question topics consisted of seven
themes and 19 sub-themes, excluding “Other.” Table 1
presents an overview of the themes and their frequencies.

4.1.1 Cyberattack (40.7%)

The most frequent question theme was cyberattacks, which
includes activities such as online fraud, phishing, malware,
and account hijacking. Askers posted questions regarding
the prevention of such cyberattacks, incident identification,
and responses to these incidents. Note that we did not split
the theme code into different attack types because in some
cases, the description of the question was not clear, making
it difficult to perform such classification.

Is this malicious? / Have I been hacked? (24.0%) Vari-
ous triggers can make users anxious that they are facing a
cyberattack. Examples of such triggers include suspicious
messages (email, SMS, or popup), mistakenly accessing an
unintended webpage, notifications from security software,
suspicious activity logs that the user does not recognize, re-
duced operation speed of the device, and rapid draining of
the device battery. Among cyberattacks, a frequently en-
countered event was one that we suspect to be a technical-
support fraud: “I received a warning that my computer has
been infected with Trojan Horse and I need to call Microsoft
Support Center. Is this a fraud or has my computer actu-
ally been infected?” In some questions, the users copied and
pasted the received messages into the questions and asked
if these messages were fraudulent. Most of the messages
received by the users were spoofed with URLs or sender
email addresses using typical techniques such as typosquat-
ting (e.g., AppleSupp0rt) or using an email address of a
well-known free mail service (e.g., a message disguised as
Google by using a Gmail address). As Reynolds et al. re-
vealed, non-expert users are not even aware of the typical
fraud techniques [75], so it is difficult for them to detect
fraud on their own. We found that users who noticed that
a site was a scam before they completely entered their per-
sonal information were worried about being victimized by
attacks: “[...] After entering my real name, I finally calmed
down and closed the browser without entering my credit card
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Table 1: Results of question topics and the askers’ perceived seriousness and sensitivity.
Theme Sub-theme Frequency* Seriousness (RQ2) Sensitivity (RQ2)

Ave. rating** % Reward ** % Anonymous**

Cyberattack (e.g., online
fraud, phishing, malware,
and account hijacking)

Is this malicious? / Have I been hacked?

40.7%

24.0%

3.6

3.8

29.3

29.9

48.1

50.5
How to handle this? 11.9% 4.1 41.5 50.9
Is there any possibility of being hacked? 4.7% 3.0 23.8 52.4
How to prevent it? 3.4% 3.1 26.7 46.7
Other 2.5% 2.5 9.1 36.4

Authentication
How to handle this?

16.2%
14.6%

3.6
3.7

29.2
26.2

36.1
36.9

Is it necessary/effective/trustworthy? 1.1% – – –
Other 0.4% – – –

Security software

How to use it?

13.0%

6.7%

3.1

3.3

41.4

40.0

31.0

26.7
Which product do you recommend? 3.1% 2.9 35.7 28.6
Is it necessary/effective/trustworthy? 2.2% 3.1 40.0 40.0
Other 0.9% – – –

Privacy abuse (e.g., IPA,
cyberstalking, parental
control, and voyeurism)

How to escape from surveillance?

7.9%

2.9%

4.0

4.3

25.7

23.1

42.9

38.5
Am I under surveillance? 2.2% 4.0 30.0 50.0
Is this privacy abuse? 1.8% – – –
How to surveil a target? 0.7% – – –
Other 0.7% – – –

Account and device
management

How to handle this?
7.0%

5.6%
3.9

4.0
45.2

44.0
48.4

48.0
What should I (not) do? 1.1% – – –
Other 0.2% – – –

Secure connection (e.g.,
Wi-Fi and VPN)

How to use it?
6.5%

4.9%
3.2

3.4
27.6

31.8
48.3

36.4
Is it necessary/effective/trustworthy? 1.1% – – –
Other 0.4% – – –

Privacy setting
How to set it?

5.6%
3.1%

3.7
3.8

36.0
35.7

44.0
42.9

Are my data disclosed? 2.2% 3.9 50.0 40.0
Other 0.4% – – –

Other 3.1% 2.9 14.3 35.7
* For each question post, we assigned one theme and one or two sub-themes, as askers sometimes ask two questions within the same post.
** ‘–’ indicates that the sub-theme accounts for less than 2.0% of all question posts. These sub-themes are potentially influenced by an outlier.

information. Was my device already infected with a virus at
the moment I accessed the URL?”

How to handle this? (11.9%) Many users seemed to have
no idea what to do when they perceived that they had been
subjected to a cyberattack: “When I was browsing web sites,
a message saying ‘Your device is infected with 39 computer
viruses’ was suddenly displayed. What should I do? I’ve
never seen this message before, and I’m very worried. Please
help me deal with this!” In cases where users have already
undertaken the basic security measures, they may be looking
for additional actions: “I accessed a phishing URL posing
as Amazon and input my personal information, prepaid card
number, and Amazon login information. Now I have changed
my Amazon and prepaid card service passwords. Is there
any other action I should take?” According to prior studies
that analyzed the advice on anti-phishing and anti-account-
compromise on the web, a minority of the websites provided
complete advice for remediation [58, 60]. Hence, users may
be unable to complete the necessary measures against online
fraud.

Is there any possibility of being hacked? (4.7%) Users
were worried about the types of situation in which they could
be at risk of cyberattacks, as indicated by questions such as
“Are smartwatches also at risk of being infected by viruses?"
and “If a smartphone belonging to a member of my family

gets infected by a virus, is it possible that devices of other
family members will get infected by the virus via Wi-Fi or
other means?” A few users believed in unscientific conspir-
acy theories (e.g., the coronavirus containing malware code
inside it) and were concerned about unrealistic cyberattacks
(e.g., eavesdropping on thoughts).

How to prevent it? (3.4%) Some users were proactively
contemplating prevention methods against cyberattacks, as
indicated by the following questions: “How can I keep my
computer and smartphone secure?” and “Is it better to log
out every time after I use a Google account?” The preven-
tion methods mentioned by users were not always effective
or feasible: “I heard someone’s <service name> account had
been hijacked on the news. To prevent account hijacking,
what should I do? I have installed shopping apps on my
smartphone. Is it effective to uninstall them after every time
I use them?”

4.1.2 Authentication (16.2%)

Authentication is a security technique that most users en-
counter whenever they access services. Most of the questions
in this question theme were posted when the users’ authenti-
cation had failed.

How to handle this? (14.6%) We found that many users
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failed to receive security codes for multi-factor authentica-
tion because of discarded authenticator devices or fake email
addresses registered for email verification: “I can’t log in
to my <service’s name>’s account, where I set up a two-
factor authentication with my phone number. Some days ago,
I changed my phone number. How do I log in to the account
again?” Some users had trouble using multi-factor authen-
tication because of an implementation issue with the service
or its app: “I confirmed the security code in the SMS app.
However, when I go back to the original app, the screen for
sending the security code is displayed, instead of the screen
for inputting the security code. I’m stuck in this loop.” When
authentication failed, some users tried to contact the service
operator. However, they sometimes could not find the con-
tact point: “I can’t log in to <service’s name>. I can’t find
the contact form on the website, and the service doesn’t have
a Twitter account, so I can’t contact them. [...] How do I get
my account back?” Another user was irritated with a smart-
phone unlock issue that arose because of measures put in
place during the COVID-19 pandemic: “I’ve been wearing a
mask all the time due to COVID-19, and because of that, the
Face ID doesn’t work. I end up having to input the passcode
every time. That is inconvenient. [...] Is there any good way
around that?”

Is it necessary/effective/trustworthy? (1.1%) Service
providers and security researchers have stressed to users
that two-factor authentication and two-step authentication
are important technologies to improve the security of user
accounts while maintaining their usability [15, 22, 74, 76].
Unfortunately, some users are skeptical about the necessity
of these technologies: “I read reviews of a two-step authen-
tication app and found many critical reviews. Do we really
need two-step authentication?”

4.1.3 Security Software (13.0%)

Security software is often bundled with the OS or pre-
installed in products, making it the most familiar security
tool for most users. However, users often do not fully under-
stand how to use it and how useful it is.

How to use it? (6.7%) Users struggle to set up security soft-
ware and understand its features: “<Anti-virus software’s
name>’s offline scan did not run. [...] What should I do?”
and “The message says that silent mode is disabled, and
the scheduled scan and detection notification are enabled.
What does this mean?” We observed an unfortunate case in
which the message displayed by the security software misled
a user, though this issue may be peculiar to Japanese gram-
mar. When the user saw the screen message saying that it
was scanning for a Trojan Horse, they misunderstood that it
had been detected on their device. Users also struggled to
set up exception cases, i.e., legitimate access: “<Anti-virus
software’s name> recently blocked my access to <service

name>, deeming it a suspicious site. How can I stop the
blocking?”

Which product do you recommend? (3.1%) It was diffi-
cult for users to compare and choose between the technical
advantages of various security products, so they sought opin-
ions and recommendations from others: “What is the best
anti-virus software? I currently use <software name>, but
I frequently receive fraud emails. I plan to change to an-
other software.” Users requested recommendations for soft-
ware that has specific features and a good cost performance.
Some users wondered which was better, using OS-bundled
anti-virus software or purchasing their own anti-virus soft-
ware.

Is it necessary/effective/trustworthy? (2.2%) Users, espe-
cially those who used their devices only for limited purposes,
tended to be skeptical about the effectiveness and necessity
of security software: “I use <anti-virus software’s name>,
but I don’t see the benefits. When it runs in the background,
my computer gets hot and the fan gets noisy. I want to unin-
stall it. I use this computer only for creating documents and
surfing popular websites. Please tell me why I should use
anti-virus software on my computer.”

4.1.4 Privacy Abuse (7.9%)

Privacy researchers have been worried about the preva-
lence of privacy abuse issues such as intimate partner abuse
(IPA) [12, 17, 53, 92, 100], cyberstalking [41, 90], excessive
parental control [21, 83, 96], voyeurism [51, 84], and bug-
ging [51,84]. In previous studies, privacy abuse has been re-
searched in cooperation with professional organizations by
means of closed questionnaires and interviews [17, 92, 100].
Surprisingly, we found a non-negligible number of questions
on privacy abuse posted on the open Q&A site. We found
questions from both the attackers’ and the victims’ points of
view.

How to escape from surveillance? (2.9%) Users sought
ways to escape surveillance by their partners (or ex-
partners), friends, parents, acquaintances, schools, and com-
panies. Users asked about various kinds of surveillance:

“When I was married to my ex-husband, I logged into my
Instagram account from his Facebook account once. Since
then, he seems to be logging into my Instagram account
using his Facebook account. I find this very unpleasant,
but I don’t know his Facebook password. Please tell me
how to remove his surveillance.”

“My friend snooped on my smartphone and tried to use it.
It has private chat logs and apps containing info on my
sexual habits, so I don’t want it to be peeked at. [...]”

“I’m a student. My device is restricted by <security soft-
ware’s name> that my parents set. Is there any way I can
unlock it without using my parents’ devices? [...]”

46    Eighteenth Symposium on Usable Privacy and Security USENIX Association



Am I under surveillance? (2.2%) We found that some
users, presumably children, wanted to know if they were
being monitored by parental control features: “I heard that
parents can see children’s (browsing) histories with <secu-
rity software’s name>. I remembered that the app had been
pre-installed on my smartphone and I checked it. Then it
asked me to agree to the privacy policy. It isn’t working, is
it? My parents haven’t seen my history, have they?” Another
user was worried about voyeurism and bugging at the place
they were staying: “I hear something strange from the dig-
ital speakers on the ceiling of my hotel room. Is it possible
that I’m being a target of voyeurism or being bugged?”

Is this privacy abuse? (1.8%) Uses asked for objective
opinions on whether a certain action by themselves or an-
other person constituted a privacy violation. “My company
asks me to submit a QR code for my private ID of <mes-
saging service’s name>. This is a privacy violating action,
isn’t it?” and “Please give me your opinion on children’s
privacy and rights with conducting parental control. In the
case of teenage children, to what extent do you think parents
should intervene in their children’s smartphones? Specifi-
cally, please tell me about each of the following behaviors:
keeping an eye on their location with a GPS, limiting the web
sites they can visit, viewing their contact information, view-
ing their browsing histories, viewing incoming and outgoing
call histories, and viewing their emails and chats.”

How to surveil a target? (0.7%) Users were curious about
the extent to which they could monitor a target using spy-
ware apps: “I want to know about the features of spyware
apps, especially <spyware app’s name>. Is it possible to
track targets even when they have turned off the GPS on
their smartphone? How about when they have switched their
smartphone to airplane mode?” However, not all question
posts were necessarily asked by malicious users. One user
needed advice on monitoring their children to prevent them
from being involved in a crime: “[...] I found that my daugh-
ter created <SNS names> accounts. On her Twitter profile,
she wrote messages asking to go on dates with adult males. I
explained the various risks to her, and she agreed and deleted
her accounts. However, today, I found that she received an
email saying that her <SNS name> account had been re-
stored. As a countermeasure, I set up her Gmail account so
that I can view her emails. Should I take further counter-
measures?”

4.1.5 Account and Device Management (7.0%)

Questions in this theme deal with security- and privacy-
related issues of account and device management, especially
those related to setting up new accounts/devices and dispos-
ing of old ones.

How to handle this? (5.6%) Users asked for the appropriate
account deletion procedure to protect their privacy: “I want

to delete my <service’s name> account. But I couldn’t find
the delete option on my profile page. Can someone please
tell me how to delete my account?” Previous studies on the
presence of account deletion options on websites reported
that not all websites provided such options [25, 31], which
can cause confusion to the users.

What should I (not) do? (1.1%) A small number of users
sought general advice on what to do with the apps and local
data on their old devices when buying new ones. They also
asked about the potential risks of simply discarding their old
devices. As Ceci et al. reported, non-expert users are con-
cerned about safe ways to dispose of their devices but seem
to lack sufficient knowledge about how to do so [11].

4.1.6 Secure Connection (6.5%)

We found that a certain number of users tried to establish a
secure connection encrypted by one or more security proto-
cols. Most of the questions in this theme were about Wi-Fi
and virtual private networks (VPNs).

How to use it? (4.9%) Users were confused by the many
technical terms and names of security standards and en-
cryption methods that appear on Wi-Fi connection setting
screens. “Which Wi-Fi security mode should I choose among
WEP, WPA, WPA2, PSK, and 802.1X/EAP?” Users also ex-
pressed confusion about frequently getting warning mes-
sages when they tried to connect to Wi-Fi networks: “When
I tried to connect to Wi-Fi using the IEEE802.11b standard,
my iPhone screen showed that it was a legacy access point.
Does this mean that there is a security problem?” and “When
I use Wi-Fi on my iPhone, I get a ‘Privacy Warning’ message.
Does this happen often? How do you deal with it?”

Is it necessary/effective/trustworthy? (1.1%) Users
seemed interested in the necessity, effectiveness, and trust-
worthiness of VPNs: “I was recommended to use a VPN app
as a trick to access a web site that my device can’t access.
Are VPN apps secure?” and “Is VPN effective in making
public Wi-Fi secure?”

4.1.7 Privacy Setting (5.6%)

Application or website privacy settings can allow users to
control their privacy. However, it is sometimes difficult for
users to understand these settings and configure them appro-
priately.

How to set it? (3.1%) With regard to cookies, there have
been numerous discussions about how service providers
present users with cookie notifications (e.g., option, framing,
and display position designs, as well as default) [50, 61, 93].
We observed that users suffered from different usability
issues regarding cookies: “When I visited the <service
name>’s website, it asked me whether I would allow cook-
ies. I mistakenly hit the allow button. Is it possible to change
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it to deny permission?” Another user had difficulty under-
standing the meaning and mechanism of personalization on
the privacy setting page: “What does ‘Personalization based
on your inferred identity’ on Twitter’s privacy setting page
mean?”

Are my data disclosed? (2.2%) Users expressed concern
about whether their data were disclosed or shared, especially
because of unintended privacy settings: “I browsed a certain
company’s websites via Safari with my iPhone’s location in-
formation turned on. In this case, is my location information
disclosed to the company? Is there a difference between us-
ing Wi-Fi at home and on a mobile line?”

4.2 RQ2: Seriousness and Sensitivity
We examined relatively serious and sensitive question
themes to better understand non-experts’ expectations and
prioritize the themes accordingly. Note that every question
theme is already regarded as at least some level of serious-
ness at the point of posting a question on a Q&A site.

4.2.1 Question Seriousness

For all the collected question posts, the average coder-rated
seriousness was 3.5, and 31.5% (140/445) of the questions
were posted with rewards for the best answer. The averages
of the coder-rated seriousness and the percentage of ques-
tion posts for which the askers offered rewards are listed in
Table 1. We performed an unpaired t-test to compare the
coder-rated seriousness score between the question posts of
askers who offered rewards and those who did not. Although
we found no significant difference (p = .054), those who of-
fered rewards seem to express slightly more serious signals
in their questions (avg. seriousness = 3.7) than those who did
not offer rewards (avg. seriousness = 3.5). This indicates that
askers who seek answers are likely to use a strategy of either
appealing linguistically or offering rewards.

The average coder-rated seriousness was higher for
questions under the themes of “privacy abuse” and “ac-
count/device management.” We observed that askers fre-
quently expressed their anxiety in question posts under these
themes. We performed a Kruskal-Wallis test to compare
the coder-rated seriousness across the question themes and
found that there was a statistically significant difference
(p<.001). We then performed post hoc Wilcoxon rank-sum
tests in which the p-values were adjusted using the Bonfer-
roni method. We found that the average of coder-rated se-
riousness in “privacy abuse” and “account/device manage-
ment” was significantly higher than in “security software”
and “secure connection” at the 5% level. At the sub-theme
level, the coder-rated seriousness of “how to”-type questions
was higher than that of other types.

The percentage of question posts in which askers of-
fered rewards was relatively higher under the themes of “ac-

count/device management” and “security software.” We per-
formed a Fisher’s exact test to compare the percentage of
question posts with rewards across the question themes and
found that while the percentage varied moderately across
themes, there was no significant difference (p = .286). The
lower number of question posts in some question themes
may have resulted in a lack of statistical power.

4.2.2 Question Sensitivity

The percentage of anonymous posts among all questions
was 42.9% (191/445). While this percentage was relatively
higher in “account and device management,” “secure con-
nection,” and “cyberattack,” the Fisher’s exact test revealed
no significant differences in themes (p = .361). As with the
test for rewards, the lower number of question posts in some
question themes may have resulted in a lack of statistical
power. Researchers have treated “privacy abuse” as a highly
sensitive topic, but we found that the percentage of anony-
mous posts in “privacy abuse” was not much higher than that
in other themes. Users perceive the incident identification
and responses to “cyberattack” as equally or more sensitive
than “privacy abuse” because the incidents may expose their
personal and sensitive information more broadly. It is also
possible that Yahoo! Chiebukuro’s pseudonym-registration
policy has an effect here, as users can keep their user IDs
pseudonymized even if they do not use the anonymous post
feature.

5 Discussion

In this section, we discuss the design implications for Q&A
sites for non-expert users, how to leverage the Q&A-site
analysis to facilitate usable security research, and the limi-
tations.

5.1 Design Implications
We demonstrated that non-expert users post a vari-
ety of security- and privacy-related questions on Ya-
hoo! Chiebukuro, which is a general purpose Q&A site. We
believe that general Q&A sites should help non-expert users
find a solution to their security- and privacy-related concerns
by adopting an approach that both “pulls in” professionals
and “hands off” to professionals. However, general Q&A
sites may have little business motivation to provide such a
support mechanism only for a specific category (including
security and privacy) of questions. Having subsidies for such
services provided by public agencies could be an effective
solution. The call for such subsidies would not be limited to
security- and privacy-related questions but would extend to
various categories of serious questions that require immedi-
ate attention, such as urgent medical conditions, severe vi-
olence, and life-threatening disasters. Our specific sugges-
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tions regarding cyberattacks and user privacy problems are
detailed below.

Supporting users coping with cyberattacks. The most fre-
quent theme of questions was “cyberattack.” Many non-
expert users experienced issues related to incident identifica-
tion and response. Non-expert users are vulnerable to attack
techniques [3,75]. Web-based knowledge related to basic at-
tack tactics, symptoms, and advice can be utilized to create
quick answers. Because of the low quality of anti-phishing
advice on most websites (e.g., contradictory or abstract ad-
vice, and lack of suitable guidance) [58], the challenge is to
create a usable knowledge base made up of consistent, spe-
cific, and actionable advice. We also need to understand that
it is not always easy for users to find accurate information
because many of the threats target users who are anxious
and vulnerable. For example, technical-support scams use
false alerts [55], and fake-removal-advertisement sites ex-
ploit malware-infected users’ solution search behavior [42].
Therefore, Q&A sites should collaborate with a knowledge
base operated by a trusted organization to present users with
appropriate information. Further, non-expert users often
have difficulty explaining their issues. In our dataset, 16.4%
of the question posts had an image file attached, and among
them, screenshots were attached without detailed explana-
tion. For Q&A sites to obtain appropriate information from
the aforementioned type of knowledge base, first, it is nec-
essary to obtain accurate information about the users’ issues.
A possible application to support the use of information in
the knowledge base is a security version of an “expert sys-
tem,” which asks users for more information that is missing
from their question posts and then presents a relevant solu-
tion from the knowledge base.

Helping users facing sensitive privacy problems. Users
who asked questions as victims of privacy abuse require
careful social support because their own privacy has been or
could be severely compromised. Although anonymous on-
line spaces provide a supportive environment for discussing
potentially stigmatized sensitive topics [49], such spaces are
usually created for communities facing similar issues [4].
Users may hesitate to ask questions about their privacy is-
sues on an open and generic Q&A site, as they may become
targets of slander. More than half of the questions about pri-
vacy abuse stemmed from the need to properly understand
whether or not they were under surveillance or had been
abused. To get answers to such questions, users have to re-
veal a certain amount of private information. However, non-
expert users may find it difficult to judge what and how much
information they should reveal.

Chatbots could be a useful tool for addressing the users’
risks of revealing private information on a public platform, as
people tend to disclose their stigmatized experiences (e.g.,
experiences of failure or abuse, symptoms of depression)
more actively to virtual agents than to humans [45, 48]. As

with security- and privacy-related questions, users may dis-
close sensitive content (e.g., privacy abuse) to a chatbot be-
cause they do not have to worry about slander or their private
information spreading. Additionally, using chatbots allows
users to exchange messages interactively and incrementally,
which means users only need to disclose a sufficient and nec-
essary amount of information for receiving their answers.
In answering users’ questions, the chatbots themselves can
respond in accordance with the aforementioned knowledge
base. However, as pointed out by Zou et al. [100], security
issues surrounding sensitive topics are complex, and there
may be a variety of unsurfaced issues lurking. Therefore, it
is also important to provide users with a feature that refers
them to professionals for further advice [44, 100].

5.2 Exploring New Research Topics
As previously reported [47, 63, 88, 97], analyzing questions
on a Q&A site for expert users (e.g., Stack Overflow) has
helped researchers to better understand the security and pri-
vacy concerns of developers and programmers when devel-
oping systems. In this study, we confirmed that analyzing
questions on a Q&A site for non-expert users can also al-
low researchers to understand the security and privacy con-
cerns that such users are facing daily. Furthermore, our anal-
ysis of question seriousness suggests that askers who seek
answers are likely to use a strategy of either appealing lin-
guistically or offering rewards. This observation implies that
researchers who analyze Q&A sites should complementarily
incorporate multiple indicators to understand and prioritize
the concerns of non-expert users.

Security and privacy concerns change over time as tech-
nology and lifestyles change. For example, in our dataset,
the problems caused by lifestyle changes owing to COVID-
19 include the inability to use Face ID, fear created by con-
spiracy theories, and issues with VPN settings stemming
from the increase in remote work. As an efficient way to
explore the usable security and privacy topics for non-expert
users that have not yet been addressed, the research commu-
nity should cultivate a research ecosystem that regularly ex-
tracts and clarifies the current user concerns from Q&A sites
and works to resolve them. Among the questions obtained
from our dataset, we highlight some usable security topics
that need to be studied in more depth.

Support for authentication and account management.
The second most common theme was “authentication.” We
found that many users had difficulty receiving security codes
for multi-factor authentication because of discarded authen-
ticator devices or having registered with fake email ad-
dresses, not just users who failed to log in because of for-
getting their credentials. In addition to an in-depth analysis
of the reasons users forget to manage their credentials, re-
searchers should further look for secure and usable ways of
implementing account recovery. For example, researchers
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should investigate whether services (especially non-Western
services) have provided their contact points and appropriate
support for users who encounter authentication errors. Some
users were concerned about security and privacy in account
management because they did not know how to properly
create, delete, and/or link accounts. Future studies should
thus cover a greater number of specific situations and diverse
users.

Usability issues of security software. Usable security re-
searchers have worked diligently on the various usability is-
sues facing security technologies. However, we showed that
many users still do not have a sufficient understanding of in-
formation about security technologies, how they work, and
the merits of adopting them (see the “Security Software,”
“Secure Connection,” and “Privacy Setting” parts in Section
4.1). While some security technologies (e.g., private brows-
ing, Tor, ad-blockers, and firewalls) have been analyzed with
respect to user perceptions [18, 24, 52, 86, 94], we believe
that usability issues of security software such as anti-virus
software and security terminology need to be studied more.
In one unique approach, Zhang-Kennedy et al. succeeded
in persuading users to update antivirus software by utilizing
comic materials [98]. It will be necessary to investigate the
usability of the features implemented in actual security soft-
ware and that of the wording used in them. It will also be
important to more extensively explore the user mental mod-
els about the effectiveness of the features.

5.3 Limitations

Our study has several limitations, most of which are common
to similar types of research.

The first is the demographic bias among the users of Q&A
sites. In general, the demographics depend on the type of
service. One study that explored the demographics of ac-
tive askers on Yahoo! Answers indicated that the user group
was younger than the average population of web search
users [19]. According to another study that explored the ad-
vice sources of young adults for digital media use, males
with higher Internet skills were significantly more likely to
ask questions to strangers on online [54]. Unlike Stack Over-
flow, which targets expert users (developers and program-
mers), Yahoo! Chiebukuro targets a wide range of users and
is likely to attract many who are not familiar with informa-
tion technology. Although Yahoo! Chiebukuro has not offi-
cially released the statistics of its active users, such demo-
graphic biases may also exist in our dataset to some extent.

The second limitation is that we analyzed only a Q&A
site provided for a particular language. This means that the
only people who ask questions are those who can use the
language that the Q&A site supports. For example, we in-
vestigated Yahoo! Chiebukuro in this study, which only sup-
ports Japanese, and we acknowledge that non-expert users

from Japan may have different security and privacy atti-
tudes compared to those from other countries due to differ-
ences in cultural factors or security and privacy literacy lev-
els [26,30,56,57,80]. However, we believe that our findings
identify the potential issues that researchers from other coun-
tries also need to resolve because most of the security and
privacy technologies and concepts mentioned in our dataset
are common to users worldwide.

The third limitation is the lack of profile analysis of the
askers. We decided not to conduct such analysis (e.g., ex-
ploring the relationships between askers’ demographics and
question topics) because we found in our preliminary inves-
tigation that a non-negligible number of users posted ques-
tions anonymously and did not publish their age and gender
on their profile pages.

Fourth, our metric for question sensitivity (i.e., anony-
mous posts) may not exactly match askers’ perceived sen-
sitivity, although it is a commonly used metric in the litera-
ture [23, 64]. Askers tend to post sensitive questions anony-
mously [23], but not every anonymous post is sensitive; i.e.,
there may be other reasons askers choose to post anony-
mously.

Lastly, because of the short sampling period (seven days),
we do not claim the generalizability of our results. Instead,
as we mentioned in Section 5.2, we recommend that the re-
search community establish a research ecosystem that reg-
ularly extracts and clarifies the current user concerns from
Q&A sites. We have contributed to this endeavor by demon-
strating that analyzing Q&A sites for non-expert users can be
a useful method for identifying their concerns at any given
time.

6 Conclusion and Future Work

Research methodology to understand the concerns of non-
expert users related to security and privacy in daily life is
becoming increasingly important, as such concerns change
over time with the evolution of technology and changes in
lifestyles. We conducted an analysis of questions posts on
a Q&A site for non-expert users and successfully identified
their main concerns about security and privacy. Many users
experienced issues related to incident identification and re-
sponse, appropriate measures after being attacked, and us-
ability of security software. Our analysis of question serious-
ness suggests that there is a strong demand for answers, espe-
cially for questions about privacy abuse and account/device
management.

Future work should assess the answers given for the
security- and privacy-related questions. We are interested
in whether the askers received high-quality answers (i.e.,
comprehensive, actionable, and effective advice [71]) and
whether they were satisfied. In future work, we aim to ob-
tain a deeper understanding of askers and responders so as to
design better social support for security and privacy.
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Appendix

A Examples of Coder-Rated Seriousness

Table 2 shows some examples of question posts and the value
of coder-rated seriousness reviewed by two coders. These

coders manually reviewed the seriousness of each question
text using a 5-point Likert scale (1 is not serious; 3 is moder-
ately serious; 5 is very serious), where a serious question can
be defined as one that you believe the question asker really
wanted an answer for [32].

Table 2: Examples of question posts and the value of coder-
rated seriousness.

Question Texts Ave.
When I was looking at an adult site, I mistakenly called the
number. I can’t sleep because of anxiety. Will my personal
information be leaked due to my call? I am also worried that
my parents will know about it because I have registered their
credit card. Please help me.

5.0

URGENT! When I plugged the USB cable connected to my
smartphone into the computer that my company owns, the mes-
sage “Do you want to load images” was displayed. I immedi-
ately unplugged it. This doesn’t leave any images of my smart-
phone on the computer, does it? I don’t want my images to be
leaked. I’m very anxious.

5.0

I’m a student. My device is restricted by <security software’s
name> that my parents set. Is there any way I can unlock it
without using my parents’ devices? If anyone knows, please
answer.

4.0

I got this email. This is a scam email, right? 3.0
In general, are anti-virus apps needed for smartphones? 2.0
Who is making phishing emails that spoof credit card compa-
nies?

2.0

Words in italics indicate signals expressed by askers, such as expressions of
urgency, anxiety, or a call for help, that would affect the coders’ judgement.
Note that coders did not rate seriousness based solely on the number of
signals but rather did so comprehensively. Questions were originally posted
in Japanese.
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Abstract
There are several ways to inform individuals about secure and
privacy-preserving behavior in private social environments.
Experts who are versed in security and privacy (S&P), who
might be social peers, such as family members or friends,
can provide advice or give recommendations. In this paper,
we specifically investigate how S&P adepts inform peers in
their private social environment about security and privacy.
For this, we first conducted thirteen in-depth interviews with
S&P adepts, revealing 1) their own S&P behavior and strate-
gies in their personal lives, 2) obstacles in S&P conversations
with peers, 3) situations in which S&P adepts intervene in
the behavior of others, and 4) the perception of S&P adepts
and stereotypes. Based on the interview results, we conducted
three co-design workshop sessions with S&P adepts to ex-
plore options to better support S&P adepts informing their
peers about secure and privacy-preserving behavior.

1 Introduction

In 2022, more than 22 years after Adams and Sasse’s seminal
paper “Users are not the enemy” [3], many users are still strug-
gling to protect their IT security and privacy (S&P). Those of
us who are relatively well versed in the subject know that users
are indeed not the enemy, but we still struggle to help users in
their efforts. Accordingly, while many researchers and devel-
opers are engaged in understanding lay users’ mental models
and developing tools to help them protect their S&P; direct,
interpersonal one-on-one help or influence among friends and
family rarely happens.

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
August 7–9, 2022, Boston, MA, United States.

Yet, from investigations in other domains, such as general
technology support [52], home security [51, 54], or profes-
sional contexts [38, 62, 63], we learned that help from knowl-
edgeable peers has a high potential to impact the behavior
of lay users positively. The idea of helping lay users through
the social influence of people with technical backgrounds is
not novel: In 2012, Lipford and Zurko [48] proposed a new
paradigm for influencing people to behave securely. Instead of
focusing on the usability of security tools, they argued for us-
ing social processes (e.g., building a security “neighborhood
watch”) where people from a user’s social network watch
over their security decisions. Four years later, Redmiles et
al. [56] stated that people with technical backgrounds should
be supported in responding to security advice requests from
their peers, since even a small set of essential security advice
might have a large possible impact on lay users.

Still, little research has been conducted in this area to date.
Findings from related studies tend to suggest that tech-savvy
individuals have little interest in actively intervening in the
security and privacy behavior of their social environment [52].
Our research addresses this issue and seeks to determine what
barriers underlie this and how those can be overcome.

Our goal is to (1) investigate the status quo of S&P support-
giving in the private context (i.e., when, how and why do S&P
adepts (not) support people in their private social environ-
ment), and (2) explore options to overcome existing barriers.
To this end, we first conducted in-depth interviews with 13
S&P adepts, i.e., people who are fairly versed in IT security
and privacy. Building on the results, we then conducted three
co-creation workshops with another 11 S&P adepts.

We find that S&P adepts only try to educate people from
their social environment about S&P with whom they have
a close social relationship. This may be because a trusting
relationship is essential for S&P adepts to feel able to address
what they consider to be a sensitive topic, where the interlocu-
tor may quickly feel criticized or lectured. Unsolicited advice
is given mainly for S&P issues that require explicit interac-
tion, such as passwords. One reason for this could be that for
more complex technical issues a common terminology has
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to be found first, and S&P adepts often have to struggle with
users having wrong mental models of what they are trying
to explain to them. Opportunities to promote exchange be-
tween experts might help them to build a better knowledge
foundation for promising approaches in assisting lay users.
Finally, we learned that S&P adepts require possibilities to
improve their knowledge further (e.g., through open access
publications) and that rewards might motivate them, such as
recognizing support-giving as a professional achievement.
Our paper makes the following contributions:

• We provide an in-depth investigation of S&P knowledge
exchange and support between S&P-savvy individuals
and their peers in a social context.

• We explore several avenues to overcome existing barriers
to S&P support.

• We provide recommendations for S&P adepts and the re-
search community that help to facilitate the development
of S&P adepts as a social resource for the improvement
of users’ S&P behavior.

2 Related Work

To set the scene for our work, we report research about the
social influence on S&P behavior, social support and S&P
advice, as well as the perspective of S&P experts.

2.1 Social Influence on S&P Behavior
The role of social influence on people’s S&P behavior has
been extensively investigated by Das et al. [12–16]. They
conducted a survey to investigate triggers that impact S&P
behavior [12], and found that 39% of the triggers were so-
cial. The reported sharing rates were rather low and reasons
included perceived obligations to protect others and noticing
insecure actions. Primary reasons for not sharing were lack of
desire and that others did not need to know about one’s S&P
practices. Das et al. [13] further explored under which circum-
stances and for which purposes people talk about S&P with
others. Their results confirmed that social interactions, e.g.,
observing others, were powerful triggers for improving S&P
behavior. Reasons for starting S&P conversations either focus
on warning others or seeking advice. However, S&P experts
are often considered paranoid, “hyper-secure”, and behav-
ing “above and beyond” (p.153) [13], a finding that has also
been shown in previous studies, e.g., email encryption was
considered paranoid [32]. Many security-savvy participants
avoided the topic since they worried about being socially in-
appropriate or, e.g., too preachy [13]. This suggests a large
untapped potential: if we better understand how S&P adepts
can be motivated to share their knowledge with their social
environment, this in turn, could act as an effective trigger
to improve the S&P behavior of less tech-savvy individuals.
This paper represents a first step towards achieving this goal.

In a subsequent survey study, Das et al. [16] focused on shar-
ing S&P news. They found S&P experts want to share news,
e.g., because they feel responsible. In two large-scale stud-
ies, Das et al. [14, 15] found that people were influenced by
their (Facebook) friends in both directions when adopting or
rejecting security features.

Other studies focus on social influence in the privacy con-
text [2, 10, 22]. E.g., Emami-Naeini et al. [22] found in a
vignette study with MTurkers that friends denying data col-
lection, and privacy experts allowing data collection mostly
influenced people’s decisions when interacting with IoT de-
vices. Social influence has also been proven effective in the
nudging context, i.e., stating that a minority of users like them-
selves had accepted cookie use could nudge participants away
from accepting cookies [10]. A very recent study by Krsek
et al. [45] showed that that non-personal social influence has
a high potential to motivate users to apply settings different
from the defaults offered by Facebook.

A recent interview study shows that implicit social pri-
vacy norms on social media among young adults [55] exist.
Yet, sanctions that follow violations are mostly indirect, non-
confronting and consequently offer no possibility for violators
to learn. Our participants may be particularly affected by this,
as it can be assumed that they have particularly strict norms.
Thus, they could benefit from solutions that address this is-
sue, and, at the same time, add value to society as a whole
by shifting the general social norms towards greater privacy
protection.

2.2 Social Support and S&P Advice

Prior work showed that people rely on their social network for
general tech and S&P support [18, 27, 29, 46, 51, 52, 56]. Us-
ing a combination of semi-structured interviews and a survey,
Nthala and Flechais [51] found that users often seek advice
or technical help from others they perceive as competent and
trustworthy, mostly family and friends. Further, security sup-
port is sometimes delegated and occasionally knowledgeable
participants offer unsolicited support, e.g., when noticing in-
secure behavior. Based on these findings, we chose to focus
on relatives and friends as receivers of S&P support, and also
include questions about responsibility, advice seeking, and
intervening.

Two studies of privacy advice sharing among developers on
online platforms (e.g., “Stack Overflow”) show that privacy-
related conversations are mostly motivated by external events,
e.g., updates that require actions from developers [47] and
advice is mostly shared as links to official documentation [63].

Poole et al. [52] conducted semi-structured interviews to in-
vestigate why and how tech-savvy people provide support for
social peers. Usually, tech-savvy people are approached unso-
licited and quickly gain a reputation. While most participants
were happy to support as teenagers, it became increasingly
difficult as they got older. Still, they continued to provide
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support based on a sense of obligation which inspired our
work. Consequently, we focus on (1) how to facilitate S&P
behavior among people who are closest in our participants’ so-
cial network, and (2) how this behavior influences the various
aspects of the social relationship. Regarding security, Poole
et al.’s participants reported engaging in “digital housekeep-
ing” when visiting family members, e.g., updating software.
Although helpers did not promote to be experts, they tried
preserving that image by avoiding situations in which they
cannot help. We also pick up on this in our interview guide.

In a representative US-survey, Redmiles et al. [56] found
people with higher skills to be more likely to get S&P advice
from work, whereas others get it from family, friends, and
service providers. Fagan et al. [23] found that when deciding
about whether to follow security advice, people tend to focus
on individual aspects rather than social ones. Further, self-
rated security expertise does not make a good predictor for
security behavior, which we considered in our recruitment
process.

Forget et al. [27] combined behavioral and configuration
data with interviews with mostly older adults. System mainte-
nance, including security, was often outsourced to “residual
experts”, usually family members. However, those were not
always experts and sometimes had erroneous problem in-
terpretations, leading to serious security threats. In another
interview study with older adults, Frik et al. [29] confirmed
that security and privacy settings are often delegated to others,
like family or community members or technical experts.

2.3 The Perspective of S&P Experts

Few studies address the behavior and judgment of experts
with respect to helping ordinary users in their S&P efforts.
Ion et al. [41] compared security practices of experts and non-
experts in a study combining interview and survey data. Not
surprisingly, they found experts to show better security prac-
tices than non-experts. Further, non-expert users need advice
with installing updates, password managers, and two-factor
authentication (2FA). In a recent replication study, Busse et
al. [7] identified password security, 2FA, links, attachments,
and updates as topics that primarily call for expert advice.

Haney and Lutters [39] conducted interviews with secu-
rity advocates, i.e., individuals who professionally promote
security practices. An important aspect of this task is estab-
lishing trust. Tahaei et al. [62] investigated privacy-savvy de-
velopers in their professional context, identifying motivations,
challenges, and strategies to promote privacy-friendly devel-
opment. Collaborative solutions and guidelines from com-
panies were identified as promising solutions. While Haney
and Lutters [39] investigated professionals interacting with
strangers, we focus on the potential of S&P-savvy individuals
to motivate and facilitate secure and privacy-friendly behavior
in their existing social network, where strong relationships
of trust should already exist. Existing research on security

advocates [37, 38, 62] also confirms the importance of non-
technical, interpersonal skills, including the need to make sure
people do not feel stupid for knowledge gaps. Perhaps due
to this fact, security advocates also have backgrounds in non-
technical fields, such as psychology or education [37,38]. This
confirms findings about people seeking advice from others in
their social network they consider experts, but not necessarily
turning to those with a technical background [56]. Likewise,
we focus on individuals knowledgeable in the fields of S&P to
a certain degree and thus able to facilitate secure and private
behavior of others.

Haney and Lutters [39] further identified techniques used
by security advocates to overcome negative perceptions like
being honest about risks, making one’s language understand-
able, and engaging listeners through reward systems or relat-
able narratives, and metaphors. Haney and Lutters [39] focus
on analyzing the status-quo since security advocates are al-
ready doing their best to promote secure behavior, whereas
we aim to understand what we would need for S&P-savvy
individuals to be tapped as a valuable social resource in the
quest for more secure and more privacy-preserving behavior.

The importance of pursuing this line of research is further
emphasized by findings of a survey study. Rader et al. [54]
showed that stories have great potential to change security
attitudes and behavior for the better. Stories told in the home
context are more likely to change behavior compared to pro-
fessional contexts. Yet, stories told by people knowledgeable
in security are more likely to be retold, thus influencing more
people. In a further analysis, Rader and Wash [53] found
experts tend to focus on how an attack is conducted and pre-
vented, whereas non-experts were mainly interested in who
carried out an attack and why. The authors recommend experts
should consider this in their communication with non-experts.

3 Study I: In-Depth Interviews

First, we wanted to gain a deeper understanding of the topic
by conducting in-depth semi-structured interviews with S&P
adepts and learn about their experiences with sharing their
knowledge or motivating other people in terms of S&P in
the private context. We conducted thirteen interviews until
we reached data saturation. The interviews were held via a
video-call tool, with an average duration of about an hour. All
participants received a 20C gift card for an online shop [34].
The interviews were audio-recorded and transcribed for anal-
ysis. We conducted two pilot interviews with experienced
researchers to check our questions for clarity and comprehen-
sibility and refined our interview guide based on the feedback.

3.1 Method

Participants. We recruited 13 participants by mailing lists
and word-of-mouth. We used university mailing lists (also
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addressing interested non-students) including those of collab-
orators, reached out to our professional contacts (researchers
and practitioners from various institutions and organizations)
and contacts of collaborators, and were open to snowballing.
All participants first completed a screening survey to make
sure they qualified as S&P adepts (for the detailed scores, the
reader is referred to Table 2 in Appendix A.1). All partici-
pants had been working intensively on the topic for several
years, either in the context of research activity or in another
professional context. The participants were between 21 and
56 years old. Two of the participants self-identified as female,
eleven as male. All participants were residing in the UK or
Germany at the time the study was conducted. For detailed
demographics, including occupation and highest education,
the reader is referred to Table 1 in Appendix A.1.

Study Procedure. Prior to the interviews, participants were
asked to complete a screening survey to ensure that they met
the criteria for study participation. We used the Security Be-
havior Intentions Scale (SEBIS) [20] to measure security in-
tentions, the six-item validated self-report measure of security
attitudes (SA-6) [24] to measure security attitudes, the Internet
Users’ Information Privacy Concerns Scale (IUIPC-8) [35,50]
to measure privacy concerns, the Online Privacy Literacy
questionnaire (OPLIS) [65] to measure privacy knowledge,
the Affinity for Technology Interaction Scale (ATI scale) [28]
to measure technical affinity, and two self-constructed items.
We then contacted participants who qualified for study partic-
ipation to set up an appointment and asked them to sign the
informed consent form via email. The interviews consisted of
six main parts (see Appendix A.2).

First, we thanked the participants, made sure they had
signed the informed consent form, and gave them the op-
portunity to ask questions. We then asked about their S&P
behavior, including social aspects such as whether they talked
about this with others and how others might have reacted
to their behavior in the past. Second, we asked about their
experiences with observing insecure or privacy-unfriendly
behavior of others, including their feelings on this topic and
whether they had ever interfered in such a situation. Third,
we asked whether other people usually asked them for advice
on S&P issues, including who, on what issues, and how they
responded to that. Forth, we asked whether they feel responsi-
ble for the S&P of other people, including who, why, and how
this manifests itself in their behavior, e.g., by sharing news
about security incidents and data breaches, or doing digital
housekeeping. Fifth, we asked about bad experiences with
giving advice to others or interfering and the fears associated
with it, such as being socially awkward or straining the rela-
tionship. Sixth, we asked whether and why others perceive
the participants as S&P experts and whether they are afraid
of coming across as paranoid or tech nerds. We also asked
about gender effects and loosely relied on the repertory grid
technique [60] to ask which characteristics of a person they

associate with IT security and privacy behavior. Finally, we
asked the participants to complete another short questionnaire
on their demographic information.

Data Analysis. We used thematic analysis [5] to analyze
our transcribed data. The author that conducted most of the
interviews first read through all transcripts multiple times
and then coded all interviews at sentence level to develop a
codebook, going back and forth several times to refine the
codebook. That author then went through all transcripts and
used the codebook for another round of coding. Next, another
author went through the entire coding and marked all the
codings they disagreed with, including passages where a code
should be added (following recommendations for thematic
analysis against conducting multiple independent codings
and calculating ICR [6], p.278-2791). The authors then came
together to discuss the notes of the second author and agree
on a final coding. After this, both authors grouped the codes
into six main themes.

Ethics. The study met all requirements for studies with hu-
man participants given by our ethics commission. Before the
study, all participants were informed about the study purpose
and conditions, informed that they could quit the study at any
time without any negative consequences, and asked to con-
firm their participation by signing an informed consent sheet.
Although we used a video-call software, we only recorded the
audio track by using another software, and stored it locally
on the interviewer’s computer. Further, all participants were
free to turn off their cameras for the interview. All data was
handled confidentially and any identifiable information was
deleted in the transcribing process. We decided to compensate
the participants with gift cards for the “Greenpeace Magazine
Warehouse” webshop, which is associated with Greenpeace,
to support a charitable organization, but reward the partici-
pants with a product of their own choice from the store.

Limitations. Like most qualitative and exploratory work, our
study is subject to several limitations. First, we rely on self-
reported data, which might be biased due to social desirability,
availability bias, and wrong recalls or self-assessments. We
focus on social aspects, which may be especially sensitive for
this kind of bias. Still, we aimed to gain a first understanding
of IT security and privacy adepts’ mindsets and experiences.
Further research is needed to explore this topic in more depth.
Second, we used a convenience sample, using personal net-
works and those of colleagues, as well as word-of-mouth. We
wanted to target, inter alia, experienced researchers and prac-
titioners in the field without making our project too public in
order to preserve anonymity for the publication process. We
thus decided not to recruit participants at public events such
as scientific conferences or fairs, as it has been done in some

1According to Braun and Clarke [6], qualitative research acknowledges
the researcher’s influence on the research process. Conducting ICR as a
means to “prove” reliability is thus seen as not applicable for thematic analy-
sis, as data should not only be described, but also interpreted.
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prior studies which aimed to recruit IT security experts [7,41].
As a result, our sample is skewed towards male and young
participants, rather homogeneous in terms of culture (UK and
Germany) and background, and also includes university stu-
dents who may be knowledgeable about security but have
limited professional security experience. Hence, our sample
is hardly representative of all S&P adepts but rather serves
as a first step in shining light on this complex topic. Further
research is needed to explore the perspective of S&P adepts
with different professional and demographic backgrounds,
particularly from non-western cultures. Third, we mainly fo-
cus on the status quo in the interviews, i.e., we asked how our
participants currently interacted with others in the context of
S&P, and explored possible obstacles for interfering or mo-
tivating others towards more secure and privacy-preserving
behavior. Yet if we aim to use S&P adepts as a social resource,
we also need to know how social interactions in this context
could be facilitated. We address this point in Study II, draw-
ing on a more solution-oriented, participatory approach, i.e.,
co-creation workshops.

3.2 Results
In the following, we describe our results and provide quotes
where applicable. Considering the explorative nature of our
study and the limited sample size, we deliberately refrain from
reporting exact numbers to avoid the appearance of generaliz-
ability. Instead, we will mention a rough frequency frame to
emphasize topics that were mentioned by many participants.

3.2.1 Own S&P Behavior

Protection Strategies. When asked about what protection
measures they applied in a everyday context, most of our
participants referred to using secure authentication mecha-
nisms, i.e., unique, secure passwords, 2FA, and locking de-
vices. Other important security measures include using an-
tivirus programs, updates, and checking emails for phishing.
Reported privacy protection measures focused on avoiding
tracking (e.g., by blocking or deleting cookies, using private
modes in browsers, or VPN), and minimizing data collection
(e.g., refrain from using social media and soft- or hardware
from certain vendors, and covering one’s webcam).

Social Conflicts. Half of our participants mentioned to have
experienced social conflicts due to their S&P behavior, mostly
with friends and family members or significant others. These
conflicts arose from our participants not wanting IoT devices
in their homes due to privacy concerns or expressing these
concerns when visiting other IoT-equipped households, not
wanting to share their passwords or location, and not wanting
to use social media although the significant other wanted to
tag their spouse on Facebook. Further, very few participants
reported foregoing security or privacy to avoid delaying others
(e.g., in a meeting), and to avoid being socially excluded.

3.2.2 Intervening in Others’ S&P Behavior

Less than half of our participants said they had ever actively
interfered in someone’s S&P behavior. Basically, our partici-
pants only get involved if it affects them (e.g., their own data
is involved or they personally would suffer from the conse-
quences) or if they feel a responsibility (professionally or
privately, because people rely on their advice or are close to
them) (the latter confirming [13, 16, 51, 52]). Only very few
participants reported to have negative experiences with giving
solicited or unsolicited advice, this includes recipients of the
advice having problems with their OS after an update, and
data loss after data encryption.

Raising Awareness. Almost all participants reported that at
some point, they had tried to raise someone’s S&P awareness.
In most cases, the recipients of these efforts were family mem-
bers or friends. Explicitly not addressed were persons with
whom our participants have no close relationship. The topics
addressed varied, and included data breaches, hacking attacks,
scams, exploits, changes in privacy policies, eavesdropping,
and new as well as established protection tools such as 2FA
or the Tor browser. About half of our participants referred to
possible consequences of neglecting S&P protection to make
the importance of this protection clear. Other reported strate-
gies were checking the recipient’s email address on websites
like “Have I Been Pwned”, pranks, and trying to initiate a
cost-benefit analysis for data sharing. Further, some partici-
pants emphasized that a negative framing should be avoided.

Motivating. Half of our participants reported efforts to mo-
tivate others in terms of S&P protection. Still, most of these
efforts were limited to authentication (i.e., choosing secure
passwords, keeping and entering them secretly, using 2FA).
Only one participant each referred to the use of secure mes-
senger apps, and operating systems, as well as doing updates.

Being Asked for Advice. Almost all participants reported to
be asked for advice on S&P topics regularly. The most popular
topics for advice focus on authentication (secure passwords,
2FA), which tools can be used for protection, and data col-
lection (e.g., which services collect what kind of data, how
does personalized advertisement work). Some participants
also reported to be asked about whether it is advisable to use
certain services and devices such as Google smartphones from
a S&P point of view, and to give advice on (potential) spam
and phishing emails. Most of our participants reported that
family members, especially their parents, asked them for S&P
advice frequently. Also, about a third said they were asked for
advice by friends, and only a few mentioned acquaintances,
colleagues, or others (confirming earlier findings [51, 52]).
Most of our participants liked to be asked for advice as they
feel valued and enjoy being perceived as an expert in this
field, while others are primarily pleased that their social net-
work is dealing with the topic at all. Still, about a third of our
participants also mentioned negative aspects of being asked
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for advice, such as the pressure of giving good advice, being
asked too often about the same topics, and being asked ques-
tions without clear answers (e.g., P5: “Especially the question

’Is it really secure then?’. I mean, nothing is ever secure.”)

Feeling Responsible. Half of our participants felt responsible
for the S&P behavior of their parents, mainly because they had
more expertise in this area, had given them S&P advice previ-
ously, and their close relationship. Most of these participants
also said they would engage in “digital housekeeping” [52].
Only one participant said they also felt responsible for the
S&P behavior of other family members and close friends, and
another participant who worked as IT admin for their cus-
tomers’ S&P behavior. Yet, these results should be taken with
a grain of salt, because our sample was rather young, which
might be a reason why no (older) children were considered,
for whom they might also would feel responsible. Interest-
ingly, most participants said they did not feel responsible for
the S&P behavior of their social network since they felt that
the decision to (not) act securely and privacy-preservingly
was a personal one that they had no right to interfere with.
Seemingly, this did not apply to their parents, perhaps because
adult children also frequently interfere in other areas of their
parents’ lives, e.g., in medical matters. Very few participants
also said that they did not feel responsible for others’ S&P
behavior as this would involve too much effort.

3.2.3 Conversations about S&P

Trigger. Our participants reported several opportunities that
sparked conversations about S&P: sitting together with others
in front of the computer, which offers the additional opportu-
nity for others to observe one’s own S&P behavior (e.g., using
2FA, tracing blocker, the Tor browser) and ask questions, if
they were using someone else’s computer and thus saw their
security and privacy settings (both confirming [13]), giving
general technical support, or if others received spam emails,
were asked to take security measures by their provider, or saw
news about current hacking attacks or scams.

Topics. Most participants reported talking with others about
S&P-related topics, mainly to share experiences with protec-
tion measures and tools, discuss the pros and cons of not using
social media and messengers, and inform others about data
breaches or security incidents. More than half of our partici-
pants said they would primarily talk to other knowledgeable,
tech-savvy people about S&P, as these were – in contrast to
less tech-savvy people – interested in these topics.

3.2.4 Obstacles

All participants mentioned obstacles to improving the S&P
behavior of their social network, e.g., by giving solicited or
unsolicited advice.

Lack of Interest. More than a third of our participants com-
plained about a lack of genuine interest in these topics (P2:

“It’s like when someone tells me something about brass band
music. I would nod my head and say ’That’s interesting’. But
that wouldn’t really interest me, and that’s exactly how I feel
the other way around.”), confirming prior work in the profes-
sional context [39].

Social Aspects. Others referred to social aspects, such as not
wanting to bother others, wanting to avoid negative reactions,
not wanting to criticize others, and avoid being perceived as
preachy or intrusive.

Lack of Resources and Opportunities. A few participants
also mentioned a lack of resources, i.e., facilitating others’
S&P behavior being too time-consuming or too much effort,
and triggers, mainly because S&P behavior is not directly
observable in most cases.

Lack of Legitimacy. Some participants were also reluctant
to give advice or interfere in others’ behavior since they them-
selves did not always act as securely and privacy-preservingly
as they want. Regarding privacy, one participant each also ex-
plained that there is no “right” level of privacy and thus people
have to make their own decisions, and that privacy is an espe-
cially sensitive topic as some people may be quickly offended
because you imply that they are trying to hide something.

3.2.5 Reactions

Others’ Reactions. Overall, our participants reported more
positive than negative reactions when they gave solicited or
unsolicited S&P advice. Positive reactions included inter-
est, gratitude, sympathy, and acceptance, whereas negative
reactions mainly refer to disinterest. If others observed their
S&P-aware behaviors, our participants mainly got neutral re-
actions, i.e., others were non-judgmentally surprised about
their behavior. Still, like in [13], a few also reported being
smiled upon (e.g., P3: “I think if you’re interested in data
security, you always get these joking sayings that you’re one
of the tin foil hatters or paranoid people.”) Most participants
said their advice had not brought about any long-term change
in the recipients. Only one participant reported to have had a
lasting influence on others S&P behavior.

Own Reactions. About half of our participants said they un-
derstood that other people’s behavior was not always secure
and privacy-preserving, because they also knew the costs of
such behavior and could well understand if other people were
not willing to accept them. Accordingly, most people tend not
to take it personally when other people ignore their (solicited
or unsolicited) advice. Very occasionally, however, partici-
pants reported that such ignorance of the topic was perceived
as a personal attack, as it was “part of one’s own identity”
(P1) and that they felt thus somewhat “affronted” (P4).
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3.2.6 Perception as Expert and Stereotypes

Expert. Prior research [27,51,56] indicates that people do not
only delegate their S&P to people who have a professional
background in IT security or computer science, but also to
knowledgeable people with a non-technical background. This
also applies to “security advocates” [37–39] who deliberately
chose this path for themselves. Still, about two-third of our
participants reported being considered an expert in S&P due to
a technical study or profession. Some participants, however,
attributed their expert status to their private interest in the
topic, and on support provided in the past. Most participants,
self-identifying as female and male, thought gender has an
impact on whether someone is perceived as an expert, with
all agreeing that it tends to be more difficult for females (who
have the same knowledge as males) to be seen as experts. This
is attributed to common stereotypes, e.g., P9: “The technology
nerd is imagined as an overweight, male basement dweller.”

Stereotypes. S&P behavior of non-experts was often associ-
ated with age. Our participants tended to rate younger peo-
ple (i.e., teenagers) as oversharers on social media and thus
privacy-unfriendly and older people (i.e., over 50) as insecure
due to lacking technical knowledge. Further, technical exper-
tise and awareness of possible consequences were associated
with adequately secure and privacy-preserving behavior. Very
secure and privacy-friendly behavior, on the other hand, was
associated with anxiety.

3.2.7 Summary of Interview Findings

S&P adepts mostly only try raising awareness of people they
are close to (friends and family), but enjoy being asked for
advice. Negative aspects of being asked for advice, however,
include the pressure of giving good advice, being asked too of-
ten about the same topics, and being asked questions without
clear answers. While reactions to (un)solicited S&P advice
are mostly positive to neutral, S&P adepts are nevertheless
afraid of negative reactions and struggle with the fact that
primarily unsolicited meddling can lead to socially awkward
situations. One difficulty is also getting started on the topic,
since there are not many triggers for talking about S&P. Com-
munication on S&P topics, therefore, takes place primarily
between S&P adepts, as it is assumed that others are not inter-
ested in the topic. In general, privacy in particular is seen as a
matter for everyone to decide for themselves. An exception
seems to be parents, for whom S&P adepts feel responsible.

4 Study II: Co-Creation Workshops

While the interviews in Study I primarily focused on the status
quo and aimed to identify potential barriers to S&P support
from social peers, we took a more solution-oriented perspec-
tive in the second study. We conducted three co-creation work-
shops with three to four S&P adepts each to explore how S&P

adepts can be supported to improve the S&P behavior of peo-
ple in their social environment. The co-creation workshops
were held via a video-call tool, with an average duration of
about two hours. We used a Mural whiteboard2 for facilitating
the collaboration. Participants were offered compensation of
C25 or £20, however, eight of the eleven participants chose
not to be paid as their primary interest in participating was
to support research in this area. The workshops were audio-
recorded and transcribed for analysis. We conducted a pilot
workshop with experienced researchers to check the proce-
dure and materials and refined our workshop guide based on
the feedback.

4.1 Method

Participants. We recruited 11 participants for three co-
creation workshops by mailing lists and word-of-mouth. Like
in the interviews, all participants had been working intensively
on the topic for several years, either in the context of a re-
search activity or as practitioners, and were currently residing
in the UK or Germany. Four of the participants self-identified
as female, seven as male. For detailed demographics and the
screening data, the reader is referred to Appendix B.1.

Workshop Procedure. The co-creation workshop followed
the first steps of a design sprint [44]. Before the study, par-
ticipants were asked to complete a shorter version of the
screening survey from the interview study (based on the inter-
view participants’ feedback that the survey was too long, we
removed the SEBIS and all OPLIS scales except for the most
relevant technical aspects) to ensure that they met the criteria
for study participation. The screening survey started with a
consent form that covered the entire co-creation workshop.
The workshop started with an icebreaker session (approx. 7
min) where participants were asked to draw their mood to fa-
miliarize themselves with the Mural board and then introduce
themselves to the others. During that time, small talk about
social S&P situations was possible.

Map and Target. Next, the participants were introduced to
the scenario by watching a 2-minute presentation held by the
moderator. After the presentation, the participants’ attention
was drawn back to the Mural board. Their first task was brain-
storming facilitators and obstacles of supporting their social
peers in behaving securely and privacy-preservingly. This task
was meant to provide a neutral introduction to the topic and
initiate an exchange between the participants. In the further
course, the brainstorming results served as a source of inspi-
ration for the development of the co-creation solutions. To
support the brainstorming, we used the miracle question [17],
which originates from systemic therapy and in which clients
adopt a solution-oriented perspective in which they are asked
to imagine that a particular problem no longer exists. Fur-
thermore, the S&P adepts were instructed to write down their

2https://www.mural.co/ last-accessed Feb. 16 2022
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thoughts on sticky notes and discuss them. After the brain-
storming, the S&P adepts were asked to agree on a common
goal for the remainder of the workshop by collaboratively
formulating the problem as a “How Might We” question [11].

Sketch. Once the goal was clear, we used the 5-3-4
method [58] to co-create solutions. Using this method, each
participant first wrote three ideas on sticky notes. Second, the
S&P adepts shifted clockwise and could either add three new
ideas or extend the ideas from their successor. This was re-
peated until the S&P adepts fully rotated once. Each rotation
was limited to three minutes. After that, each participant gave
a short presentation (approx. 1 min) of their ideas. The others
were allowed to ask questions.

Decide. Once the ideas were clear, the participants were
asked to vote for ideas following the how-now-wow princi-
ple [66]. This approach addresses the issue that people tend
to brainstorm highly original ideas, but usually settle on well-
known solutions in the further development process. Brain-
storming ideas are evaluated on two dimensions, originality
and easiness to implement: now-ideas are normal ideas that
are easy to implement, how-ideas are original ideas that are
(too) hard to implement, and wow-ideas are original ideas
that are easy (enough) to implement. For this, each participant
received 15 dots (5 per category) and was asked to place these
dots on the sticky notes from the previous round. Next, the
ideas were sorted into the how-now-wow matrix based on
the voting. After the sorting, the S&P adepts discussed the
results. They were specifically asked to explain their voting
and discuss how wow-ideas could be realized as solutions.

Finally, the adepts were thanked for participation, could
ask questions, provide comments and were reimbursed.

Data Analysis. To analyze the results, we had two iterations –
one for the data collected on the Mural board and one for the
transcribed recordings. Similar to the interview analysis, we
used thematic analysis [5]. First, one author, who was present
at all workshops, familiarized with the Mural boards and then
developed a codebook based on the sticky notes. The code-
book was then applied to all data collected. Next, a second
coder went through the coding and marked disagreements
that were discussed later on. To analyze the transcripts, both
authors coded all transcripts at the sentence level to iteratively
develop a codebook considering also the first round of coding
the board. One author then went through all transcripts once
more to apply the codebook. The coding was verified by the
second author. The authors then came together to discuss the
notes of the second author and agree on a final coding con-
sidering the data on the board and the transcripts. After this,
both authors grouped the codes into four main themes.

Ethics. For the co-creation workshops, we took the same pre-
cautions like in the interview study. Since the co-creation
workshop involved other participants, the co-creation partici-
pants were informed about that before the study. During the

workshop, participants were encouraged to have the camera
on but were not required to do so. With a screen-recording
software, we captured the Mural board but not the video call.

Limitations. There are several limitations based on the used
method and sample. First, since the sample is rather small
and homogeneous, our results should be considered as first in-
sights that should be validated and broadened by future inves-
tigations. Considering the sample composition, it was biased
towards researchers because more researchers than practition-
ers participated. Practitioners might struggle with other issues
than researchers who are used to teaching. Yet Usable S&P
researchers are particularly versed in the topic and thus might
come up with a plethora of solutions in a shorter amount of
time compared to other S&P adepts. Furthermore, the sample
was slightly skewed towards male and young participants, of
whom all had a university degree and were currently resid-
ing in the UK or Germany. Due to COVID-19, we opted for
an online workshop, since capturing qualitative data online
can be suitable [49]. This allowed for a more diverse and
international sample. Still, in-person co-creation workshops
are better for designing solutions using paper and sketching,
while online workshops lead to more text-based co-creation.
Our workshops thus focus more on generating concepts and
identifying obstacles and facilitators. As a consequence, the
co-creation serves rather to generate research data instead of
designing solutions for actual use. The results hence must be
enhanced by in-person workshops in the future.

4.2 Results

Four themes for the co-created solutions emerged during the
analysis, which are described below.

4.2.1 Set a Constructive Dialogue Space

Create a Constructive Atmosphere. A reoccurring theme
during the workshops reflected in various co-created solutions
is the issue of addressing S&P topics in “normal” conversa-
tions without being judgmental or preachy. Some participants,
hence, thought it would be helpful to establish social norms
for such discussions. An important point here is finding a
balance between creating awareness and accepting the user’s
S&P attitude, which often differs from that of the S&P adepts.
In addition, the use case of the person seeking help and their
lack of knowledge should be accepted. Furthermore, users
seeking support should be able to address their problem with-
out the S&P adept making a big deal out of it, e.g., P1WS1:

“[It works] as soon as someone has the feeling, I can now also
ask a question and say I have but only five minutes time. And
somehow you get an answer in five minutes that you can work
with.” Last but not least, the recipient should be given time to
reflect on what has been said, i.e., the S&P adept should take
up the topic again after a period of reflection if necessary, but

64    Eighteenth Symposium on Usable Privacy and Security USENIX Association



should not push it too hard in the initial conversation.

Establish Contact Between S&P Adepts and Users. Among
the most important issues for our participants was how to es-
tablish contact between supporters and recipients. Like in
Study I, our participants were reluctant to raise S&P issues
themselves for fear of violating social norms. The challenge
of not being in a position to give advice because of doubts
about having enough expertise (security) or not always behav-
ing optimally (privacy), an aspect that was also mentioned
in Study I, also plays a role here. Accordingly, some of the
considerations in the co-creation process related to how to
make it clear to the outside world that one is a suitable contact
person for the topic. There are officially defined roles and re-
sponsibilities for this in the professional context, e.g., P1WS1:

“For example, I was never asked about data protection until I
was a data protection officer, because then it was clear that I
am in charge.”, which could possibly also be transferred to the
private context. One option for this, which has already proven
itself unofficially in practice [27, 29, 51], is to officially dele-
gate S&P. Like P1WS1 reported on his experience as a data
protection officer: “People were much more likely to bring
things up to me if they felt it wasn’t their problem afterward.”
Another co-created solution that might fit this point was to
offer oneself as an S&P adept in clubs and communities, as
this reaches a lot of people, and word of availability as an
advisor spreads quickly in the local environment.

If S&P adepts do want to proactively approach people, find-
ing an entry point is challenging, as it is not a common topic
when talking to one’s social environment, e.g., P2WS2: “I
don’t usually come into situations were my friends or family
ask me about like security and privacy behavior and when
I speak to those people I usually have other topics in mind
than just randomly starting giving advice on internet security.”
Certain publicly effective events, such as changes in legisla-
tion [59], changes in terms and conditions (T&Cs) of popu-
lar products like WhatsApp [40], or contact tracing apps [8]
reported in the media can serve as an icebreaker for conver-
sations. In this case, either people approach the S&P adepts,
or the topic serves as a reminder for the S&P adepts that they
could approach people. Movies could also be a good conver-
sation starter. Although they often paint an unrealistic picture
of S&P [30], they can serve as a starting point to explain
how something actually works. A broader approach to this
would be to conduct awareness campaigns. Although this has
already been suggested in the literature [33], the goal would
not be to raise S&P awareness per se, but, as P2WS2 put it:

“It is probably mostly about giving experts a stage. This one
is mostly about providing like the pressing issue are for the
public to actually be motivated to learn about privacy and se-
curity issues or find their experts of trust and to ask questions.”
One suggestion was to do this in conjunction with action days
such as Safer Internet Day or Password Day [25, 64].

Build Trust. Many S&P adepts were concerned with the ques-

tion of how they could give those seeking help confidence in
their abilities as supporters. Possible solutions for this were
discussed, e.g., a kind of certification or score that changes
depending on the quality of the help provided or the advice
given. This would not only strengthen the subjective trust of
the user, but also of the S&P adepts in their own abilities.
Tools that enable users to experience S&P settings, such as
AmIUnique [26], could also be used to enable users to judge
the quality of advice themselves. One participant also noted
that S&P are sensitive topics that are better discussed in (con-
fidential) face-to-face conversations rather than, for example,
via texts or in public. Still, some participants thought that
credibility could only be achieved if there are large, trustwor-
thy institutions, such as courts, that back up certain statements
on S&P, as these are often difficult to believe: P4WS1: “[They
need to say] ’That’s how tracking works on the internet. Yeah,
that’s super creepy. I’m sure you guys don’t want that.’ If you
do it as individuals, doesn’t matter how great people think
you are, then you sound like a conspiracy theorist.”

4.2.2 Harness the Potential of Exchange

Promote Exchange Between S&P Adepts. Another topic
that came up multiple times during the workshops was the
desire to share successful tactics and strategies for support
with other S&P adepts. This wish, however, remained on
the surface, the participants had no concrete idea of how
such an exchange could be designed, except for the vague
idea of a platform. Still, a concrete co-creation idea, which
aims in a similar direction, is to refer people seeking help
to other specialists who are more knowledgeable in the area
concerned, similar to the way it is done in medicine. This
approach would offer the possibility to admit without loss
of face that one does not know something and still have the
feeling that one has helped the person seeking help (at least
a little) by referring them to the right place. On the other
hand, this could lead to helping people with whom one does
not have a close relationship. Since most S&P adepts tend to
help out of a sense of responsibility for their immediate social
environment [51, 52], different facilitating conditions might
have to be created at this point. One example of this was
to give the S&P adepts the opportunity to offer consultation
hours during their working hours.

Promote Exchange Between Users. Another idea of reliev-
ing the S&P adepts was to refer people seeking help to other
users who had already been helped with the same problem,
in a kind of snowball system, e.g., P1WS3: “That you say,
hey, I’ve already explained something similar to this guy, go
see him. If this guy then explains it again to a buddy, then
it becomes even clearer for him.” This idea also emerged in
a more institutionalized context such as a school, where ex-
isting peer systems such as dispute resolution or mentoring
programs are maintained by having each new generation step
up and pass on their knowledge to the next generation.
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4.2.3 Facilitate Knowledge Transfer

Find Common Ground. Two challenges that can arise when
communicating knowledge are the question of a shared lan-
guage, which must form the basis for successful communica-
tion, and the fact that users often have incorrect mental models
of the matter concerned. The first problem has been addressed
in several co-creation solutions, e.g., via the development of
a dictionary that translates terms between S&P adepts and
users, but also via the specification of certain terms, such as
virus/malware, that do not keep changing over the years. With
regard to the latter point, e.g., the development of metaphors
was suggested (confirming earlier findings [39]), which of-
fers great potential for presenting technical issues such as
end-to-end encryption (E2EE) in a comprehensible way [61].
There was also a frequent request for training S&P adepts in
explaining facts in a popular scientific way. Since S&P adepts
are often asked for advice on specific problems, a flowchart,
for example, would be a promising tool for the S&P adepts
to use as a basis for deciding what knowledge they need to
convey in order to understand the actual matter of interest.

Show S&P Relevance. Several co-creation proposals were
aimed at making users aware of the relevance of S&P to cre-
ate a basis for conversation. The S&P adepts found it most
promising to illustrate the possible consequences of IT se-
curity and privacy violations, e.g., through real-life stories.
In addition, the participants reported that it is easier to dis-
cuss S&P tools with users that require explicit interaction,
such as passwords, than those that primarily take place in the
background. This could be helped by tools that visualize the
influence of different settings on a device or in a program, so
that users can try out what influence a certain setting has, for
example, on the collection of their data.

Enable Remote Access. Some participants dealt with the
problem of helping someone across a distance with a technical
S&P problem. While this works easily via screen sharing and
remote access on some devices, such solutions are lacking
to date, e.g., for mobile devices. Still, this option should be
taken with caution, as it tempts S&P adepts to “just do things
quickly themselves” (P1WS3), although it would be more
sustainable to explain the solution to the person seeking help.

4.2.4 Strengthen Capabilities and Opportunities

Improve Expert Knowledge. Practitioners face the chal-
lenge of keeping up-to-date with the latest findings from S&P
research. This is not only a question of the time required,
which could be minimized by a convenient news ticker that
summarizes the latest research results, but also of paywalls
behind which many research papers are hidden. Although
open access publications are already an existing solution to
this problem, many publishers require a publication fee from
the authors, which cannot always be raised by the institutions
concerned. To better assess one’s skills and knowledge gaps,

a “test your knowledge quiz” would also be helpful.

Reward Support-Giving. Ultimately, it should also be worth-
while for the S&P adepts to provide support. One possible
way of doing this would be to integrate the support into every-
day working life, e.g., by making working time available for
this purpose or by recognizing the support as a professional
achievement in the context of a scientific or industrial career.
A less formalized reward system would be the development
of a gamification solution, e.g., P3WS2: “So, gamification
would already like covering ninety percent of all the security
experts, because they are all children and want to play games.”
Intrinsic motivation, on the other hand, can come from the
social relationship itself, e.g., P3WS2: “I feel stronger about
the need of giving friends and family security advice, because
I feel socially obliged to help them to prevent mistakes if I
can. If a complete stranger maybe would have the same issue,
I wouldn’t bother to go the extra mile.” An implicit solution
would therefore be to emphasize the social aspect of the sup-
port, for example, by providing support in a nice setting like
a café or by providing some kind of exchange of support in
another field where the user is an expert.

4.2.5 Summary of Co-Creation Workshop Findings

It is important to set a constructive, trusting dialogue space
to avoid socially awkward situations. As S&P adepts are
reluctant to raise the topic themselves for fear of disinterest,
media reports, movies, and awareness campaigns could serve
as conversation triggers. S&P adepts often do not feel they
are in the moral position to give advice, hence, it could be
helpful for users to officially delegate privacy and security
to S&P adepts in the private context. Encouraging exchange
has the potential to counteract the nagging aspects of being
asked for advice by referring users to other S&P adepts on
topics where they struggle to give good advice, and to other
users they have helped before on topics where they are always
being asked. Support could be made easier and less time-
consuming by facilitating free and easy access to materials,
such as flowcharts for knowledge transfer, metaphors, and
research results. By rewarding and recognizing support in a
professional or social context, motivation can be maintained
even in the absence of direct positive responses from users.

5 Discussion

Below, we first recap our findings and then build on them
to provide recommendations for S&P adepts who want to
support other people as well as the S&P research community.

5.1 Summary of Main Findings
Prior research showed that social triggers have great potential
of influencing people’s security and privacy behavior for the
better [10, 12–16, 22, 45, 55]. Indeed, people tend to rely on
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their social network for tech, but also for S&P advice and
support [18, 27, 29, 46, 51, 52, 56]. Few studies have focused
on the support-givers’ perspective so far. We fill in this gap
by adding knowledge about when, how, and why S&P adepts
give advice and support to people from their social circle, and
how they could be supported in this task.

It has been shown that when giving advice, it is especially
important to establish trust, hence social skills are impor-
tant [38, 39, 62]. We confirm these findings and enhance them
by showing that S&P adepts often struggle to comment on
or intervene in others’ S&P behavior due to fear of negative
reactions. Consequently, although they are often asked by rel-
atives and friends for advice, they primarily proactively talk
to other S&P-savvy individuals about S&P-related topics.

A major obstacle to communication between S&P adepts
and users is that S&P adepts do not feel in the (moral) po-
sition to judge the behavior of others. If we want to use the
potential of S&P adepts to improve the S&P behavior of users
in their social environment, we have to find solutions that
create a conversation where users ask the S&P adept directly
for advice. This could be facilitated, e.g., via the official dele-
gation of S&P in a private context to the S&P adepts. S&P
adepts should also be supported in finding the right tone for
such conversations for which no social norms exist yet, i.e.,
positive, non-judgmental, and non-moralizing.

It is further important to consider the users’ mental models
in conversations, which may differ from those of the S&P
adepts [43, 53, 54]. This can be supported by prepared ma-
terials that use metaphors to explain complex issues in a
comprehensible way. It could also be helpful for different
S&P adepts to exchange information about strategies and ex-
planations that have been used successfully – in cases where
one is not familiar enough with the topic, one might even refer
the person seeking help to another S&P adept. To reduce the
sometimes daunting effort of S&P adepts, which is not always
rewarded by the gratitude of those seeking help, it should be
as easy as possible for S&P adepts to obtain information. An-
other option would be to reward support-giving in the official
context or to highlight the social aspects of the process.

5.2 Recommendations: S&P Adepts

We first give four recommendations for S&P adepts based on
the results reported in Section 4.2.1 and 4.2.3 considering
methods to establish a constructive dialogue space and
facilitate knowledge transfer.

Signal Availability. Our participants stated that if someone
wants to help people, it must first be clear that this is the ap-
propriate contact person for the topic. To achieve this, we
recommend S&P adepts to be approachable and address the
problem without opening a huge can of worms. This could
be realized by transferring the principle of official roles, like
data protection officers, from professional to private contexts.

For example, S&P adepts could ask their peers whether they
would like to delegate their S&P to them. To reach a large
number of people seeking help and having word of their ex-
pertise spread quickly, S&P adepts should actively offer their
skills in associations and communities, e.g., by having a spe-
cial badge on social media profiles, or organizing workshops.
S&P adepts should also openly admit when their knowledge
in a particular area is not sufficient and, if possible, put the
person seeking advice in touch with a more suitable S&P
adept, e.g., by forwarding a message.

Use Conversation Starters to Talk about S&P. S&P are
usually not common topics when talking to people from one’s
social circle. To find an easy entry into the topic, we rec-
ommend S&P adepts to use media coverage of events, e.g.,
legislative changes or the introduction of new technologies
such as contact tracing apps as an icebreaker for conversa-
tions. They should further rely on action days, such as the
Safer Internet Day as an occasion and reminder to raise the is-
sue in their social environment. Another suitable conversation
starter is to use popular, unrealistic movies and TV shows to
explain how something really works. To realize this, experts
could be supported by publicly available online collections
of movie clips for different topics that they could either show
their peers or share with them. In the interests of sustainability,
if an S&P adept is asked for help with a technical problem,
one should also not just make all the settings themselves, but
explain to the person seeking help what they are doing and
why.

Stay Positive. Talking about others’ S&P behavior can be
socially difficult, because one does not want to criticize the
other person as stated in both studies. To address this issue, we
recommend S&P adepts to stick to positive, non-judgmental
language, do not moralize, and give users time to reflect, i.e.,
by revisiting the topic after a while. S&P adepts could be
supported here by publicly available informative materials
and educational videos that help them strengthening their
communication skills. Since not all S&P adepts have the
capabilities for this, it would also make sense to integrate
communication training into curricula for technical subjects.

Establish a Common Ground. Another challenge is to find
a common basis for discussion. For this purpose, we rec-
ommend S&P adepts to be aware that people asking for
help might have erroneous mental models. To address this,
S&P adepts should use metaphors to explain the technical
background of solutions, such as E2EE. To lay the ground-
work for this, security curricula should include human fac-
tors to strengthen understanding of the lay user perspective.
Also, they should use consistent (technical) terms in the long
term. As stated above, S&P adepts could be supported by
informative materials or educated within specific workshops.
Such materials would ideally be standardized and use a com-
mon terminology. Further, awareness for existing materials,
such as those offered by the National Cybersecurity Alliance
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(U.S. [4]), the National Cyber Security Centre (U.K., [9]),
or the BSI (Germany, [31]) should be raised, e.g., by using
professional networks or mailing-lists.

Considering the four recommendations above, there are
several obstacles and challenges. Since security experts might
not agree on what the most important, useful tips for non-tech-
savvy users are [57], there is a risk that they will not even
recognize where their knowledge is insufficient or where an
acute need for action is. To address this, an exchange between
S&P adepts is also important with regard to sensible security
and privacy advice (see Section 5.3). Further, S&P adepts
must ensure that they do not refer help seekers to malicious
actors who, for example, want to gain access to systems or
passwords. Since S&P adepts first have to find the necessary
time and motivation, the following recommendations refer to
how the research community can support them in doing so.

5.3 Recommendations: Research Community
We further propose to implement the following measures in
the S&P research community to strengthen the capabilities
and opportunities for S&P adepts and harness the potential of
exchange (see Section 4.2.4 and 4.2.2):

Reward Support-Giving. S&P adepts’ desire to support oth-
ers often conflicts with other commitments and goals. To
address this, we recommend that commitment to user support
should somehow be recognized as a career achievement, e.g.,
by awarding specific certifications or social media badges. To
further enhance the S&P adepts’ motivation, gamification so-
lutions should not only be developed for the S&P behavior of
users, but also for the support giving of S&P adepts. For this,
one could also introduce a rating system for advice quality
similar to online platforms like StackOverflow or as part of
existing social networks, which strengthens user trust in the
S&P adept and the adepts’ trust in their own abilities.

Facilitate Access to Information. In order to facilitate ac-
cess to research results also for S&P adepts from industry
and researchers from institutions with less funding, open ac-
cess should be specifically promoted since participants in our
study who were practitioners voiced interest in research pa-
pers that is hindered by closed access. This could be realized
by primarily applying for projects with funding for open ac-
cess fees or by preferentially publishing at conferences and
journals that publish the publications free of charge under an
open-access license. Furthermore, the research community
could offer a newsletter summarizing the most important re-
cent research findings. Another option is strengthening the
link between practitioners and researchers, for instance, by
offering practitioner tracks at scientific conferences and pub-
lishing in practitioner magazines.

Establish a Peer-System. Furthermore, to increase outreach
and relieve S&P adepts, a peer system could be introduced

by passing on knowledge to the next generation, similar to
mentoring programs. For this purpose, people seeking advice
could also be referred directly to other users who have already
been helped on the same topic. There are several ways to
realize this: a standalone online platform, as part of a social
network, or within organizations and schools.

Create a Platform for Professional Exchange. A platform
should be created that enables the exchange between S&P
adepts on this topic, e.g., in the context of workshops or as
a Slack channel. This could also serve as a discussion space
to gain consensus on what is effective and actionable S&P
advice.

6 Conclusion and Future Work

We add to existing work on social support in the S&P context
by investigating how and under which circumstances S&P
adepts support people in their private social environment,
the challenges they face and ways to overcome them. For
this, we first analyze the status quo by conducting in-depth
interviews with 13 S&P adepts, and then explore options to
assist S&P adepts in their efforts to help others in three co-
creation workshops with 11 S&P adepts. We find that S&P
adepts often struggle finding the right tone in conversations
with lay users, partly because they do not see themselves in
a moral position to give advice. Once contact is established,
another challenge is to find a shared language. Since lay users
often have different mental models than S&P adepts, it can
be helpful to use metaphors for this purpose.

Some of the findings from our exploratory studies need
to be confirmed and analyzed in more detail, such as what
obstacles S&P adepts face in improving others’ behavior. The
effectiveness of the recommendations proposed by us should
be investigated in field studies. For this, the introduction of a
peer system and a platform for professional exchange would
be a good idea. Another possible next step is the creation and
evaluation of guidelines and training for the social aspects
of conversations. Focusing on risks of S&P failures seems
promising for emphasizing the relevance of S&P. Further
research is needed to understand how such risks should be
communicated [1, 21, 42]. Since it is easier to communicate
about S&P tools that are observable, research should identify
solutions that improve the visibility of S&P issues, such as
privacy icons [19, 36]. Finally, since the lack of motivation is
a main obstacle for providing S&P advice, future work should
identify and validate techniques that motivate S&P adepts.
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A Study I: Interview Study

A.1 Interview Demographics and Screening
In this section. we provide detailed demographics from the interviews (Table 1) and screening data (Table 2).

Table 1: Demographics of the interview sample.
ID age gender occupation highest education

P1 29 f PhD Student Master Degree
P2 43 m Computer Scientist Diploma
P3 34 m Researcher at University PhD or higher
P4 56 m Production Plant Manager Master Degree
P5 25 m Student Bachelor Degree
P6 23 m Student Bachelor Degree
P7 22 m Intern in a company & student Bachelor Degree
P8 53 m Head of IT Apprenticeship
P9 21 f Student High School Diploma
P10 22 m Student High School Diploma
P11 25 m Development Engineer Master Degree
P12 48 m System Administrator High School Diploma
P13 21 m Student School Student

Table 2: Screening of the interview sample.
median minimum maximum percentile

25 50 75

SEBIS_Device Securement 4.5000 4.00 5.00 4.2500 4.5000 4.7500
SEBIS_Password Generation 4.2500 3.00 5.00 3.5000 4.2500 4.3750
SEBIS_Proactive Awareness 3.6000 2.80 4.60 3.4000 3.6000 4.3000
SEBIS_Updating 4.3333 3.00 5.00 3.8333 4.3333 4.6667
SA6 3.8333 3.00 4.83 3.3333 3.8333 4.2500
ATI 5.1111 3.00 5.78 4.7222 5.1111 5.3333
IUIPC8_Control 6.5000 3.50 7.00 5.7500 6.5000 6.7500
IUIPC8_Awareness 7.0000 4.00 7.00 6.2500 7.0000 7.0000
IUIPC8_Collection 6.2500 3.75 7.00 5.0000 6.2500 6.8750
OPLIS_Knowledge 4.0000 2.00 5.00 3.5000 4.0000 5.0000
OPLIS_Technical Aspects 5.0000 4.00 5.00 5.0000 5.0000 5.0000
OPLIS_Law 3.0000 0.00 4.00 2.0000 3.0000 4.0000
OPLIS_Protection 4.0000 1.00 5.00 2.0000 4.0000 4.0000

Note: Cut off scores were SEBIS (average of all scales): 3.7, SA6: 3, ATI: 3, IUIPC-8 (average of all scales): 3.7, OPLIS (average of all scales): 2.5. Please
note that these are the absolute lowest limits, but the values of most participants were significantly higher. We also considered the whole picture and made sure
that someone scoring low on one scale (e.g., privacy concerns) scored considerably higher on other scales, e.g., security behavioral intention.

A.2 Interview Guide
• Welcoming the participant

• Security and Privacy Behavior

– What do you do to protect your S&P in everyday life?

– Do you share this behavior in interactions with others? Do others recognize your S&P in everyday life?

– How do others react to it?

– How do you feel when others respond to your behavior?

– Is this a topic of conversation? (E.g., refraining from using social networks, or use of certain messengers)

– Have there ever been situations where others reacted with surprise to your S&P behavior?

– Have there ever been situations where you felt uncomfortable acting according to your S&P ideas?

* How did you resolve this?

* What did you take away from this for future situations?
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– In conversations, do you generally hold an S&P opinion, e.g., about using certain products and services?

* (If yes:) How do you feel about this?

* (If not:) Why not?

• Interference

– Do you ever observe insecure or privacy-unfriendly behavior in others?

* Could you give an example?

* What are your thoughts and feelings about it?

* Do you intervene in the other person’s behavior?
· (If yes:) How and why?
· (If no:) Why not?

* Do you potentially fear of coming across as arrogant?

* Do you potentially fear of coming across as preachy?

• Advice

– Do others ask you for advice about S&P?

* Who?

* About what specifically?

* How do you respond to that?

* Can you give examples for what advice you give?

• Responsibility

– Do you feel responsible for the S&P of others?

* Of whom?

* Why?

* How does this affect your behavior?

– Do you engage in "digital housekeeping" with relatives or friends?

– Do you share news about changes (e.g., new privacy regulations, E2E encryption), data breaches, or security incidents?

* (If yes:) With whom and why?

* (If not:) Why not?

• Bad experiences

– Have you ever had a bad experience giving S&P advice to someone?

– Have you ever had a bad experience when intervening without being asked?

– Are you afraid that intervening might somehow be socially inappropriate/awkward?

– Are you afraid that it might strain social relationships if

* People are annoyed by interventions?

* You notice that people don’t follow your advice?

– Are you afraid that helping might be too much work/you will be asked all the time in the future?

– Are you afraid that you don’t know some things and that this will damage your reputation as an expert?

• Perception

– Would you say that others think you are an S&P expert?

– Why do others think you are an S&P expert?

– Generally regarding own behavior or when interfering/advising others ...

* ... are you sometimes afraid of coming across as paranoid/as a "tin foil hat wearer"?
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* ... are you sometimes afraid of coming across as a tech nerd?

* Would you say that S&P expertise has anything to do with gender? Is being an S&P expert different for women
than for men?

– Repertory Grid: With which characteristics would you describe someone who ...

* ... behaves too insecurely?

* ... behaves in just the right secure way?

* ... behaves too securely?

* ... behaves too privacy-unfriendly?

* ... behaves in exactly the right privacy-friendly way?

* ... behaves too privacy-friendly?

• End and reimbursement

A.3 Codebook

The codebook is available at https://www.arbing.psychologie.tu-darmstadt.de/media/ag_arbeits_und_ingenie
urpsychologie/responsive_design/forschungsergebnisse_1/TheNerdFactor_Codebooks.pdf.

B Study II: Co-Creation

B.1 Workshop Demographics and Screening

In this section, we provide detailed demographics from workshops (Table 3) and screening data (Table 4).

Table 3: Demographics of the co-creation sample. Please note that P1WS1 refers to Participant 1 from the first workshop, P1WS2
to Participant 1 from the second workshop etc.

ID age gender occupation highest education

P1WS1 31–35 m Employed Full-time & Privacy Officer Bachelor Degree
P2WS1 26–30 f Scientific Employee Master Degree
P3WS1 31–35 m Post-doc Researcher PhD or higher
P4WS1 26–30 m Usable Security Researcher (PhD) Master Degree

P1WS2 31–35 f Post-doc Researcher PhD or higher
P2WS2 26–30 m Software Developer Master Degree
P3WS2 31–35 m Post-doc Researcher PhD or higher

P1WS3 26–30 m Doctoral Candidate Master Degree
P2WS3 31–35 f Post-doc Researcher PhD or higher
P3WS3 36–40 m Professor, computer science PhD or higher
P4WS3 26–30 f Usable Security Researcher (PhD) Master Degree

Table 4: Screening of the workshop sample.
median minimum maximum percentile

25 50 75

SA6 3.6667 3.00 4.67 3.1667 3.6667 4.3333
ATI 4.5556 2.89 5.78 4.1111 4.5556 5.2222
IUIPC8_Control 6.0000 5.00 7.00 5.5000 6.0000 7.0000
IUIPC8_Awareness 7.0000 6.00 7.00 6.5000 7.0000 7.0000
IUIPC8_Collection 6.5000 3.25 7.00 5.5000 6.5000 6.7500
OPLIS_Technical Aspects 5.0000 4.00 5.00 4.0000 5.0000 5.0000

Note: Cut off scores were SA6: 3, ATI: 2.7, IUIPC-8 (average of all scales): 3.7, OPLIS: 4. Please note that these are the absolute lowest limits, but the
values of most participants were significantly higher. We also considered the whole picture and made sure that someone scoring low on one scale (e.g., privacy
concerns) scored considerably higher on other scales, e.g., knowledge about technical privacy aspects.
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B.2 Workshop Guide
• Welcome (3 min)

• Icebreaker (7 min):

– paint your current mood on Mural (paint & introduce)

– meanwhile small talk about social S&P situations

• Introduction to the topic (2 min)

• Brainstorming: Facilitators and obstacles, using the miracle question

• Formulate "How Might We" question (2 min)

• Develop solutions: 5-3-4

– everyone creates 3 ideas on sticky notes (writing and/or drawing)

– after 3 min: go clockwise, everyone creates 3 more ideas (inspired by existing or new), repeat until rotation is complete

– Remember: The target group is you! You should develop solutions that help you to support others.

• Short presentation of your own thoughts (1 min each), everyone can ask comprehension questions until all ideas are
reasonably clear

• Decision: Dotmocracy with How-Now-Wow matrix

• Discussion: everyone explains what they think is good and why and what is difficult and why, then open discussion where
wow ideas can be developed into solutions

• Wrap up, farewell, payment

B.3 Codebook
The codebook is available at https://www.arbing.psychologie.tu-darmstadt.de/media/ag_arbeits_und_ingenie
urpsychologie/responsive_design/forschungsergebnisse_1/TheNerdFactor_Codebooks.pdf.
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Abstract
OpenPGP is one of the two major standards for end-to-end

email security. Several studies showed that serious usability
issues exist with tools implementing this standard. However,
a widespread assumption is that expert users can handle these
tools and detect signature spoofing attacks. We present a user
study investigating expert users’ strategies to detect signature
spoofing attacks in Thunderbird. We observed 25 expert users
while they classified eight emails as either having a legitimate
signature or not. Studying expert users explicitly gives us an
upper bound of attack detection rates of all users dealing with
PGP signatures. 52% of participants fell for at least one out
of four signature spoofing attacks. Overall, participants did
not have an established strategy for evaluating email signature
legitimacy. We observed our participants apply 23 different
types of checks when inspecting signed emails, but only 8 of
these checks tended to be useful in identifying the spoofed or
invalid signatures. In performing their checks, participants
were frequently startled, confused, or annoyed with the user
interface, which they found supported them little. All these
results paint a clear picture: Even expert users struggle to
verify email signatures, usability issues in email security are
not limited to novice users, and developers may need proper
guidance on implementing email signature GUIs correctly.

1 Introduction

Signatures can provide end-to-end protection of the authen-
ticity and integrity of email messages. Yet, Müller et al. [19]
showed that verifying email signatures and displaying the

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
August 7–9, 2022, Boston, MA, United States.

result of the verification in a graphical user interface (GUI) is
very challenging. Among others, they described weak signa-
ture forgeries that mimic GUI elements of a valid signature
closely, but not perfectly. Upon close inspection, the user
can detect that the GUI elements are fake. For example, they
used HTML and CSS to include a green signature validation
banner, but the fake banner was positioned incorrectly and did
not provide the interactivity of the original. They classify the
forgery as weak because they argue that vigilant users can de-
tect it. In this work, we examine a subset of their attacks and
attempt to answer the following question: Which strategies
do users employ to detect email signature spoofing, and how
susceptible do these strategies leave them to these attacks?

We answer this question by interviewing expert users of
Thunderbird, who frequently use signatures and are familiar
with public-key cryptography, digital signatures, and their
email clients. We conducted a user study with participants
drawn from attendees of FOSDEM 2020 – a European open
source developer conference that also hosted an OpenPGP key
signing party. Two pre-studies at the Chaos Communication
Camp and Congress in 2019 informed the design of this study.

Our study participants were asked to use Thunderbird and
its OpenPGP-plugin Enigmail to inspect eight semantically
identical emails. Four of these emails contained a valid sig-
nature, and four contained an invalid signature. The invalid
signatures were forgeries similar to the weak forgeries in [19].
The participants had to decide whether a signature was legiti-
mate or not. As they were expert users, this gives an upper
bound on how well users can detect such attacks.

Our results indicate that even expert users have no effective
strategies to detect email signature spoofing attacks, leading
to 52% of our participants failing to detect at least one out of
four forged email signatures. Our participants’ checks were
diverse: They applied 23 different checks when inspecting
the attack emails. Of these checks, only 8 tended to be helpful
to identify spoofed signatures. Also, the GUI often startled or
perplexed the participants.

To counter the lack of effective user strategies to detect
email signature spoofing attacks and the resulting suscepti-
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bility to these attacks, email clients should offer guidance
to users so they perform the most effective checks and are
deterred from making ineffective ones. The GUI should make
affordances [21] immediately apparent. We believe a way
forward is to follow the results pertaining to supporting devel-
opers [18] and offer guidance to developers of email clients in
creating GUIs that actively support users in detecting attacks.
The core contributions of our research are:

• We give an overview of the checks expert users apply in
their strategies to verify email signatures (section 5.1)
and assess the usefulness of these checks to detect weak
forgery attacks (section 5.2).

• We present the first upper bound baseline regarding ex-
pert users’ performance in email signature spoofing de-
tection (section 5.3).

• We present an overview of usability issues and how these
prevent effective detection of spoofed signatures and
instead increase user risk and uncertainty (section 5.5).

• We make the study materials, research artifacts, and
evaluation tools available as open-source.1

2 Background on Email and OpenPGP

Emails [5] consist of two parts, a header and a body, where
the header is a list of (name, value) fields and the body is
ASCII text. The header contains the sender address, recip-
ient address, and other metadata, while the body contains
the actual content of the message. With MIME [9], emails
internally become a tree-structure that can contain not only
text but also other data types such as images, attachments, and
digital signatures as defined in the OpenPGP standard [3, 7].

Verifying Email Signatures When rendering an email, the
client has to clearly communicate each signature’s validity,
origin, and scope through the GUI to the user. This can be very
difficult. Most email clients do not attempt to handle all signed
parts at any layer but instead support only a single signed
element, omit the scope of the signature, omit information
about the signer, or otherwise simplify the process. Such
clients require additional security checks.

OpenPGP Signer vs. Email Sender OpenPGP does not
require that the signer’s identity is identical to the sender in
the email header. A secure email client should either enforce
that the sender and signer have the same email address, in
which case they can omit the signer identity from the signature
verification result, or include the signer identity in the result,
in which case the user is responsible for checking it.

OpenPGP Key Management Any digital signature could
have been generated by anyone at first sight. To make
signatures useful in the context of email, the signing key
has to be bound to a user identified by an email address.

1https://github.com/SECUSO/email-signature-expert-study

Early OpenPGP implementations favored decentralized key
management requiring manual validation, either directly or
through the Web of Trust. Today, many users expect auto-
matic key validation, and the most popular solution is the
centralized key server keys.openpgp.org with 290k keys (Feb.
2022), where the email address is validated by sending a reg-
istration link. In addition, various domain-based proposals
exist, such as DNS TXT records, DNSSEC/DANE [40], or
HTTPS via the Web Key Directory (WKD).

3 Related Work

Human Aspects of Secure Email In their seminal work
in 1999, Whitten and Tygar [38] evaluated the usability of
PGP 5.0 in the Eudora email client with a cognitive walk-
through and user test (12 novice users). They demonstrated
several serious usability issues. Follow-up works by other
authors have studied PGP 9.0 in Outlook Express (pilot study
with six novice users) [32], PGP support in Mailvelope (20
student participants) [28], and PGP support in Outlook 2016,
Thunderbird and Maildroid (12 participants) [23], as well
as with Enigmail and Mailvelope (52 non-technical partici-
pants) [16]. Due to these usability issues, it was found that
while users want to use secure email [25] and find it impor-
tant [22], adoption of email standards like OpenPGP and
S/MIME is low.

Besides usability issues, the key management is often iden-
tified as a reason for the low adoption [22, 35]. One proposed
mitigation of these key management issues is the automation
of the related tasks [2, 11, 27]. For example, Garfinkel et
al. [10] propose to accept all keys and only notify the user
if the key differs from a previously used one. However, au-
tomation can have negative effects, as Ruoti et al. [29] note.
Another solution proposed by Roth et al. [24] is rather to use
in-person verification than trust certificate authorities. Lerner
et al. [15] proposed combining this social approach with au-
tomation using Keybase, a service allowing users to link
their public keys and social media accounts. Their proposal
“Confidante” was well received by the study participants and
reduced the time spent on key management while reducing
the number of critical errors. Unfortunately, none of these
proposals have been adopted, which means that the key man-
agement issues remain. The focus of our paper, however, is
on the potential usability issues for expert users.

Several researchers have investigated how the usability is-
sues can be addressed. Tolsdorf and Lo Iacocno [37] proposed
to use persuasive design to improve the design of secure email
GUIs. Ruoti et al. [26] found several ways to increase un-
derstanding of email encryption: a short delay and dialogue
when encrypting or decrypting emails, a dedicated composer
for encrypted emails (separate from the composer for unen-
crypted emails), and tutorials. Lausch et al. [14] analyzed the
usability of novel security indicators in email clients and iden-
tified envelopes, torn envelopes, and postcards as promising
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candidates for future designs. However, text indicators might
be enough: Stransky et al. [34] found in their comparison of
several security indicators that simple text labels such as “en-
crypted” are as effective. Furthermore, their results indicate
that icons can even lead to negative perceptions of the users.
Gaw et al. [12] give an example of how a bad design can lead
to annoyance. They found that the practice of connecting the
encryption status of an email to the urgency status of that
email led users to avoid encryption for regular emails.

One may argue that McGregor et al. [17] already studied
expert users in the context of secure email communication.
However, their focus was on encryption, while our focus is
on signed emails and expert users’ ability to detect email
signature spoofing attacks. In their investigation of the tools
used by journalists in the year-long “Panama Papers” project,
they found that the tools used were perceived as highly usable
and useful by the involved journalists, allowing them to meet
confidentiality goals for the entire duration of the project.

Email Signature Spoofing Research indicates that signa-
tures might be at least as desirable for users as encryption.
Reuter et al. [22] found that the primary concern in terms
of secure email is protection against others impersonating
a trustworthy sender. The authenticity provided by digital
signatures can fulfill exactly this role.

Müller et al. [19] describe three classes of weak signature
spoofing attacks that can be detected by users of email clients:
(1) UI Attacks are directed at the presentation of signature val-
idation results in the email client. The attacker crafts an email
containing an image that mimics a legitimate signature vali-
dation. (2) ID Attacks are directed at the potential mismatch
between the sender and the signer of an email. An attacker
creates a legitimately signed email with the attacker’s key and
then manipulates the email headers such that the signature
looks like it was made by the sender instead. (3) MIME At-
tacks are directed at the complex MIME processing in email
clients. The attacker gets a legitimately signed email from the
victim and then constructs a new email that shows the same
signature for a different content.

Other attacks on email signatures include covert content
attacks [20], where an attacker attempts to acquire legitimate
signatures unbeknownst to the signer, and spoofing attacks at
the transport level for DKIM signatures [4]. However, these
two types are not in the scope of our research.

4 Methodology

This research aims to investigate the strategies of expert
users when deciding whether a signature is legitimate (i.e., a
valid signature from the correct sender) and which individual
checks these strategies comprise.

4.1 Research Questions

Our investigation is guided by five research questions:

RQ1 [Checks & Strategies]
(a) Which checks do experts of OpenPGP email signatures
in Thunderbird apply to discern legitimate from illegitimate
signatures?
(b) How does the participants’ overall strategy for the ap-
plication of the checks look like?

RQ2 [Usefulness of Checks]
(a) Which checks helped participants to correctly discern
legitimate from illegitimate email signatures?
(b) Which checks did not help participants to correctly dis-
cern legitimate from illegitimate email signatures?
(c) Which checks used by the participants pushed partici-
pants to incorrect decisions when discerning legitimate from
illegitimate email signatures?

RQ3 [Performance of Participants]
Were experts successful in detecting attacks, i.e., discerning
legitimate from illegitimate email signatures?

RQ4 [Predictability of Success]
(a) Is it possible to predict the outcome of discerning le-
gitimate from illegitimate email signatures based on the
outcome of the SA-6 scale?
(b) Is it possible to predict the outcome of discerning le-
gitimate from illegitimate email signatures based on the
outcome of the RSeBIS scale?
(c) Is it possible to predict the outcome of discerning le-
gitimate from illegitimate email signatures based on self-
reported expertise with email signatures?
(d) Is it possible to predict the outcome of discerning le-
gitimate from illegitimate email signatures based on the
self-reported frequency of OpenPGP usage in Thunderbird?

RQ5 [User Perceptions]
How did participants perceive the process of investigating
the legitimacy of message signatures?

4.2 Study Design
Two pre-studies informed the design of our main study.

4.2.1 Ethics

While our institutions did not mandate ethical approval for
this study, our study fulfills all requirements of our institutions
regarding studies with humans. The study procedure and data
collection was approved by the data protection authority, also
ensuring data minimization. The study had an informed con-
sent form (see appendix A.1), explaining how to withdraw
from the study and including a privacy policy. Participants
received a debriefing, where the attacks were explained and
any remaining concerns or questions of the participants were
addressed. Additionally, we provided our contact data to par-
ticipants in case of further questions or concerns. The video
and audio recordings, as well as the questionnaire responses,
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were encrypted when stored or in transit. Only researchers
approved by our data protection authority had access.

4.2.2 First Pre-Study

The goal of the first pre-study was to identify the most widely
used email clients and signature standards among our target
participant group of expert users. This study was held at the
summer camp 2019 of the Chaos Computer Club (CCC) in
Germany, attended mainly by IT security enthusiasts and inter-
net activists. Participants were recruited by approaching them
on the campground and asked on the spot how often they use
OpenPGP and S/MIME signatures and which email clients
they use. We collected data from 23 participants. The results
showed that Thunderbird with Enigmail was the most popular
option, with 12 participants stating to use it regularly. Other
options might have yielded insufficient sample sizes in our
main study. Therefore, we focused on OpenPGP signatures
in Thunderbird with Enigmail for our study.

4.2.3 Selection of Attacks for the Study

Based on the decision to focus on OpenPGP signatures in
Thunderbird (68.4.1) with Enigmail (2.1.5), we designed a
set of four attack emails with illegitimate signatures for this
specific scenario. These four attack emails are loosely based
on the “weak forgery” class described in [19]. Our study
covered the UI redressing and ID attacks, and we added a new
typo-domain case. Due to time constraints, MIME attacks
were excluded. Other attacks in [19] were perfect forgeries at
the cryptographic API layer and not relevant to our study. In
detail, the eight used emails were as follows (cf. figure 1):

Legitimate (4x) Email with a legitimate signature. Enig-
mail shows a green bar “Good signature from Bob
<bob@code-audit.org>”. An extended view of this email
using all GUI elements is depicted in figure 2.

Broken-Signature (1x) Email with a broken signature.
Enigmail shows a yellow bar “Unverified signature”.

Redressing (1x) Email with an inline image of Enigmail’s
original green bar at the top of the email body. The sim-
ulated bar shows a green bar “Good signature from Bob
<bob@code-audit.org>” and scales with the window but
does not react to mouse clicks.

Conflicting-Signer (1x) Email signed by a different, easy
to spot identity. Enigmail shows a green bar “Good
signature from Celine <celine@example.org>”.

Conflicting-Signer-Subtle (1x) Email signed by a different,
hard to spot identity. Enigmail shows a green bar “Good
signature from Bob <bob@code-audil.org>”.

These messages are meant to imitate the work of an attacker,
who can can send and arbitrarily modify email messages.
They can also create new identities and have public keys for
these new identities placed as trusted in Alice’s keychain (to
emulate key validation automation like WKD).

(a) Legitimate

(b) Broken-Signature

(c) Redressing

(d) Conflicting-Signer

(e) Conflicting-Signer-Subtle, note the ‘l’ instead of ‘t’

Figure 1: Legitimate email and attack emails as displayed in
Thunderbird 68.4.1 using Enigmail 2.1.5.
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Figure 2: Overview of the Thunderbird 68.4.1 and Enigmail 2.1.5 GUI.

Our study aimed to evaluate the email client security in-
dicators. All test emails were constructed such that their
legitimacy could be deduced by only using the GUI elements.
It was not required to inspect the source code or make further
assumptions about the email context to identify the invalid
signatures. All email messages had identical headers and text
to ensure that our expert users focus on the available GUI
elements when evaluating email signature’s legitimacy. The
GUI elements are depicted in figure 2. Additional technical
descriptions of the attacks can be found in appendix C.

To our knowledge, there are no well-established strategies
what security checks users should perform and in which order.
The following strategy would at least uncover the attacks in
this study: First, check that the banner shows a valid signature.
Second, check that the banner is the correct indicator in this
email client and that the banner is at the right location. Third,
check that the signer and the sender are identical.

4.2.4 Study Procedure

Our goal in designing the study procedure was to allow the
participants as much freedom as possible and to perform all
the checks they normally would and capture their thoughts.

Therefore, we decided to use a think-aloud protocol [39] and
have the participants perform all study tasks on a prepared
study laptop, where they could inspect all emails in a fully
functional Thunderbird instance. All instructions and ques-
tionnaires were shown in a Firefox browser on this laptop and
were implemented as surveys on the SoSciSurvey2 platform.

Our study consisted of four parts (see figure 3). A Python
script automated progression between the parts and started
the screen and audio recording at the start of the third part.

Part 1 - Informed Consent and Explanations The partic-
ipants had to consent to their participation and the analysis of
their data (cf. appendix A.1.1). They received the instructions
(cf. appendix A.1.2), including that their task would be to as-
sess the legitimacy of email signatures. They were thus fully
primed and the detection rates represent upper bounds. We
discuss this design decision in section 4.4. To progress to the
second part and start the actual decision tasks, the participants
had to close the Firefox browser (cf. figure 3).

Part 2 - Introductory Questionnaire Participants had to
fill an introductory questionnaire (see appendix A.2). It

2https://www.soscisurvey.de/
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Figure 3: Overview of the four parts of our study.

queried whether the participant had participated in one of our
previous studies. Those participants were not eligible to pro-
ceed. Furthermore, the questionnaire included five questions
to measure the participants’ self-reported expertise with email
encryption and signatures and one question on how often they
use OpenPGP encrypted and signed emails in Thunderbird
on average. The questionnaire ended with instructions for
the third part. Therein, participants were asked to vocalize
all thoughts and describe what they are doing during the as-
sessment tasks, beginning from the moment they see the first
email up to the point when they have made their decision re-
garding the legitimacy of the last of the emails. The detailed
instructions can be found in appendix A.1.2. Again, partici-
pants would proceed to the next part by closing the Firefox
browser displaying the questionnaire (cf. figure 3).

Part 3 - Assessment of Emails The participants were in-
structed to judge if a given email message was legitimately
signed by bob@code-audit.org. All participants saw all eight
emails listed in section 4.2.3 in a random order. The email
messages were shown one at a time. The random order served
to minimize any ordering bias. The Thunderbird interface
was reset after each email message so that there was only one
message in the inbox at any time, and participants could not
jump back and forth between messages. During this part of
the study, we captured the laptop screen and recorded audio
of the participants thinking aloud. If the participants did not
say anything, the experimenters reminded the participants to
vocalize and explain their thoughts and actions. After inspect-
ing each email message, a short questionnaire popped up, in
which the participants could indicate their decision about this
message and optionally note any issues they encountered.

Part 4 - Closing Questionnaire The closing questionnaire
included the Refined Security Behavior Intentions Scale (RSe-
BIS [30]) and the Security Attitudes scale (SA-6 [8]).

4.2.5 Second Pre-Study

We performed a second pre-study to pilot the study procedure
described above. This second pre-study was held at the Chaos
Communication Congress 2019, attended by an audience
very similar to the summer camp. Participants were recruited
by approaching attendants directly and handing out leaflets.
Overall, we performed nine full runs of the OpenPGP study
procedure. These runs allowed us to improve the setup and the

emails the participants inspected. For example, some partici-
pants falsely classified emails as illegitimate due to missing
trace headers, i.e., Received, or other artifacts that we did
not anticipate. These issues were corrected for the final study
and steered the participants towards focusing on the graphical
security indicators. Also, we addressed a data recording issue
preventing full recordings for the think-alouds.

4.2.6 Main Study

We conducted our main study at the Free and Open Source De-
veloper Meeting (FOSDEM) in February 2020 in Brussels.3

Like the CCC venues, this event is attended by IT specialists,
but with a focus on Open Source rather than IT security.

Participants were recruited similarly to the second pre-
study by approaching attendees directly and using leaflets.
Additionally, FOSDEM 2020 hosted a room for Mozilla with
a scheduled talk on Thunderbird development, and one of
the co-located events at FOSDEM was a large OpenPGP
key signing party. We used both of these opportunities for
recruiting. If an attendee was interested in participating in
our study, they were asked if they frequently use Thunderbird
with Enigmail (OpenPGP) and if they already had participated
in our pre-studies. Those that had were excluded. Similarly,
participants who stated not to use Thunderbird with OpenPGP
frequently were excluded. We then explained the study’s goal
and the task participants would have to perform.

Overall, we conducted think-aloud sessions with 33 par-
ticipants. Of these 33 participants, two had to be excluded
since their questionnaire data indicated they did not use Thun-
derbird, three were excluded since they could not be consid-
ered expert users (scored lower than 2 on average in our self-
reported expertise questions with no individual value larger
than 2), two were excluded due to interruptions by third-party
attendees, and one was excluded due to missing consent (pre-
sumably in error). This left us with 25 valid recordings of
think-aloud sessions of expert users classifying signatures.

4.3 Analysis
Qualitative Analysis The think-aloud recordings were tran-
scribed, including the mouse cursor actions and dialogues ap-
pearing on screen. Then qualitative analyses were performed

3Note that this was before the COVID-19 pandemic started, and in-person
studies were still unproblematic: https://archive.fosdem.org/2020/
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using an inductive coding approach [36] with two indepen-
dent coders. The two coders created the codebook based on
the research questions (cf. section 4.1) and an initial coding
of three transcripts. Both coders coded five more transcripts
to ensure inter-rater reliability (IRR). As a measure for IRR,
Krippendorff’s α was used. The value of α = 0.71 indicates
a moderate IRR, which is acceptable given our unstructured
think-aloud data and the exploratory nature of our study. The
remaining 17 transcripts were coded independently, eight by
one coder and nine by the other. The coders met to discuss
changes or additions to the codebook as they arose from newly
coded transcripts. The final codebook contained 69 codes in
seven categories (see appendix B for the full codebook).

Quantitative Analysis For the SA-6 and RSeBIS scales and
our self-reported expertise questions, the mean of all values
for each participant was used in the correlation analyses. For
the frequency of use, the answer for each participant was
normalized to days per year.

4.4 Limitations

Our participants were sampled from a non-diverse group of
people attending FOSDEM in person. As the conference was
in Brussels, we expect the participants to be primarily from
Belgium and adjacent countries. Therefore, our results might
not generalize to other populations. The quantitative results
would benefit from a larger sample. Yet, further data collec-
tion was prevented by the onset of the COVID-19 pandemic.

Participants were self-selected based on leaflet advertising
and word of mouth. We asked participants to not share details
of the study with others, but could not control communication
between the participants and attendees outside the study. We
did not observe any reactions of one participant to another.

Our participants were explicitly tasked with identifying
whether a given email signature was legitimate or not. Thus,
they were likely to check more thoroughly than under real-
world circumstances. Priming our participants in this way was
intentional. We wanted to capture our participants’ strategies
validly even in the first email. We decided that priming our
participants to use these strategies throughout the study would
be the prudent way to collect this data. Our findings can thus
be seen as an upper bound of the expert users’ capabilities.
Six participants even mentioned at least once during the ex-
periments, after identifying an attack, that they might fall for
this in real life: “But I don’t usually do these checks unless I
know I am actively being targeted, like right now.” -P6.

For our qualitative analysis, we rely on think-aloud data,
which does not guarantee a complete insight into our partic-
ipants minds and reasoning. We cannot rule out that some
checks were not verbalized and are thus missing in our data.

Finally, the delay in our research due to the COVID-19 pan-
demic has seen Enigmail being integrated into Thunderbird,
and as a result, the GUI changed. We describe these differ-
ences and discuss their impact on our results in section 6.

# Checks n

Not related to PGP signatures
1 Header Information 113
2 Mail Content 41
3 Mail is Classified as Junk 1
4 Mail is Encrypted 1

Related to Redressing Attacks
5 GUI Behaves Unexpectedly 31
6 Alternative Message Views 8

Related to Enigmail GUI
7 Banner Indicator 116
8 Compare Signer to Sender 54
9 Security Info Statement 43

10 Fingerprint 39
11 Letter Icon Status 17
12 Banner Position 15
13 Banner Signer 15
14 Signature Date 14
15 Crypto Algorithms 4

Related to Key Management
16 Sender’s Key 22
17 Signer’s Key is Signed with Own Key 11
18 Key Property Trust Statement 8
19 Key Validity 6
20 Key is in Keyring 5
21 Keyring 5
22 Key Creation Date 3

Mail Source
23 Mail Source 86

Proposed Checks
1∗ Compare Fingerprint to Known One 11
2∗ Mail Source 7
3∗ Fingerprint 6
4∗ Out of Band Verification 4
5∗ Recheck with GPG on Command Line 3
6∗ Keyring 2
7∗ Key Revocation 1
8∗ Signature Date 1

Table 1: Overview of the checks applied by our participants
and how often they were applied. The checks are grouped
regarding the five categories that emerged from the coding
and sorted in descending order of their frequencies. The
“Proposed Checks” at the bottom of the table are the checks
that participants talked about but did not perform.

5 Results

In the following, we present the results of our study regarding
the five research questions outlined in section 4.1.

5.1 RQ1: Checks & Strategies
5.1.1 Checks Applied by Participants

We identified 23 distinct checks in the transcripts of the 25
think-aloud sessions (cf. table 1). The checks are generally
named after the information or GUI element that is inspected
by the participant. See figure 2 for an overview of Thun-
derbird’s GUI. Participants applied on average 9.8 distinct
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checks (median: 10, sd: 2.5) across all emails. Overall, the
23 checks were applied 659 times by our participants, with
an average of 3.3 (median: 3, sd: 2.0) checks per email.

From the qualitative coding, five categories of checks
emerged: (1) checks based on information not related to
OpenPGP signatures, (2) checks based on information related
to redressing attacks, (3) checks based on information related
to the Enigmail GUI, (4) checks related to key management,
and (5) checks based on inspecting the email source code.
In the following, we discuss the checks in each category. In
addition to the checks applied during the study, participants
also proposed additional ones. These proposed checks will
be discussed at the end of this section.

Checks Not Related to OpenPGP Signatures These
checks are not related to the signatures at all. They are based
on inspecting information even found in emails without sig-
natures. Checking the Header Information is the most fre-
quently applied check in this category with 113 applications.
It includes all the header information displayed in Thunder-
bird’s GUI, e.g., sender, recipient, subject, or date and time.
The Mail Content was inspected 41 times. The remaining
two checks, i.e., whether the Mail is Classified as Junk and
whether the Mail is Encrypted were both applied only once.
None of these checks can detect the attacks in our study.

Checks Related to Redressing Attacks The following two
checks are not related to email signatures but allow detecting
the Redressing attack. The most frequently applied check
is a reaction when the UI Behaved Unexpectedly, which oc-
curred 31 times. Usually, the first encounter with the fake
banner prompted this check. Most participants correctly in-
terpreted the unresponsive GUI and adopted these checks for
subsequent emails. The second check in this category is in-
specting the message in an Alternative Message View, such
as in plaintext, in simple HTML, or looking at what a reply
would contain. This check was applied only eight times.

Checks Related to Enigmail GUI These checks directly
relate to the information displayed by the Enigmail GUI. The
most frequently applied check (116 times) is checking the
Banner Indicator, i.e., the statement (“Good signature”, “Un-
verified signature”, etc.) and color of the Enigmail banner,
which both essentially communicate the same information
to the user. This check can detect the Broken-Signature at-
tack. The second most frequently used check is to Compare
Signer and Sender (54 applications). This check can detect
two of the four attacks in our study (i.e., Conflicting-Signer
and Conflicting-Signer-Subtle). Another two checks that were
somewhat similarly often applied are inspecting the Security
Info Statement (applied 43 times) and checking the Finger-
print (applied 39 times). The Security Info Statement displays
information similar to the Enigmail banner and allows detec-
tion of the same attack. All remaining checks were applied
less than 20 times. Of these, checking the Letter Icon Status
is the most useful, allowing to identify the redressing attack

with a first-level GUI element. However, this check is only
possible if the user spots that this indicator is missing.

Checks Related to Key Management Some participants
ventured beyond Thunderbird to perform checks related to
their keychain. However, these checks were not used very
frequently. Inspecting the Sender’s Key (e.g., the existence
of subkeys) is the most frequent check (22 applications) and
checking whether the Signer’s Key is Signed with Bob’s Key
is the second most frequently applied check (11 applications).
All other checks were applied less than 10 times.

Checking the Mail Source Another relatively popular
check (86 applications) was inspecting the Mail Source.
While some participants just screened it in general, some
inspected specific information, such as Received headers.

Proposed Checks Participants proposed several checks
which they did not perform. Inspecting fingerprints is the
most common theme, with 11 participants stating that outside
the study setting they would try to Compare the Fingerprint
to a Known One and another six participants stating that they
might check the Fingerprint in more detail (without specify-
ing how they would perform this check). Some of the checks
were mentioned as potential further avenues but did not seem
to be required at the time, for example: “So, I see some stuff
that I could look at if I was at all suspicious that I probably
haven’t been looking at before.” -P14. Other checks were not
possible in the study, such as an Out of Band Verification: “In
this case I would call Bob on the phone.” -P10.

5.1.2 Overall Strategy for Application of Checks

Figure 4 exemplifies how our participants transitioned from
one check to the next for the Redressing email. While a path
with just two checks emerges, when following the transitions
with the highest probabilities (participants realize that the
GUI Behaves Unexpectedly and then inspect the Mail Source),
figure 4 illustrates how participants did not seem to follow
a pre-determined path for every mail. Only three of our 25
participants took this direct path, as expected from the prob-
abilities. Instead, each new email was the start of a treasure
hunt, as we watched our participants explore the Enigmail
GUI. Consequently, there was a great variety in the order
that checks were applied. Among the 42 transitions between
checks we observed for the Redressing email, only in four
instances are the transition probabilities above 50%. Often it
seemed that participants were not sure what they were look-
ing for next, as illustrated by P6 when they, after opening a
dialog containing details of the signing key, uttered “I don’t
know why I check this. . . ”. This lack of a common strategy
is consistent across all attacks (cf. appendix F). There is
one exception to this though: if a participant checks the Mail
Source, it is most frequently the last check they perform. This
is, however, contrasted by many checks with a high fan-out
and similar probabilities for the subsequent checks.
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Figure 4: Participants’ transition probabilities from one check
to another for the Redressing email. The most likely transition
after each check is drawn in bold and red. Due to rounding,
the probabilities for each node might not add up to 100%.

From inspecting the transition graphs of each email, a few
additional relevant observations become apparent. For the
Broken-Signature email, participants did not seem to trust the
Banner Indicator check. Instead, when following the path
of highest probabilities, participants would also check the
Security Info Statement. This is noteworthy since the word-
ing regarding the signature’s validity differs slightly in these
two checks. While the Enigmail banner reads “Unverified
signature”, the statement in the security info dialogue reads
“Bad signature”. The latter seems to have had a much stronger
impact on the participants’ decision. Participants’ suspicion
might also have been caused by them being primed.

For the Redressing attack, both first-level Enigmail GUI
elements are present among the checks: The banner and the
letter icon. However, while the (spoofed) banner is among
the first elements our participants checked, the Letter Icon
Status is only ever checked after other checks were performed.
This illustrates how a missing security indicator poses prob-
lems and might not be recognized by the participants, which
replicates findings from other domains [6, 31].

For the Conflicting-Signer and Conflicting-Signer-Subtle
email, several participants needed only one check, namely to
Compare Signer to Sender. For the Conflicting-Signer attack
this even represents the path with the highest probability (cf.
figure 11 in appendix F).

5.2 RQ2: Usefulness of Checks
In order to understand which checks contributed most to par-
ticipants’ detection of the attacks, we coded each of the checks
regarding whether it pushed them towards the right decision,
towards the wrong decision, or did seemingly not contribute

Figure 5: How the checks influenced participants’ decision for
the emails with illegitimate signatures. Checks from table 1
not appearing here were only applied in the legitimate case.

to the decision (neutral). The latter case occurred in particu-
lar when participants could not interpret the information they
checked, e.g.: “I don’t know what it what it [sic.] means, does
it mean the signature does not match the content of the body
or does it mean there is no trust part. That’s unclear.” -P16.
We leave instances where participants did not comment on a
certain check out of the analysis to not introduce unnecessary
interpretation and bias into our results.

Figure 5 gives an overview of how each check influenced
the decision of the participants when inspecting the emails
with illegitimate signatures. Unsurprisingly, the checks based
on information not related to email signatures are among
the least effective. Two of the checks based on information
provided by Enigmail or information found in the keyring, i.e.,
checking the Crypto Algorithms and checking whether the
Signer’s Key is Signed with Bob’s Key, did not prove useful
to the participants either. However, they were rarely used.

The most frequently applied check Banner Indicator
pushed our participants as often towards a correct decision
as it did towards an incorrect decision. This points towards
severe issues with this most prominent part of Enigmail’s
first-level GUI elements. The issues arise when we look
at the decisions for the Redressing, Conflicting-Signer, and
Conflicting-Signer-Subtle emails. In these attacks, the banner
color is green, and the banner contains the text “Good signa-
ture”. For the Redressing email, the Banner Position is the
better check, but it requires the participants to know how the
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Figure 6: Overview of correct and incorrect classifications for
the valid and each of the four attack emails.

interface is supposed to look and to recognize the difference.
For the other two emails, the “Good signature” statement is
insofar misleading as it does not reflect the expectations of
the participants as will be further discussed in section 5.5.

When participants Compare Signer and Sender it mostly
guides them towards the correct decision. Making this com-
parison as easy as possible would greatly benefit detecting
the corresponding attacks. The more reliable but far less fre-
quently used first-level GUI element is the Letter Icon. It
is placed in the header area, and a click on it leads to the
also relatively helpful Security Info Statement. Thus it might
provide a better template for future designs.

Checking the Mail Source also stands out: It pushed more
participants towards an incorrect decision than a correct one.
Specifically, participants misinterpreted the information they
saw or inspected header information that did not help them.
Also, this check exhibits the highest number of neutral ratings
where participants could not interpret the information they
saw, e.g., P17 pondered : “Another weird segment. I am
probably not knowledgeable enough regarding MIME parts.”

5.3 RQ3: Performance of Participants
Figure 6 shows an overview of the correct and incorrect re-
sponses for the valid mails as well as each of the attacks. It
becomes apparent that our participants were fairly successful
in discerning legitimate and illegitimate emails. However,
overall 52% of participants failed to detect at least one of
the attacks (average 0.76 attacks per participant, median = 1,
sd = 0.97). Thus, these misclassifications are not due to re-
peated failures by a few participants, but they seem to be
fairly evenly distributed among the participants.

When looking at the attacks individually, figure 6 clearly
shows that the more intricate the attacks become, the more
difficulties even expert users have. The Conflicting-Signer-
Subtle attack was the most successful, with 40% of partici-
pants falling for it. This is likely due to two issues. Firstly,
this attack is presumed to take place after the corresponding
key for bob@code-audil.org was imported into the victim’s

RSeBIS SA-6 TE FoU CR

RSeBIS ρ 1 ∗∗.760 .341 .226 −.195
Sig. – < .001 .095 .278 .351

SA-6 ρ ∗∗.760 1 ∗∗.586 .304 .014
Sig. < .001 – .002 .139 .946

TE ρ .341 ∗∗.586 1 ∗.464 −.201
Sig. .095 .002 – .019 .336

FoU ρ .226 .304 ∗.464 1 −.091
Sig. .278 .139 .019 – .665

CR ρ −.195 .014 −.201 −.091 1
Sig. .351 .946 .336 .665 –

Table 2: Overview of the investigated Pearson correlations
ρ. In all cases n = 25. Calculations are 2-tailed. ∗/∗∗ marks
significance at the .05/.01 level. TE = Technical Expertise,
FoU = Frequency of Usage, CR = Ratio of Correct Responses

keyring, e.g., by automated key retrieval such as WKD, lead-
ing to a green Enigmail banner signaling a valid signature
to the victim. Secondly, the discrepancy between signer and
sender was minimal, with the two differing in only one letter,
which even looks similar at first glance. The effect of a more
obvious discrepancy between signer and sender can be seen in
our easier Conflicting-Signer case: only 12% of participants
fall for this attack. Similarly, 12% of participants fall for
the Redressing attack. The Broken-Signature email was still
classified as legitimate by one participant because they found
the key which was used to originally sign the (subsequently
manipulated) email in their keyring.

5.4 RQ4: Predictability of Success

We wanted to investigate whether the participants’ security
behavior intention (RSeBIS scale), security attitude (SA-6
scale), self-reported technical expertise, or the frequency of
use (uses of OpenPGP and Thunderbird per year) might be
used as predictors of the ratio of correct responses for each
participant. This investigation is considered exploratory, with
correlations between RSeBIS, SA-6 and the participants’ per-
formance deemed not unlikely and the other two constructs
being completely exploratory. Yet, from the correlation analy-
sis with Pearson’s ρ (cf. table 2), it becomes quickly apparent
that none of the measures can serve as a meaningful predictor.
In contrast, the measures seem to be predictors for each other,
particularly for RSebis and SA-6 as expected [8].

5.5 RQ5: User Perceptions

We observed many participants blaming themselves for any
possible errors or slips that might have decreased their success
in labeling the messages correctly. E.g., P18 already took it
onto themselves to write down the key fingerprint of Bob,
but then still said they did not do enough due diligence: “I
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did write down the SHA256 signature, and they didn’t match.
Something is fishy. And now I regret that I didn’t write down
the creation and expiration dates. Insufficient due diligence.”
-P18 From a usable security perspective, this seems absurd –
a tool should never expect the user to write down or compare
dates or long strings when it could just do it itself.

P24 was able to point out that in our Conflicting-Signer-
Subtle email the signer’s address had a typo. However, they
decided to label the message as legitimately signed anyway,
since they perceived Enigmail’s statement “valid signature”
to be trustworthy, outweighing their concerns about address
inconsistencies: “I think this email signature is legit [selects

“legitimate signature”]. However, the email header was some-
how, um... worked with. It’s just a guess, because I assume
that Enigmail has also correctly verified the signature that
is shown as correct. Where the discrepancy with the email
address From-field comes from, I just don’t know.” -P24. This
was, however, the only instance where a participant noticed
the address inconsistency but still went on to labeled the mes-
sage as legitimately signed.

Four participants were upset when they realized that Enig-
mail was not pointing out that that signer was different from
the sender, e.g.: I would say this one is legit. [Pause] Except
that it is signed by Celine... What?! OK. That is quite strange
that Thunderbird does not claim anything about, like, it’s
signed by a different guy than the sender! -P3. The remain-
ing participants who noticed inconsistencies between signer
and sender were mostly confused or insecure and could not
pinpoint where the issue was exactly. However, they were
able to recognize that something was off and thus labeled the
message as illegitimate, accordingly.

As mentioned in section 5.1.2, our participants did not
seem overly determined by neither having a certain, strict
click-path nor a set of known indicators to look for. Instead,
our participants were often startled, confused, or even an-
noyed when navigating the GUI elements offered to them by
Enigmail and Thunderbird. P23 simply gave up on finding
more information on the keys in their key chain after look-
ing for, but not finding it, in three different places: “[After
a very long search through Thunderbird’s settings, looking
for PGP Keys] Personally this is taking too long for me right
now. [closes settings] That’s why I cancel this [clicks on
Inbox in folder selection] and would claim the email is just
not trustworthy and stick to my first impression.”

In summary, even for our sample of expert users, the task
of recognizing illegitimate OpenGPG signatures is generally
accompanied by haphazardness and uncertainty.

6 Changes in Newest Thunderbird Version

Our study was conducted in 2020 with Thunderbird 68.4.1
and Enigmail 2.1.5. Since then, Thunderbird 78.2.1 has been
released with built-in OpenPGP support [33]. Thus, we re-
evaluated the presented attacks with the newest version of

Thunderbird (91.5.0) and discuss which study results are rele-
vant to the newest version, or for email signatures in general.

Overall Assessment of Changes Figure 7 shows a valid
email in Thunderbird 91.5.0. It uses new design elements and
the signature validity status is not as prominent as in previous
versions (cf. figure 1). The Enigmail banner and the letter icon
were replaced with one button in the header area. The button
is labeled “OpenPGP,” and an icon shows the signature status
in green color. Upon pressing the button, a new dialogue
appears. It contains a short signature status statement, the
signer key ID, and a button that allows inspecting the key and
the encryption status. While the newer interface is cleaner and
contains just one first-level and one second-level GUI element,
we also see negative properties. For example, the colored area
in previous versions was much larger (cf. figure 1), which
made the email validity more immediately apparent.

Figure 7: Legitimate email displayed in Thunderbird 91.5.0.

Relevance for Broken-Signature Email (Figure 9) The
validity status became clearer. The wording is now “Invalid”
email instead of “Unverified” email as it was previously. Also,
the red color in the icon signifies the email invalidity. On the
negative side, the colored area is much smaller.

Relevance for Redressing Email Our Redressing email has
a now obsolete design and would not work in current versions
of Thunderbird. Yet, since the validity indicator is not being
displayed for unsigned emails in newer Thunderbird versions
as well, the base issue remains. More research is needed to
determine the viability of such attacks in the new GUI.

Relevance for Conflicting-Signer and Conflicting-Signer-
Subtle Email (Figure 8) Detection of conflicting signer and
sender got easier in newer Thunderbird versions. A red lock
directly shows if the signer is not equal to the sender. Clicking
the OpenPGP symbol reports Uncertain Digital Signature and
allows the user to review the signer’s key, which can make
the detection of these attacks easier for users.

Yet, a bug allows bypassing this security indicator. By
using two From headers (a technique from [19]), we were
able to have Thunderbird 91.5.0 display a green icon. Our
analysis revealed that the first From header was used to display
the message sender. The second From header was used for the
message sender validation and for displaying the name of the
user in the list of emails. Thus, the second From header also
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Figure 8: Thunderbird 91.5.0 notifies users about an uncertain
digital signature when signer and sender differ.

includes a display name of Bob. This attack is only detectable
by investigating the message signer in the third-level GUI
(after clicking on the OpenPGP icon and the icon View signer
key). We reported this issue to the Thunderbird developers,
who plan a fix in the upcoming release.

Thunderbird 91.5.0 implements a custom key management
instead of relying on the local GPG keyring. Thus, possibly in-
secure configurations where keys are side-loaded and trusted
by a mechanism like WKD are less likely. Yet, OpenPGP key
validation remains an open problem for Thunderbird users.

7 Discussion

Implications Thunderbird and Enigmail as used in our study
have since been replaced with a built-in solution. Yet, our
most important result remains unimpaired by this change:
Even our expert user participants had no effective strategies
to assess whether email signatures were legitimate or not.
Instead, participants explored the interface as they went and
exhibited much uncertainty about what to check. Some of
the most frequently performed checks are of questionable
usefulness, e.g., inspecting the Mail Source.

However, the users are not to blame here. We saw users
baffled by the GUI or overwhelmed by the complexity of the
necessary checks. The GUI needs to give meaningful sup-
port to the user when they need to perform these complex
checks with obvious affordances [21] that invite to perform
useful checks and deter from performing unuseful ones. This
becomes particularly apparent when sender and signer differ.
This discrepancy is not highlighted in the Conflicting-Signer
and Conflicting-Signer-Subtle emails. This was perplexing
for users, and we agree with this assessment. The problem
seems to be that the signature is technically valid (i.e., no
manipulation of the email), but the email context carries the
additional expectation that it is only legitimate if it was signed
by the sender. Honoring these expectations is what developers
should strive for, and supporting developers in achieving this
task by mapping out these expectations in an easily digestible
way is the future work ahead of us as research community.
Our work also highlights that email client GUIs need trust-
worthy zones where security status indicators can reside to

impact the viability of Redressing attacks. Future work is
needed to formulate proper guidelines in this respect.

Also, our research supports the results of earlier studies.
Most checks relating to key management, e.g., checking the
Key Validity, leave at least as many participants in uncertainty
or lead them to incorrect decisions as they helped participants.
Similarly, the signature GUI seems geared towards checking
for simple manipulations, not more sophisticated attacks. In
both cases (key management and usability issues), our work
extends the existing research, which reports on the usability
issues surrounding encryption and digital signatures. Yet, the
“upper bound” detection rates in our results due to the priming
of our participants underlines the severity of these issues.

Recommendations We believe that the proper long-term
solution for end-to-end email security is shifting the ecosys-
tem from indicating secure messages to warning about (po-
tentially) insecure messages. This is important, because
the absence of security indicators is often overlooked by
users [6, 31]. The security of systems should not rely on
users checking for the presence of indicators. However, to
avoid warning fatigue [1], this shift can only happen after
end-to-end secured email has become the default for email
communication. In this chicken-and-egg problem, it is up to
current tools to help adoption by implementing these security
features as usable as possible.

Overcoming the complexity of checking a signature’s legit-
imacy before hand-off to the user plays a key role. We believe
an approach based on allowlists of secure MIME structures,
as described in [13] to classify emails is key to achieving
this. In particular harnessing the power of crowd-sourcing
to maintain and extend such allowlists seems like a desirable
approach. Based on these allowlists, we envision that email
clients automate as many checks as possible and that inter-
faces distinguish four cases: (a) the legitimate case, where the
signed email’s structure is in the allowlist and the signature is
validly signed by the sender; (b) the illegitimate case, where
the signed email’s structure is in the allowlist, but the signa-
ture is not valid or not from the sender; (c) the check case,
where the signed email’s structure is not in the allowlist and
the GUI has to support the user in performing useful checks;
and (d) the unsigned case, where the email is not signed.

Coloration to distinguish the cases may support users. Yet,
the colors should be chosen to be accessible by users with
colorblindness.4 Also, the fourth case should not be skipped
as is currently the case for most email clients. Such “missing
indicators” rely on the user realizing that the indicator is not
there, which has been proven to be problematic. This would
introduce a source of conflicting information for Redressing
attacks and thus make them easier to spot for users.

4E.g. https://davidmathlogic.com/colorblind/ can be used to
choose suitable colors.
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A Procedure

Original instructions as presented to all participants of the
study. Text enclosed by “<” and “>” denotes comments that
were not contained in the original material.

A.1 Informed Consent and Explanation
A.1.1 Informed Consent (Page 1)

Dear participant, thank you for taking part in this study! Your
participation will take only about 20-30 minutes of your time,
but will help us tremendously in understanding the usage of
email encryption and signatures.

We are researchers from the University of Applied Science
Münster and Karlsruhe Institute of Technology. Our goal
in this study is to investigate the usage and perception of
e-mail encryption and signatures. This study comprises the
following steps:

1. Informed consent (this page)

2. Instructions and introductory questions

3. Assessment of eight (8) emails regarding their signatures’
legitimacy

4. Closing questionnaire

We will ask you to vocalize your thoughts while looking at
the emails. In order to get a better understanding of your per-
ceptions of the emails, both, your voice and your interaction
on the screen will be recorded. The basis for the collection
and analysis of the data is our data privacy policy [DE/EN].

Your participation is voluntary. If you wish to withdraw
your participation before, during or after the completion of the
survey, you can do so. If withdrawing, all data recorded up
until this point will be discarded and deleted. For withdrawal
from the survey once you have completed it, you will need to
provide the participant code that you see below. Please write
it down on the piece of paper provided to you.

Participant code: <randomly generated>

Please check the box below to indicate your agreement to
participate in the study.

� I am at least 18 years old and agree to participate in the
study under the conditions as stated above.

A.1.2 Explanation (Page 2)

Dear participant, thank you for agreeing to participate in this
study! To complete this study, you have to progress through
four parts which are described in the following.

Note: Throughout the study, you will be asked to close pro-
gram windows in mutiple instances. This is an essential part
of the study and represents having completed the respective
task. Therefore, be sure to close the program windows only,
once you have completed the respective task. In particular,
when answering questionnaires only close the windows, once
the questionnaire instructs you to do so or your answers might
be lost.

Part 1: Informed consent and explanation This part is
the one you currently see. It comprised your agreement to
participate in this study (previous page) and explains the tasks
comprised in this study (this page).

Part 2: Introductory questionnaire In this part, the task
is to fill a questionnaire with questions about your usage of
email encryption and signatures as well as questions regarding
your IT background.
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Part 3: Assessment of eight emails regarding their signa-
ture’s legitimacy This part comprises the tasks of rating the
legitimacy of the signatures of eight emails. Each rating task
encompasses the following two steps:

1. Each email will be opened in a dedicated Thunderbird
window, allowing you to check the legitimacy of the
signature. Once you have decided whether or not the
signature is legitimate, you will have to close the Thun-
derbird window.

2. Once the Thunderbird window is closed, a short question-
naire in which you have to indicate whether the signature
is legitimate or not will be opened automatically. Hav-
ing completed the questionnaire for the respective email,
you will be instructed to close the respective browser
window in order to advance to the next email. However,
after completing the questionnaire of the 8th (last) email,
you will automatically continue with part 4 of the study,
without the need to close the window.

These two steps are repeated for each of the eight emails.
Note that each email should be rated in isolation, i.e. the
emails do not reference each other and should be rated on its
own.

In order to get a better understanding of your perceptions
of the emails, we will ask you to vocalize your thoughts and
to explain your actions while looking at the emails. Talk out
loud constantly, telling everything you are thinking beginning
from the moment you see the first email up to the point when
you have made your decision regarding the legitimacy of the
last of the emails. Please try to not plan out what you are
going to say and do not try to explain your thoughts. Just act
as if you were alone in the room and talking to yourself. Your
voice and your interaction on the screen will be recorded. The
recording of the screen and your voice will start automatically
at the beginning of this part.

Part 4: Closing questionnaire
This part comprises a final questionnaire.

This procedure with all four parts is illustrated in the follow-
ing: <Inline image of procedure, see Figure 3.>

A.2 Introductory Questionnaire
1. Have you participated in a study on email encryption

and signatures at either the Chaos Communication Camp
2019 or the Chaos Communication Congress 2019?

# Yes # No

2. Please describe how you usually check if an email you
received is legitimate or was sent by a scammer.
Please do not include any sensitive information about
other people in your answer.

<Multiline free text form>

3. Are there any additional checks you would perform on
all incoming emails if you knew you were at risk of
being specifically targeted?
Please do not include any sensitive information about
other people in your answer.

<Multiline free text form>

4. Please indicate to what extent the following statements
apply to you. <Likert items from (1) “does absolutely
not apply to me” to (5) “absolutely applies to me”>

• I use email encryption and signatures regularly
• I am confident in my ability to use email encryption

and signatures (PGP, S/MIME, etc.)
• I feel confident in being able to explain how to

operate the email encryption and signature scheme
I use (PGP, S/MIME, etc.) to others

• When encountering problems handling encrypted
or signed emails I usually know what the problem
is

• I believe I would recognize emails with invalid
signatures

5. I handle PGP encrypted and signed emails in Thunder-
bird on average about <dropdown>

# once
# twice
# three times
# four times
# five times
# more than five times
# I don’t handle PGP encrypted / signed emails

per <dropdown>

# hour
# day
# week
# month
# year
# I don’t handle PGP encrypted / signed emails

<new page>

For this part of the study, please assume the following:

• You are Alice, a software developer at SecurePay24.

• Your email address is alice@securepay24.de.

• Your company has authorised an external security audit
of the software you are currently working on.

• The security audit is performed by Code Audit Inc.

• You know Bob, the contact person at Code Audit Inc.,
from a conference call meeting.

• Bob’s email address is bob@code-audit.org.

• You have exchanged keys with Bob, i.e. you have his
public key in your keychain.
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Please click “Next” to continue with the study.

<new page>

In the next step of this study you will see an email opened in
Thunderbird. Inspect it to determine whether its signature is
legitimate or not. After having inspected the email, please
close the Thunderbird window to proceed with the study.
Remember: all emails are independent of each other and
should be rated in isolation.

In this part of the study, please vocalize your thoughts and
explain your actions while looking at the emails. Talk out
loud constantly telling everything you are thinking, beginning
from the moment you see the first email up to the point when
you have made your decision regarding the legitimacy of the
last of the emails. Please try to not plan out what you are
going to say and do not try to explain your thoughts. Just act
as if you were alone in the room and talking to yourself.

Please close this browser window now to proceed to the email.
This will also start the recording of your voice and the inter-
action on screen.

A.3 Assessment of Eight (8) Emails Regard-
ing Their Signatures’ Legitimacy

1. Is the signature of the previously inspected email legiti-
mate?

# Yes, the signature is legitimate
# No, the signature is not legitimate

2. Is there anything else you want to tell us with respect to
the email you saw?
Note here e.g. if you have closed the windows prema-
turely (i.e. before finishing inspecting the email).

<Multiline free text form.>

A.4 Closing Questionnaire
A.4.1 SA6

3. On a scale of “Strongly Disagree” to “Strongly Agree”,
rate your level of agreement with the following statements.
<Likert items from (1) “Strongly Disagree” to (5) “Strongly
Agree”>

• I am extremely knowledgeable about all the steps needed
to keep my online data and accounts safe.

• I am extremely motivated to take all the steps needed to
keep my online data and accounts safe.

• I often am interested in articles about security threats.
• I seek out opportunities to learn about security measures

that are relevant to me.
• Generally, I diligently follow a routine about security

practices.
• I always pay attention to experts’ advice about the steps

I need to take to keep my online data and accounts safe.

A.4.2 RSebis

4. To what extent do following statements apply to you?
<Likert items from (1) “Never” to (5) “Always”>

• I use a PIN or passcode to unlock my mobile phone.

• I include special characters in my password even if it’s
not required.

• When browsing websites, I mouseover links to see where
they go, before clicking them.

• If I discover a security problem, I fix or report it rather
than assuming somebody else will.

• When I’m prompted about a software update, I install it
right away.

• I use different passwords for different accounts that I
have.

• I set my computer screen to automatically lock if I don’t
use it for a prolonged period of time.

• I try to make sure that the programs I use are up-to-date.

• When I create a new online account, I try to use a pass-
word that goes beyond the site’s minimum requirements.

• I manually lock my computer screen when I step away
from it.

• I change my passwords even if it is not needed.

• I use a password/passcode to unlock my laptop or tablet.

• I know what website I’m visiting by looking at the URL
bar, rather than by the website’s look and feel.

• I verify that information will be sent securely (e.g., SSL,
“https://”, a lock icon) before I submit it to websites.

• I verify that my anti-virus software has been regularly
updating itself.

• When someone sends me a link, I open it only after
verifying where it goes.

A.4.3 Debriefing

Thank you for participating in this study!

The study is now finished, please contact the experimenter
to receive a debriefing and ask any potential questions you
might have.
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B Code Book

USED CHECKS: Alternative Message Views, Banner In-
dicator, Banner Position, Banner Signer, Compare Signer
to Sender, Crypto Algorithms, Fingerprint, GUI Behaves
Unexpectedly, Header Information, Key Creation Date, Key
is in Keyring, Key Property Trust Statement, Key Validity,
Keyring, Letter Icon Status, Mail Content, Mail is Classified
as Junk, Mail is Encrypted, Mail Source, Security Info State-
ment, Sender’s Key, Signature Date, Signer’s Key is Signed
with Own Key;
PROPOSED CHECKS: Compare Fingerprint to Known
One, Fingerprint, Key Revocation, Keyring, Mail Source,
Recheck with GPG on Command Line, Out of Band Veri-
fication, Signature Date;
USEFULNESS: Indeterminate, Neutral, Right Direction,
Wrong Direction;
DECISION: False Illegitimate, False Legitimate, True Ille-
gitimate, True Legitimate;
PERCEPTION: Email is encrypted, I might fall for this
in real life, I might fall for this in a study, No distinction of
Thunderbird and Enigmail, Not sure why Thunderbird trusts
signature, Uncertainty leads to mistrust;
PROBLEM: Bad GUI design, Does not know what to do,
GUI target too small, Misleading GUI, Unable to locate
desired option, Unhelpful information;
VALIDITY: Check possible due to study setting, Check
potentially failed due to study setting, Checks intensively

C Email Test Cases

Any email consist of a set of headers and a payload. The
test emails had the following headers: Received, To, From,
Subject, Message-ID, Date, User-Agent, MIME-Version,
and Content-Type. From these headers, only To, From,
Subject, and Date, are used by Thunderbird in the graphical
UI. Other headers are only available by additional configura-
tion or when viewing the raw email source.

In the eight provided test cases, only the Content-Type
could differ, in order to use different body payloads. In other
words, only the email body is relevant to discern legitimate
from illegitimate emails in our study. All (irrelevant) headers
were set to “sane” defaults, such that no participant focused
(nor were misguided) by missing or incorrect headers.

The following email serves as a template for all email test
cases:

Received: ... // irrelevant
To: alice@securepay24.de
From: bob@code-audit.org
Subject: Upcoming Security Audit
Message-ID: ... // irrelevant
Date: Wed, 30 Jan 2020 16:45:59 +0100
User-Agent: ... // irrelevant
MIME-Version: ... // irrelevant
Content-Type: {}

{}

Although the actual payload differed, the Thunderbird UI
always showed the following text in its main window:

Dear Alice ,

as discussed in our last meeting , the security audit is
about to start.
Could you please provide me with access to the source
code for your project on github?

My user id is: bob-49

Greetings
Bob

C.1 Email Test Case: Legitimate
A legitimately signed email. The root Content-Type is
multipart/signed and the payload was correctly signed
with the key of bob@code-audit.org.

C.2 Email Test Case: Broken Signature
This test recreates an email with a broken signature. It only
differs from the legitimate email by a non-functional change
to the MIME boundary. In effect, Thunderbird is not able to
correctly verify the signature anymore, but the signer is still
bob@code-audit.org.

C.3 Email Test Case: UI Redressing
An email without a cryptographic signature at all. HTML
and CSS were used to mimic Enigmail’s “green bar.” The
bar is not clickable, but otherwise a pixel-perfect copy of
the original Enigmail bar. It resizes when Thunderbird is
resized. However, the position of the bar differs from Enig-
mail. In Enigmail versions below 2.0.8 the bar was below
Thunderbird’s header area, and this placement is used in this
test mail. However, Enigmail has since changed the position
of the green bar to be above Thunderbird’s header area. The
source code was obfuscated to hide the HTML and CSS ele-
ments (via base64), and the MIME boundary was set to --PGP
SIGNED MESSAGE--- to pretend that OpenPGP was used in
some form. Due to the required images, the source code was
substantially longer compared to the legitimate email.

Reasoning We obfuscated the source code to redirect our
participants to focus on the Enigmail elements, since prior
participants at 36c3 classified the email as illegitimate as soon
as they saw the HTML source code.

C.4 Email Test Case: Sender is not Signer
This email is equal to the legitimate email except for the
OpenPGP signature. Here, the email was signed with the key
of celine@example.org, instead of bob@code-audit.org.
However, the From header still states that the email is from
bob@code-audit.org. This test is motivated by the fact
that OpenPGP signatures are traditionally not bound to the
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From header. In S/MIME, this check is conducted by the
email client, and we anticipated this discrepancy as a potential
source of confusion.

C.5 Email Test Case: Sender is not Signer 2
This email is equal to the signer-vs-sender email but the
signer uses a typo-domain bob@code-audil.org, instead
of bob@code-audit.org (note the ‘l’ instead of ‘t’).

This test is motivated by the fact, that newer technologies
such as Autocrypt, WKD, etc. may automatically import
OpenPGP keys into the local key ring. Here, we test the
phase after automatic inclusion. In other words, the key of
bob@code-audil.org is trusted. To prevent that a partici-
pant spots this key in a prior test, this key is only contained in
the key ring during the period of this test.

D GnuPG Key Ring

The GnuPG keyring contained the following trusted keys:

• Alice <alice@securepay24.de>

• Bob <bob@code-audit.org>

• Celine <celine@example.org>

• David <david@example.org>

• Ezra <ezra@code-audit.org>

• Farah <farah@example.org>

• Garrett <garrett@code-audit.org>

• Hoy <hoy@example.org>

• Iva <iva@example.org>

• Joon <joon@code-audit.org>

• Kemina <kemina@example.org>

Additionally, during runtime of the Sender is not Signer2 case,
Bob <bob@code-audil.org> (note the “l”) was added as a
trusted key to the key ring.

E Screenshot of the new Thunderbird inter-
face for the Broken-Signature case

Figure 9: Broken-Signature email in Thunderbird 91.5.0.
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Abstract
Although machine learning is widely used in practice, little
is known about practitioners’ understanding of potential se-
curity challenges. In this work, we close this substantial gap
and contribute a qualitative study focusing on developers’
mental models of the machine learning pipeline and poten-
tially vulnerable components. Similar studies have helped
in other security fields to discover root causes or improve
risk communication. Our study reveals two facets of practi-
tioners’ mental models of machine learning security. Firstly,
practitioners often confuse machine learning security with
threats and defences that are not directly related to machine
learning. Secondly, in contrast to most academic research,
our participants perceive security of machine learning as not
solely related to individual models, but rather in the context of
entire workflows that consist of multiple components. Jointly
with our additional findings, these two facets provide a foun-
dation to substantiate mental models for machine learning
security and have implications for the integration of adver-
sarial machine learning into corporate workflows, decreasing
practitioners’ reported uncertainty, and appropriate regulatory
frameworks for machine learning security.

1 Introduction

Adversarial machine learning (AML) studies the reliability
of learning based systems in the context of an adversary [5,
11, 67]. For example, tampering with some features often
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suffices to change the classifier’s outputs to a class chosen by
the adversary [8, 23, 78]. Analogously, slightly altering the
training data enables the attacker to decrease performance
of the classifier [10, 70]. Another change in the training data
allows the attacker to enforce a particular output class when
a specified stimulus is present [19, 35]. Most state-of-the-art
attacks and mitigations are in an ongoing arms race [4,18,80].

Although machine learning (ML) is increasingly used in
industry, very little is known about ML security in practice.
At the same time, previous works show that practitioners
are concerned about AML [45, 58], and failures already oc-
cur [51], very little is known about ML security in practice.
To tackle this question, we conduct a first study to explore
mental models of AML. Mental models are relatively endur-
ing, internal conceptual representations of external systems
that originated in cognitive science [29]. In other security
related areas, correct mental models have been found to ease
the communication of security warnings [15] or enable users
to implement security best-practices [79]. Mental models also
serve to enable better interactions with a given system [85],
or to design better user interfaces [28].

Our methodology builds upon these previous works by
using qualitative methods to investigate the perception of
vulnerabilities in ML applications. More concretely, we con-
ducted 15 semi-structured interviews and drawing tasks with
industrial practitioners from European start-ups and coded
both drawings and the transcripts of the interviews. As the
first work in this direction, we lay the foundations for practi-
tioners’ mental models of AML by describing two facets of
these models. The first concerns the separation of ML related
security (AML) and security unrelated to ML (non-AML se-
curity). In many cases, the borders between these two fields
are blurry: a participant may start talking about evasion and
finish the sentence with a reference to cryptographic keys.
The second facet concerns the view of the ML model within a
project. In contrast to the focus on an isolated model in AML
research [4, 5, 11, 18, 67], our practitioners often describe one
or more pipelines with potentially several applications of ML.
Finally, we found more facets which are left for an in-depth
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Figure 1: AML threats within the ML pipeline. Each attack is visualized as an arrow pointing from the step controlled to the
point where the attack affects the pipeline.

investigation by future work. These include the application
setting, prior education, and the perceived relevance of AML.

Our interviews showed that most of our participants lack
an adequate and differentiated understanding to secure ML
systems in production. At the same time, more than a third of
our participants feels insecure about AML. These concerns
seem justified as we found evidence for semi-automated fraud
on ML systems in the wild. However, our findings have more
practical implications. Our results allow us to address the
current lack of understanding by (I) increasing awareness for
AML and decreasing uncertainty about AML, (II) developing
tools that help practitioners to assess and evaluate security of
ML applications, and (III) drafting regulations that contain
adequate security assessments and reduce insecurity about
AML. However, more work is needed to understand the indi-
vidual and shared mental models of practitioners and assess
the real world security risks when applying ML.

2 Background and related work

In this section, we review related work on AML and recall
different attacks that have recently been discussed. We also
review literature on mental models with regard to human-
computer interaction, usable security and ML.

2.1 Adversarial machine learning

AML studies the security of ML algorithms [5, 11, 67]. We
attempt to give an informal overview of all attacks in AML,
and additionally illustrate them in Figure 1.

Poisoning/backdooring. Early works in poisoning altered
the training data [70] or labels [10] to decrease accuracy of the
resulting classifier, for example SVM. For deep learning, due
to the flexibility of the models, introducing backdoors is more
common [19, 35]. Backdoors are chosen input patterns that
reliably trigger a specified classification output. Defending
such backdoors has lead to an arms race [80].

Evasion/adversarial examples. Early work in evasion de-
creased the test-time accuracy of spam classification [23]. It
was later shown that also more complex models change their
output for small, malicious input perturbations [8, 78]. Al-
beit all classifiers are principally vulnerable towards evasion,
recent works focus on the arms race in deep learning [4, 18].

Membership inference. After first inferring attributes [3]
of the training data, research later showed that entire points
can be leaked from a model [72]. More concretely, the attacker
deduces, given the output of a trained ML model, whether a
data record was part of the training data or not. As for other
attacks, numerous defenses are being proposed [36, 62].

Model stealing. Tramèr et al. [81] recently introduced
model stealing. During this attack, the attacker copies the ML
model functionality without consent of the model’s owner.
The attacker, given black box access to the original model,
tries to reproduce a model with similar performance. As for
the previous attacks, mitigations have been proposed [37, 66].

Weight perturbations. Fault tolerance of neural networks
has long been studied in the ML community [16, 63]. Re-
cently, maliciously altered weights are used to introduce a
specific backdoor [34]. Few works exist to defend malicious
change to the weights in general, not only related to backdoor
introduction [76, 86].

For the sake of completeness, we conclude with a descrip-
tion of additional, recent attacks, some of which are part of our
questionnaires (see Appendix D.3). In adversarial initializa-
tion, the initial weights of a neural network1 are targeted to
harm convergence or accuracy during training [31, 52]. In ad-
versarial reprogramming, an input perturbation mask forces
the classifier at test time to perform another classification task
than originally intended [26]. For example, a cat/dog classifier
is reprogrammed to classify digits. In model reverse engi-
neering, crafted inputs allow to deduce from a trained model
the usage of dropout and other architectural choices [65]. Fi-

1Classifiers with convex optimization problems (for example SVM) can-
not be targeted, as the mathematical solution to the learning problem does
not depend on the initial weights.
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nally, sponge attacks aim to increase energy consumption of
the classifier at test time [73].

Practical Relevance of AML. In general, AML research
has been criticized for the limited practical relevance of its
threat models [27,30]. A possible reason is our lack of knowl-
edge about AI security in practice. Few works attempt to
tackle this gap, including for example Lin and Biggio [51].
They give an overview about AI attacks that were carried out
in practice based on AI related incidents covered in newspa-
pers. Furthermore, Boenisch et al. [13] conducted a survey
and developed an awareness score, which however encom-
passes AML, privacy, and non-AML security. Concerning
which threats are relevant in practice in industry, Kumar et
al. [45] and Mirsky et al. [58] found that practitioners are most
concerned about model theft and poisoning. Yet, in academia,
most work focused on evasion so far. To shed more light on
AML in practice, we interview industrial practitioners and
take a first step towards a theory of mental models of AML.
To this end, we now introduce and review mental models.

2.2 Mental models

Mental models are relatively enduring and accessible, but
limited, internal conceptual representations of external sys-
tems [25] that enable people to interact with given systems.
Hence, the field of human computer interaction (HCI) studied
this concept quite early [71]. Mental models, most recently,
saw an increasing relevance in usable security. We now recall
prior application scenarios and highlight relevant conceptual
contributions in the context of security and ML.

Mental models in HCI and usable security. The rele-
vance of mental models has been subject to a lengthy debate
in HCI research [74, 83]. In many cases, the focus was to
capture, depict and analyze mental models of specific objects
of investigation. Examples of topics include, but are not lim-
ited to, the design of online search applications [6], interface
design [42], and interfaces for blind people [24]. Research in
usable security has recently focused on mental models of se-
curity in general [1,85], privacy in general [69], security warn-
ings [15], incident response [68], the internet [39], the design
of security dashboards [56], the Tor anonymity network [28],
privacy and security in smart homes [79, 88], encryption [87],
HTTPS [43], and cryptocurrency systems [55].

With regard to the respective object of investigation, these
contributions paved the way for improvements of user inter-
face designs [28], adequate security communication [15], as
well as the development of security policies and implemen-
tation of best-practices [79]. It has been argued that secu-
rity mental models contain structural and functional proper-
ties [87]. For each application, users develop a cognitive rep-
resentation of its inherent components, their interconnection
and correspondingly possible security threats. This representa-
tion helps them to understand where threats could emerge and
how they could take effect. Mental models evolve dynamically

upon individual interaction with a given application [12].
Mental models in ML. In order to interact with an ML

application, humans need a mental model of how it combines
evidence for prediction [64]. This is all the more important
for ML-based applications which often inherit a certain opac-
ity. As Lage et al. [46] pointed out, the number of necessary
cognitive chunks is the most important type of complexity
in order to understand applications. During interaction with
black-box processes, humans strive for reduced complexity
which may lead to the development of inaccurate or oversim-
plified mental models [32, 40].

A dedicated line of research therefore elaborates on the rel-
evance and nature of mental models in the context of explain-
able artificial intelligence. Mental models have been found to
serve as scaffolds not only for a given ML application [82],
but also for its embedding in organizational practices [89].
For data science teams, these workflows usually consist of
predefined steps (Figure 1) and necessitate interpersonal col-
laboration [60]. Following Arrieta et al. [2], we argue that in-
dividual collaborators within these teams (e.g., ML engineers,
software engineers) develop separate internal representations
of a given workflow or application. The need for appropriate
mental models thereby increases with the enlarged scope of
ML applications [47] and involved stakeholders [49, 77].

Recent work in this line of research called for qualitative
studies at the intersection of the HCI and ML communities, to
better understand the cognitive expectations practitioners have
on ML systems [7, 40]. Suchlike studies seem all the more
relevant as various industry initiatives propagate a human-
centric approach to AI, explicitly referring to mental models.2

However, the current scientific discourse lacks a dedicated
consideration of cognition in AML. In order to fill this gap,
we present the first qualitative study to elicit mental models
of adversarial aspects in ML.

3 Methodology

This section describes the design of our semi-structured in-
terviews, the drawing task, our recruiting strategy, the partici-
pants, and the data analysis. Our methodology was designed
to investigate the perception of ML security and is, to the best
of our knowledge, the first mental model study of AML.

3.1 Study design and procedure
To assess participants’ perceptions, we conducted semi-
structured interviews enriched with drawing tasks. We draw
inspiration from recent work in usable security which also
investigated mental models [43, 87].

Before the interview, participants were informed about the
general purpose of our study and the applied privacy measures.
We further assured each participant that their answers would

2e.g., https://pair.withgoogle.com/chapter/mental-models/
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Table 1: Participants with their random IDs. Capital letters
denote that participants work in the same company. We denote
the application domain and the working experience (Exp.) in
years. Knowledge in ML, Security and AML is encoded as
completed lectures (++), seminar/self-study (+) or none ().

Company Education

ID Application domain Exp. ML Sec. AML Degree

1 Human resources 7 ++ + PhD
3 A Healthcare 0.4 PhD
4 B Cybsersecurity 8 ++ + PhD
6 C Business intelligence 15 ++ ++ + PhD
7 Computer vision 12 ++ BSc
9 Computer vision 9 ++ MSc
10 Cybersecurity no questionnaire handed in
11 Business intelligence 1 ++ PhD
12 Retail and commerce 1.4 ++ PhD
14 AI as a service 5 ++ + PhD
15 Computer linguistics 5 + + MSc
16 C Business intelligence 3 ++ + + PhD
18 A Healthcare 1.5 ++ PhD
19 B Cybersecurity 15 ++ ++ + MSc
20 A Healthcare 1.2 ++ MSc

not be judged. Participants were then instructed to complete
a questionnaire on demographics, organizational background
and a self-reflected familiarity with field-related concepts
(Appendix D) before the interview. This questionnaire was
filled with or without the authors’ presence. The answers have
later been used to put participants’ perceptions in context to
their organizational and individual background.

The threefold structure of our interviews covered 1) a spec-
ification of a given ML project a participant was involved in,
2) the underlying ML pipeline of this project and 3) possible
security threats within the project. We chose this approach as
the different attack vectors form part of the ML-pipeline as
shown in Section 2.1. The detailed interview guideline can
be found in Appendix C. As a last step of our interviews, we
confronted the participants with exemplary attacker models
for some of the threats considered relevant in industrial ap-
plication of ML [45]. To assess practitioners’ understandings
of these threats, study participants had to elaborate on these
attack vectors within their specific setup (Appendix D.2).

To assess the participants’ knowledge about (A)ML in gen-
eral, participants were asked to fill an additional questionnaire
after the interview (Appendix D.3). In this questionnaire, we
tested general knowledge in ML and independently asked for
a self-reflected familiarity rating with some of the attacks we
discussed in Section 2.1. This questionnaire was handed to
the participants after the interview as to avoid priming.

We conducted one pilot interview to evaluate our study de-
sign. This first participant met all criteria of our target popula-
tion in terms of employment, education and prior knowledge.
As his explanations and drawings matched our expectations,
we only added a specific question regarding the collaborators
within a given ML-based project.

The average interview lasted 40 minutes and was jointly
conducted by the first two authors of this paper between April
and July 2020. To minimize interviewer biases, we equally
distributed the interviews, where one author was the lead
interviewer and the other took notes. Due to the COVID-19
pandemic, interviews were conducted remotely and relied on
a freely available digital whiteboard3.

3.2 Recruitment
Recruitment for a study on applied ML in corporate environ-
ments presents a challenge, as only a small proportion of the
overall population works with ML. Furthermore, the topic
touches compliance and intellectual property of participating
organizations. Hence, many companies are skeptical about the
exchange with third parties. Consequently, many current con-
tributions with industrial practitioners as study participants
are conducted by corporate research groups (e.g., [33, 45]).

We tried to initiate interviews with two large multinational
companies. Unfortunately, both denied our request after in-
ternal risk assessments. Therefore, we focused on smaller
companies where we could present our research project di-
rectly to decision-makers and convince them to participate in
our study. We relied on the authors’ networks (pilot partic-
ipant, P11) and public databases for start-ups (more details
in Appendix A) to find potential participants and used direct-
messaging on LinkedIn and emails to get in contact.

Recruitment of study participants happened in parallel to
interview conduction. Some participants forwarded our in-
terview request to internal colleagues, so that we talked to
multiple employees of some participating companies (see Ta-
ble 1). We aimed to recruit experienced and knowledgeable
participants and hence our requirements were a background
in ML or computer science and positions such as data scien-
tists, software engineers, product managers, or tech leads. We
did not require any prior knowledge in security. After 8 inter-
views, no new topics (in our case for example new pipeline
elements, whether defenses were mentioned, or how attacks
were depicted in drawings) emerged. The research team thus
agreed after 15 interviews that saturation was reached [14],
and we stopped recruiting. The participants were randomly
assigned an ID (a number between 1 and 20) which was used
throughout our analysis. All participants were offered an euro
20 voucher as compensation for their time.

3.3 Participants
We summarize demographic information in Table 1. One
participant, P10, did not hand in the questionnaire and is con-
sequently not included in the following statistics. 14 partici-
pants identified as male, one identified as female, our sample
is thus skewed towards males when considering ML practi-
tioners [38]. As previous work found security perception of

3https://awwapp.com/
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women and men to exhibit only some differences [57], this
bias is acceptable for a first exploration but should be studied
in depth in future work. Our participants had an average age
of 34 years (standard deviation (STD) 4.27). As intended for a
first exploration of practitioners’ perception of AML, our sam-
ple covered various application domains and organizational
roles which we now describe in detail.

Education and prior knowledge. The majority of partici-
pants (9 of 14) has a PhD, with all participants holding some
academic degree. While our sample skews towards PhDs
compared to the overall population of ML practitioners [38],
previous work reports no correlation between overall educa-
tion and security awareness [13]. Most participants (12 of 14)
reported that they had attended lectures or seminars on ML.
Roughly half (6 of 14) reported to have a similar background
in security. To obtain a more objective measure we conducted
a test about ML knowledge and asked participants to rate their
familiarity with AML attacks (details in Appendix B). While
we found that all participants were indeed knowledgeable in
ML, we found that few attacks were well known to them.

Employment. Regarding the size of the companies, four
participants worked in companies with less than ten employ-
ees, five in companies with less than 50 and the remaining six
participants in companies with less than 200 employees. The
companies’ application areas were as diverse as healthcare,
security, human resources, and others. Most participants were
working in their current positions 6 years (STD 4.9). Their
roles were diverse: Most (8 of 15) were in managing positions.
Three were software or ML engineers, three more researchers.
One of the participants stated to be both a researcher and a
founder. One participant did not report his role.

Finally, we asked participants to report which goals were
part of their companies’ AI/ML checklist. Almost all partici-
pants (13 of 14) reported that performance mattered in their
company. Half (7 of 14) stated that privacy was important.
Slightly less than half (6 of 14) focused on explainability and
security. Least participants (4 of 14) listed fairness as a goal in
their products. To conclude, when interpreting these numbers,
one should keep in mind that not all five goals apply equally
to all application domains. Furthermore, our sample is too
small to derive per area or per company insights, and we thus
leave a detailed analysis for future work.

3.4 Data analysis

We adopted an inductive approach, where we followed recent
work in social sciences and usable security that constructed
theories based on qualitative data [43, 61]. To distill observ-
able patterns in interview transcripts and drawings, we applied
two rounds of open coding, e.g. we assigned one or several
codes to sentences, words, or parts of the drawings. We then
performed Strauss and Corbin’s descriptive axial coding to
group our data into categories and selective coding to relate
these categories to our research questions [75]. Throughout

the coding process, we used analytic memos to keep track of
thoughts about emerging themes. The final set of codes for
interview transcripts and drawings is listed in Appendix E.

As a first step, the first two authors independently con-
ducted open coding sentence by sentence and sketch by sketch.
This allowed for the generation of new codes without prede-
fined hypotheses. Afterwards, the resulting codes were dis-
cussed and the research team agreed on adding specific codes
for text snippets relating to the confusion of standard security
and AML. As a second step, two coders independently coded
the data again. After all iterations of coding, conflicts were
resolved and the codebook was adapted accordingly.

During axial coding, the obtained codes were grouped into
categories. The first two authors independently came up with
proposed categories which have then been discussed within
an in-person meeting. While the grouping was undisputed for
some of the categories presented in Appendix E (e.g. AML
attacks, pipeline elements), for others the research team de-
cided for (e.g. confusion, relevance) or against (e.g. type of
ML model applied) the inclusion of a corresponding category
only after detailed discussion. In addition, dedicated codes
for the perception of participants (e.g. perceives AML as a
feature, not a bug or security issue) were added to the code-
book. Once the research team agreed on a final codebook, all
transcripts and drawings were coded again using correspond-
ing software.4 In doing so, we aimed for inferring contextual
statements instead of singular entities.

The codes and categories served as a baseline for selective
coding. Independently, the researchers came up with obser-
vations and proposals for specific mental models. Every pro-
posal included a definition of the observation, related codes,
exemplary quotes and drawings. The first two authors then
met multiple times to discuss the observations and the cor-
responding relations of codes and categories. The resulting
code tree contains 77 interview codes in 12 groups, 44 for
drawings (in 5 groups), as depicted in Appendix E.

Over all interviews, the coders agreed on 989 codes while
disagreeing on 136. Analogously, there were 275 codes on
drawings in total, with 42 disagreements. We further cal-
culated Cohen’s kappa [22] to measure the level of agree-
ment among the coders. For interview transcripts, we reached
κ = 0.71; for the codes assigned to drawings κ = 0.85. These
values indicate a good level of coding agreement since both
values are greater than 0.61 [48]. Given the semi-technical
nature of our codebook, we consider these values as substan-
tial inter-coder agreement. Irrespective of this and in line with
best practices in qualitative research, we believe that it is im-
portant to elaborate how and why disagreements in coding
arose and disclose the insights gained from discussions about
them. Each coder brought a unique perspective on the topic
that contributed to a more complete picture. Due to the diverse
background of our research team in AML, usable security and

4Available at https://www.taguette.org/ and https://www.maxqda.com/.
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economic geography, most conflicts arose regarding the rele-
vance of technical and organizational elements of transcripts
and drawings. These were resolved during conceptual and
on-the-spot discussions within the research team.

3.5 Expectations of mental models

Given previous work on mental models and ML, we designed
our study in a way that participants would first visualize their
pipeline and later add corresponding attacks and defenses.
For the pipeline, we expected that participants would name
basic steps or components, such as data (collection), training,
and testing. In general, we assumed participants’ descriptions
would vary in technical detail. Regarding AML, one of our
motivations to conduct this study was to learn which knowl-
edge our participants had. As a recent phenomenon, AML
might not be known at all in practice, although practitioners
might be aware of attacks relevant to their specific application.
In particular, we did not expect practitioners to depict attacks
using a starting and target point, as done in Figure 1.

3.6 Ethical considerations

The ethical review board of our university reviewed and ap-
proved our study design. We limited the collection of per-
sonal data as much as possible and used ID’s for participants
throughout the analysis. Since all participants were employed
at existing companies and partially shared business-critical
information, we aimed to avoid company-specific disclosures
in this paper. Finally, we complied with both local privacy reg-
ulations and the general data protection regulation (GDPR).

4 Empirical results

In this section, we discuss our findings from the interviews
and drawings. Given the unexplored nature of mental models
of AML, we focus on two main facets, and discuss additional
findings that require a more in depth analysis (in the sense of
future work) at the end of this section.

The first of the two main facets is the (mingled) relationship
between ML security (AML) and security unrelated to ML
(non-AML security). We found that our participants, while
not referring to AML and non-AML security interchangeably,
still exhibited an often vague boundary between the two topics.
The second facet concerns the view on ML as part of a larger
workflow or product in industry, as opposed to the focus on an
isolated model in academia. As a description of a high level
workflow requires a high level perspective, we investigate
whether it is equivalent to one, which we find not to be true.
Afterwards, we then discuss potential facets requiring a more
in depth investigation: the application setting, prior knowledge
of the participant, and the perceived relevance of AML.

AML Research

non-AML 
securityAML AML

Our Findings

non-AML 
security

Figure 2: High-level intuition Section 4.1. While in research,
non-AML security and AML are rather distinct, our partici-
pants do not always clearly distinguish the two fields.

4.1 Non-AML security and AML

Non-AML security deals with the protection against digital
attacks in general. In our case, it encompasses topics like
access control, cryptography, malicious code execution, etc.
Non-AML security provides sound solutions by deploying
defenses or implementing design choices. In AML, threats
are much more connected with the functioning of ML. For
many AML attacks, it is unclear which defenses work due to
the ongoing arms-race. Although both topics are conceptually
different, we found that our participants did not distinguish
between security unrelated to ML and AML, as visualized in
Figure 2. In our interviews, on the one hand, the boundary
between non-AML security and AML often appeared blurry
or unclear, with the corresponding concepts intertwined. On
the other hand, there were crucial differences in the perception
between non-AML security and AML threats. One difference
is that whereas security defenses were often clearly stated as
such, AML mitigations5 were often applied without security
incentives. Finally, we find a tendency to not believe in AML
threats. Many participants denied responsibility, doubted an
attacker would benefit, or stated the attack does not exist in
the wild. There was no such tendency in non-AML security.

4.1.1 Mingling AML and non-AML security

We first provide examples showing that non-AML security
and AML were not distinguished by our participants. After-
wards, we investigate if non-AML security and AML are used
interchangeably, by investigating the co-occurrence of codes.

Vagueness of the boundary between security and AML.
There are many examples for a vague boundary between non-
AML security and AML. For example P20 reasoned about
evasion: “this would require someone to exactly know how
we deploy, right? and, where we deploy to, and which keys
we use.” At the beginning, the scenario seems unclear, but
the reference to (cryptographic) keys or access tokens shows
that the participant has moved to classical security. Analo-

5We are aware that AML is far from being solved, and communicated this
to our participants if required. In this study, we define defenses as techniques
which increase the difficulty for an attacker, like retraining or explainability.
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gously, when P18 reasoned about membership inference: “but
that could be only if you break in [...] if you login in to our
computer and then do some data manipulation.” Again, this
participant was reasoning about failed access control as op-
posed to an AML attack via an API. Sometimes, ambiguity in
naming confused our participants. For example, P11 thought
aloud: “poisoning [...] the only way to install a backdoor
into our models would be that we use python modules that
are somewhat wicked or have a backdoor.” In this case, the
term ‘backdoor’ in our questionnaire caused a non-AML se-
curity mindset involving libraries in contrary to our original
intention to query participants about neural network back-
doors. The same reasoning can also be seen in P11’s drawing
(compare Figure 3), where ‘backdoor’ points to python mod-
ules. Finally, P12 stated: “maybe the poisoning will be for
the neural network. From our point of view you would have
to get through the Google cloud infrastructure.” From an
AML perspective, the attack is carried out via data which is
uploaded from the user. Yet, the infrastructure is perceived as
an obstacle for the attack.

Correlations between non-AML security and AML at-
tacks. In the previous paragraph, we showed that the bound-
aries between AML and non-AML security are blurred in
our interviews. Another example is P6 reasoning about IP
loss: “we are very much concerned I’d say the models them-
selves and the training data we have that is a concern if
people steal that would be bad.” In this case, it is left out
how the attack is performed. Analogously, P9 remarked: “We
could of course deploy our models on the Android phones but
we don’t want anybody to steal our models.” To investigate
whether our participants are more concerned about some prop-
erty or feature (data, IP, the model functionality) than about
how it is stolen or harmed, we examined the co-occurrence
of AML and non-AML security codes that refer to similar
properties in our interviews. For example, the codes ‘model
stealing’ and ‘code breach’ both describe a potential loss of
the model (albeit the security version is broader). Both codes
occur together six times, with ‘code breach’ being tagged
one additional time. Furthermore, the code ‘model reverse
engineering’, listed only two times, occurs both times with
both ‘model stealing’ and ‘code breach’. However, not all
cases are that clear. For example ‘membership inference’ and
‘data breach’ only occur together two times. The individual
codes are more frequent, and were mentioned by three (‘mem-
bership inference’) and eleven (‘data breach’) participants.
Analogously, attacks on availability (such as DDoS) in ML
and non-AML security were only mentioned once together.
Such availability attacks were brought up in an ML context
twice, in non-AML security four times. Codes like ‘evasion’
and ‘poisoning’, in contrast, are not particularly related to
any non-AML security concern. We conclude that AML and
security are not interchangeable in our participants’ mental
models to refer to attacks with a shared goal.

4.1.2 Differences between AML and non-AML security

In the previous subsection, we found that our participants did
not distinguish non-AML security and AML. To show that this
is not true in general, we now focus on the differences between
the two topics. To this end, we start with the perception of
defenses and then consider the overall perception of threats
in AML and security. We conclude with a brief remark on the
practical relevance of AML.

Defenses. Out of fifteen interviews, in thirteen some kind
of defense or mitigation was mentioned; whereas all corre-
sponding interviewees mentioned a non-AML security de-
fense (encryption, passwords, sand-boxing, etc). An AML
mitigation appeared in eight. In contrast to security defenses,
however, AML defenses were often implemented as part of
the pipeline, and not seen in relation to security or AML. As
an example, P9, P15, and P18 reported to have humans in the
loop, however not for defensive purposes. P10 and P16 were
aware that this makes an attack more difficult. For example,
P16 stated: “maybe this poisoning of the data [...] is poten-
tially more possible. There, we would have to manually check
the data itself. We don’t [...] blindly trust feedback from the
user.” Analogous observations hold techniques like explain-
able models (3 participants apply, 1 on purpose) or retraining
(2 apply, additional 2 as mitigation). For example, P14 said:
“when we find high entropy in the confidences of the data [...]
for those kind of specific ranges we send them back to the
data sets to train a second version of the algorithm.” In this
case, retraining was used to improve the algorithm, not as a
mitigation. We conclude that albeit no definite solution to vul-
nerability exists, many techniques that increase the difficulty
for an attacker are implemented by our participants. At the
same time, many practitioners are unaware which techniques
potentially make an attack harder.

Perception of threats. There is also a huge difference in
the perception of threats in non-AML security and AML.
In security, threats were somewhat taken for granted. For
example, P9 was concerned about security of the server’s
passwords “because anybody can reverse-engineer or sniff it
or something.” Analogously, P6 said to pay attention to “the
infrastructure so that means that the network the machines
but also the application layer we need to look at libraries.”
On the other hand, almost a third of our participants (4 of
15) externalized responsibility for AML threats. For exam-
ple, P3 said their “main vulnerability from that perspective
would probably be more the client would be compromised.”
Analogously, P1 remarked that ML security was a “concern
of the other teams.” In both cases, the participants referred to
another entity, and reasoned that they were not in charge to
alleviate risks. Other reasons not to act include participants
not having encountered an AML threat yet, and concluded
AML was not relevant. More concretely, P9 remarked: “we
also have a community feature where people can upload im-
ages. And there could be some issues where people could try
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Figure 3: Drawing of P11. Red markings were added by the participant before, blue after being confronted with selected attacks.

to upload not safe or try to get around something. But we
have not observed that much yet. So it’s not really a concern,
poisoning.” Roughly half of the participants (7 of 15) reported
to doubt the attackers’ motivation or capabilities in the real
world. For example, P1 said: “I have a hard time imagining
right now in our use-cases what an attacker might gain from
deploying such attacks.” P20, who worked in the medical
domain, stated: “I’m left thinking, like, why, what could you,
achieve from that, by fooling our model. I’m not sure what
the benefit is for whoever is trying to do that.” Finally, many
participants (9 of 15) believed that they have techniques in
place which function as defenses. As an in-depth evaluation
of which mitigations are effective in which setting is beyond
the scope of this paper, we leave it for future work.

Practical relevance of AML. The fact that most partic-
ipants did not consider AML threats relevant might be an
expression of these threats being academic and not occurring
in practice. Yet, our interviews showed that there are already
variants of AML attacks in the wild. More concretely, P10
stated: “What we found is [...] common criminals doing semi-
automated fraud using gaps in the AI or the processes, but
they probably don’t know what AML, like adversarial machine
learning is and that they are doing that. So we have seen
plenty of cases are intentional circumventions, we haven’t
quite seen like systematic scientific approaches to crime.”
Our participants lack of concern might then be an indicator
that harmful AML attacks are (still) rare in practice.

4.1.3 Summary

We found that non-AML security and AML were mingled
in our participants’ mental models: the boundaries between
the corresponding threats were often unclear. Yet, security
and AML were not interchangeably used to refer to attacks
with a shared goal. Furthermore, non-AML security threats
were treated differently than AML threats: the latter were
often considered less relevant. Whereas it remains an open
question whether AML and non-AML security should be
treated differently in practice, the fact that they are currently

   Model M

AML Research Our Findings

Figure 4: High-level intuition of Section 4.2. While AML
research studies individual models, our participants often de-
scribe workflows with potentially several models, sometimes
even the embedding system of the ML project.

poorly distinguished might due to low exposure to AML. At
the same time, our interviews provided evidence for AML
attacks in practice.

4.2 ML models and ML workflows

Many of our participants did not only refer to an ML model,
but discussed a workflow or an entire system. This is in stark
contrast to AML research, where models are often studied in
isolation, possibly due to a lack of available data. This finding
is visualized in Figure 4. In this subsection, we first discuss
our participants view on ML models and the described sys-
tems. We then investigate whether such views are equivalent
to a high level view on ML related projects, and conclude the
section with a short discussion on some of our participants’
struggles to assess threats at a high level.

4.2.1 Model versus system view

We first focus on the description of the ML model itself.
Afterwards, we describe practitioners’ views of ML models
within larger systems and conclude the section with relating
both findings to the technical level of abstraction.

ML model perspective. The general perception of the ML
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Figure 5: Drawing of P16. Colors were added after selected
attack were presented to the participant. Red refers to evasion,
purple to reverse engineering, blue to membership inference.

pipeline (Figure 1) seems to affect mainly the relevance of
ML-models as such within the pipeline. More concretely,
participants talked about models as pipeline components.
Many (11 of 15) of our participants presented their projects in
chronological order or with an implicit flow. Examples are vis-
ible in Figure 3 or Figure 6. Moreover, 6 out of 15 participants
explained a pipeline not only as being composed by several
steps, but remarked potentially several applications of ML
within, or that several (different) pipelines exist. For example,
P14 reported that “the models are chained one after the other,”
and P7 stated that “we have both like unsupervised training
and unsupervised training.” We conclude that often there is
not a single model deployed, but data may be processed by
several models, potentially in sequential order.

System perspective. Moreover, participants showed a
strong focus on the surrounding or embedding of their ML-
based project. In other words, not only the pipeline around the
model was important, but also the surrounding infrastructure
of the project. Out of 15 participants, 5 described their ML
pipeline as a classifier as embedded into the larger project
context (for example visible in Figure 3 or Figure 5). Related
to this embedding, in two of the interviews, the topic of tech-
nical debt (or long-term maintenance) arose. In this context,
P6 stated: “how [...] we can also have to something that is
maintainable in the long term.”

4.2.2 Technical abstraction level

The previous findings suggest a high level of technical abstrac-
tion in our interviews. While this is true on average, some
(5 of 15) participants described their project minutely. For
example P12 described their application almost at the code
level: “[...] we want to have for each node, that is basically the
union of those two columns [...].” However, whereas the same
participants also described their project as a workflow, they
did not talk about the embedding of the project. On the other
hand, P18 remarked on their “supervising” (e.g., high level)
perspective, yet provided no context. We conclude that our

Figure 6: Drawing of P18. Red star indicates the most impor-
tant component of the pipeline, not an attack.

sample does not allow conclusions about the level of technical
abstraction and perspective on ML model, which is thus left
for future work. We did find, however, that a high level per-
spective seemed to make threat assessment harder for at least
some participants. Asked to specify a certain threat model,
P19 stated for example: “It’s like everywhere. Internal threats,
external threats. Trying to mess with the communication, try-
ing to mess if we model something.” In a similar manner, P14
explained that an adversary could “try to put some pythons in
non conforming ways to trigger networks.” Both descriptions
are hard to interpret in technical terms, although both partici-
pants seemed aware of security threats in general. The same
problem persists for defenses that our participants apply to
encounter AML-specific security threats. P18, for example,
first explained that “the countermeasures are all in the API.”
After rechecking the documentation, the participant was able
to provide further details on the applied defenses.

4.2.3 Summary

Our findings illustrate an important point which at the same
time is very intuitive. Whereas most research papers focus on
a single model when investigating ML security, in practice,
models are trained and deployed in the context of other models
or as components of larger workflows. At the same time, one
pipeline may also contain several applications of ML. These
views are not to be confused with the technical detail of a
projects’ description. We furthermore find evidence that the
right level of detail is crucial to providing useful information.

4.3 Additional facets of mental models

Eliciting mental models with only fifteen interviews seems
ambitious, in particular in the context of a technique so versa-
tile as ML. In the following, we thus discuss potential aspects
of mental models that have to be studied in more depth in
future work. These aspects include, but are not limited to
the application setting, the effect of prior knowledge, and the
perceived relevance of AML. We also found evidence of struc-
tural and functional components in our participant’s mental
models. As the occurrence of these in AML mental models
can be anticipated from prior work in mental models [87], we
leave the corresponding discussion to Appendix F.
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4.3.1 Application setting

Our sample is too small to make general statements about
the application area. However, since almost a third (4 of
15) participants work in cybersecurity, we attempt to investi-
gate whether working in security affects sensitivity to AML.
Hence, we first divide the participants into security and non-
security groups, starting with participants working in security-
related fields. P10, who worked in a setting with cybersecurity
reported: “there is some standard AML attacks on ML you
can use, but we design our system knowing that very well;
on the other hand, we know that there is no perfect security,
so, again defense is in monitoring and vigilance, but it’s not
something that can be fully automated in our opinion.” P10
was in general very sensitive towards AML. P4, also from a
cybersecurity setting, was less concerned about evasion: “I
can’t imagine yet how it can be applied for real life, for exam-
ple [...] since we are pretty close on our development.” Yet, P4
also stated the need to gather more information about AML.
Hence, also participants who worked in security-related areas
had diverse mental models with respect to concrete attacks.

Participants from non-security fields have similarly diverse
mental models. This diversity is also reflected in the draw-
ings. P11 (Figure 3) added some attacks (in red) before we
provided explanations of evasion, backdooring and member-
ship inference (added in blue). P18 (Figure 6), on the other
hand, did not add any threats in their drawing. Analogously,
opinions also differ in the interviews; e.g., P15 who worked
in an non-security setting, was aware of security issues: “one
interesting thing of course is that the solution is in some ways
constraint by adversarial security considerations so for exam-
ple you cannot use natural language generation very much
because of potential adversarial behavior.” On the other hand,
and confirming the drawing, P18 reported that “we do not
really protect the machine learning part.” Investigating the
diversity of mental models induced by the application area in
more depth is thus left for future work.

4.3.2 Prior knowledge

Another potential factor on a practitioner’s mental model is
knowledge about or exposure to the topic at hand. However,
we find no strong relation between education and capability
or knowledge about AML in our sample. For example, one
participant self-reported high knowledge in AML, but also
stated: “maybe the poisoning will be for the neural network.”
Here, a general attack, poisoning, is related to a specific model
(neural networks). On the other end of the spectrum, P9 did
not self-report any knowledge about security or AML, but
correctly remarked: “Somebody could send us 100.000 images
and collect all the results and try to build a model from that.”
We conclude that in our sample, self-reported prior knowledge
is not related to AML knowledge. Yet, more work is needed to
understand more in depth the complex relationship between
exposure, education, and mental models of AML.

4.3.3 Perceived relevance of AML

Last but not least, we found little awareness of AML in our
sample. As already discussed in section 4.1.2, this might be
a consequence of little exposure to AML attacks in the wild.
On the other hand, we found all levels of concern about AML
in our sample. More concretely, a third of our the practitioners
(5 of 15) did not mention AML at all before we explicitly
asked. Another third reported that they were not very con-
cerned about AML. For example, P1 stated that evasion, or
“injecting malicious data to basically make the model [...] pre-
dict the wrong things” was “a concern that is not as high on
my priority list.” P15, analogously, said: “mainly the machine
learning pipeline this is the less critical security problem,”
reasoning that “simply a performance would be unexpected.”
Yet, over a third (6 of 15) of the participants reported to feel
insecure about AML when confronted with the topic. Of these
six participants, two previously showed low priority on AML,
and three did not mention AML at all. An example of insecu-
rity is P4, who stated they needed “some more research on it.”
Some participants, like P19, were concerned about specific
attacks: “I maybe need to learn more about this membership.”
In summary, some practitioners consider AML threats im-
portant, whereas some participants did not know AML well,
and yet others did not consider it an important threat. From
each of these three groups, there was at least one participant
that felt not well informed. After the interviews (e.g., off the
record) some participants stated that their awareness for AML
had increased due to the interview. Many also inquired about
defenses against specific threats, further confirming that they
were indeed concerned about specific attacks.

5 Future work

Our findings expose the lack of knowledge about AML in
practice, and thus show the need for additional research at the
intersection of AML and cognitive science. In this section, we
summarize these potential directions of future work. We first
discuss theoretical research on mental models of AML and
secondly more practical research that applies findings derived
from mental models to AML.

5.1 A theory on mental models of AML
Our work is a first step to describe mental models of AML.
For well-grounded mental models, more research is needed
to investigate different aspects, as discussed in the previous
section about the technical detail, application area and prior
knowledge, for example. However, more research is also re-
quired concerning the development of mental models, and
how a user based threat taxonomy (as opposed to a research
based taxonomy) could look like.

Temporal evolvement of mental models of AML. A bet-
ter understanding about the development of individual mental
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models could help to assess necessary steps to make practi-
tioners take into account AML. In addition, research on how
mental models are shared between various AI practitioners
might help to implement adequate defenses within and across
corporate workflows. Corresponding starting points can be
found in cognitive science [59], where the convergence of
mental models has been studied as a three-phase process of
orientation, differentiation and integration [41].

Inherent threat taxonomies of mental models. Whereas
academia has proposed clear threat models in ML security, it
is unclear whether or to which degree these are also used or
useful in practice. In this context, it could be interesting to
consider existing taxonomies by Biggio et al. [9] and Barreno
et al. [5]. These frameworks seem promising to investigate
which specific structural elements practitioners consider rel-
evant for specific attack vectors and how they perceive the
causal evolution of these attacks. In line with recent work by
Wang et al. [84], such user-centric attack taxonomies might
help to understand practitioners’ reasoning on AML.

5.2 Applying mental models to AML

Secondly, but not less important, is the question how AML
research can benefit from the study of mental models and
which problems could be tackled in this context. Examples
include the usability of AML tools and libraries, a more real-
istic threat modelling in AML research as well as a general
assessment of AML attacks in the wild.

Utility and usability of AML tools and libraries. We
found that practitioners’ mental models depend on available
and provided information. Future research should therefore
elaborate on the needed specificity of the available informa-
tion. Furthermore, an evaluation of the available AML tools
and libraries with regards to capabilities and needs of in-
dustrial practitioners might ease their usage across applica-
tion domains. In line with recent work on fairness [50] and
ethics [21], we consider this crucial for designing usable and
accessible tools, corporate guidelines and regulations.

Practical threat modelling for AML research. As stated
in Section 2, AML research has been criticized for the limited
practical relevance of its threat models [27, 30]. Mental mod-
els could alleviate this issue in two ways. On the one hand,
understanding which threats occur in which applications and
how they are perceived helps to shift research towards de-
signing practical and usable defenses. On the other hand, a
deeper understanding of why non-AML security and AML
are mingled allows us to adapt and improve current threat
modelling. To this end, however, it is also important to know
which threats need to be studied in the first place.

AML in the wild. Given the previous insight and evidence
of semi-automated, ML-related fraud, a more detailed assess-
ment of which attacks are conducted in the wild would be
beneficial. Future work could investigate this with a focus on
different groups of ML practitioners, including for example

ML engineers, auditors, and researchers, or dependant on the
application. Furthermore, our work outlines that the model
perspective usually taken in AML is of limited use in practice.
More work is needed to study AML in the context of entire
ML pipelines and end-to-end workflows.

6 Practical implications

Similar to Kumar et al. [45], we find that most of our partici-
pants lack an adequate and differentiated understanding to se-
cure ML systems in production. Given that we found only re-
ports of semi-automated fraud in our sample in Section 4.1.2,
the absence of strong AML in practice might explain this lack
of knowledge. Yet, as discussed in Section 4.3.3, 6 of 15 par-
ticipants felt insecure about ML security. We thus now discuss
the diverse implications of our study on how to tackle these
insecurities and the overall lack of knowledge. We start with
the question how to raise awareness for AML. Afterwards,
discuss the implications of our findings for the the embedding
of AML in corporate workflows and finish with implications
for regulatory frameworks of AML.

Raising awareness of and increasing confidence about
AML. Although we did not ask about privacy specifically, the
general data protection regulation was often mentioned by
our participants. For example, P6 stated: “we are also subject
to GDPR so we cannot just ignore the security aspects of the
process.” Like other participants (P12, P18), P6 mentioned
GDPR before we had asked about membership inference and
thus privacy. Legislation might thus be a tool to increase
awareness of AML. Independently, a third of our participants
felt insecure about AML (Section 4.3.3). Given that several
participants reported used software (P9, P14, for example
“TensorFlow”), infrastructure (P14) or service provider (P3,
P12, P20, for example “Google”), advertising tools to assess
AML risks might be helpful for our participants. In particular
as AML libraries6, but also overviews like the Adversarial
ML Threat Matrix7 already exist. Our findings on the con-
fusion between AML and non-AML security (Section 4.1.2)
suggest these tools need to either enforce dedicated audits for
both AML and non-AML security or combined countermea-
sures to address both areas jointly. Another solution to the
feeling of insecurity, reported by our participants themselves
(Section 4.3.3, P19: “I maybe need to learn more about this
membership”), could be to provide materials for education.

Embedding AML into corporate workflows. Whereas
academia generally studies AML with the perspective of an
individual model, in practice, the entire ML pipeline and
broader AI workflow need to be considered. As discussed
in Section 4.2, in our interviews, for example P6 and P16 (see
Figure 5) described the entire workflow of their AI applica-
tion, whereas other participants focused on the ML pipelines

6For example the Adversarial Robustness Toolbox, CleverHans, Robust-
Bench, or the SecML library, just to name a few.

7https://github.com/mitre/advmlthreatmatrix
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(for example P18, as visible in Figure 6). To successfully inte-
grate AML into corporate workflows, however, more effort is
needed. All actors working on an ML product need to be able
to identify relevant and possible attacks and implementable
defenses. Potential factors to consider here are for example
different applications areas, as discussed in Section 4.3.1.
Also the existing knowledge of the target audience should
be considered, as the in Section 4.3.2 discussed variation of
knowledge in our sample shows.

Creating appropriate regulatory and standardization
frameworks for AML. Lastly, our study has implications
for regulatory approaches that enable appropriate security as-
sessments. The differences in application (Section 4.3.1) and
prior knowledge (Section 4.3.2) we found imply that regula-
tory frameworks need to find a way to formally encompass
these differences with regards to necessary security measures.
The currently proposed ‘Legal Framework for AI’ by the Eu-
ropean Commission, for example, differentiates certain types
of ML applications of which some are prohibited or classified
as high-risk and thus require a certain risk management. Fur-
thermore, as discussed in Section 4.2, our results indicate that
it is essential to communicate such frameworks at the right
technical abstraction level to encompass both technical ML
practitioners and non-technical stakeholders. Standardization
efforts could incorporate this requirement by providing ade-
quate information at multiple mental abstraction levels [17].
For example, recently proposed frameworks like the NIST
Taxonomy and Terminology of AML8 explicitly lists refer-
ences that might help practitioners develop more complex
mental models. As mentioned above, a similar regulatory
approach to privacy, the European general data protection reg-
ulation, had served as a scaffold for their privacy perception.

7 Limitations

We followed an inductive approach to investigate mental mod-
els through qualitative analysis. Hence, the data collected is
self-reported and subjected to a coding process. We continued
coding and refining codes until a good level of inter-coder
agreement was reached. Nonetheless, all our findings are sub-
ject to interpretation and do not generalize beyond the sample,
both of which is inherent to qualitative analyses. Finally, due
to the COVID-19 pandemic, all interviews were conducted re-
motely and the interface limitations of the digital whiteboard
might have impacted the participants’ sketches.

Given the qualitative approach and reached saturation, the
small sample size of 15 is indeed acceptable [28, 87]. Due
to the small sample size, however, several factors cannot be
addresses in depth, as discussed in Section 4.3. Examples
include, but are not limited to, the application setting and the
perceived relevance. Ideally, future work provides a more in
depth analysis of these topics in a larger quantitative study.

8https://nvlpubs.nist.gov/nistpubs/ir/2019/NIST.IR.8269-draft.pdf

All participants were employed at European organizations
with<200 employees. This is due to the fact that while several
multinational companies stated great interest in our research,
they denied participation after internal risk assessments. As
mental models of ML systems are always embedded in organi-
zational practices [89], we strongly encourage future research
to assess our findings within larger samples including more
variety, for example academics, small and large companies.
Given that previous work found differences in general secu-
rity behavior depending on gender [57], and cultural back-
ground [44], we also strongly encourage a more in depth
analysis of these aspects.

Furthermore, AML itself is a subject of study of which the
perception evolves continuously. With an increasing aware-
ness for security within applied machine learning, the findings
presented can only be valid temporarily. Machine learning
is applied in a wide range of settings. Consequently, not all
attacks are relevant within each application domain. For ex-
ample, a healthcare setting is subjected to other threats than a
cybersecurity setting. For the sake of studying abstract facets
of mental models, we did not consider the application in the
present work. Yet, we would like to point out the necessity to
study this aspect of AML in general.

8 Conclusion

Based on our semi-structured interviews with industrial practi-
tioners, we take a first step towards a theory of mental models
of AML. We described two facets of practitioners’ mental
models and sketched more facets as an anchor for in-depth
investigation by future work. These include the technical ab-
straction level, application setting, prior education, and the
perceived relevance of AML. We provided more details on
the first facet, or the blurry relationship between AML and
non-AML security. These two topics were often mingled,
yet not used interchangeably by our participants. The second
facet can be understood as a first step to refined threat models
in AML research. As apposed to a single model, our partici-
pants instead described workflows and relationships between
potentially several ML models in a larger system context.

A clear understanding of the elicited mental models allows
to improve information for practitioners and adjustments of
corporate workflows. More concretely, our results help to
raise awareness for AML, thus making practitioners feel less
insecure. We further suggest that both application area and
prior knowledge are considered when embedding AML into
corporate workflows. Finally, regulatory frameworks might
reduce uncertainty about AML and increase the awareness for
possible AML threats. However, a wide range of subsequent
research towards an encompassing theory of mental models
in AML is still required. Last but nor least, we are convinced
that the AML community will benefit from further practical
assessment of attacks in practice, as our work already provides
evidence of semi-automated fraud in the wild.
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A Details on recruiting

We searched online databases like crunchbase 9, AIhubs10,
and lists with promising AI start-ups (for example the list by
Forbes11) to find potential participants.

B Participants’ prior knowledge in (A)ML

To measure our participants’ knowledge in ML, we con-
structed a questionnaire based on ML job interview ques-
tions12(Appendix D.3). Given that participants were not in-
formed they had to take a test, we aimed to select a broad
range of topics easy to query with multiple choice answers
that were not too hard. The questionnaire had 8 questions,
with the participants correctly answering on average 6.64
questions (STD 1.14). Guessing would yield an average of
2.66 correct questions. Thus, while we do not know how reli-
able our questionnaire estimates ML knowledge, we conclude
that our participants are indeed knowledgeable in ML.

We also investigated the familiarity of our participants with
AML attacks. To avoid priming, we asked participants to
rate their familiarity after the interview. As sanity checks,
we added two rather unknown terms, adversarial initializa-
tion [31] and neural trojans [54] (similar to backdoors). The
results are depicted in Figure 7. Only one participant reported
to be familiar with one attack (evasion). In general, most par-
ticipants reported to have heard of most common attacks (eva-
sion, poisoning, membership inference, and model stealing).
As expected for the sanity check, adversarial initialization and
neural trojans were largely unknown.

C Interview protocol

Thank you so much for taking the time to give us your per-
spective on security in machine learning. This study consists
in III parts. Part I aims at exploring your role in ML-projects.
Part II addresses the underlying machine learning pipeline. In

9https://www.crunchbase.com/ for European companies operating
in AI and having raised more than 1 million dollar funding

10https://www.appliedai.de/hub/2020-ai-german-startup-landscape
11https://www.forbes.com/sites/alanohnsman/2021/04/26/

ai-50-americas-most-promising-artificial-intelligence-companies/
?sh=653894c477cf

12For example https://www.springboard.com/blog/
machine-learning-interview-questions/
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part III, we want to know how you perceive the security of
machine learning. In part II and III, please visualize the top-
ics (and relationships between them) that we ask you about.
There are no rules, no wrong way to do it, and don’t worry
about spelling things perfectly. Nothing is off limits and you
can use any feature of the digital whiteboard. After this last
part, we will ask you about your knowledge about security of
machine learning before this study.

Part I: Machine learning project
• Can you briefly describe what AI- or machine learning-

based project you are currently involved in?
• Can you tell us a bit more about the goal of this project?
• Who else is involved in this project?
• What is your collaborators role in the project?

Part II: Machine learning pipeline
• What kind of pipeline do you currently apply within this

machine learning based project?
• Which part of this pipeline is crucial for your business,

or identical to your product?

Part III: Security within project and pipeline
• Is security something you regularly incorporate into your

workflow?
• Have you encountered any issues relating to security in

the projects you described?
• Where in the pipeline did these security-related issues

originate?
• Can you specify the cause of the security-related issues?
• Can you specify how these security-related issues evolve

in your pipeline?
• Which goal pursues an adversary with a such a threat?
• What is the security violation of the threat?
• How specific is the depicted threat?
• Are you aware of any further possible security threats in

the scope of your project or pipeline?
• Which countermeasures do you implement against any

of the aforementioned threats?
Thank you so much for taking the time to give us your

perspective on security in machine learning.
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Figure 7: Self-reported familiarity of interviewed participants
with different attacks on ML. Total of participants is 14, as
one participant did not hand in questionnaire.

D Questionnaires

D.1 Demographics questionnaire
Thank you for participating in our research study about secu-
rity in machine learning. Please take a couple of minutes to
respond to the following questions.

• How old are you?
• What gender do you identify with?

� male � female �
• What is your level of education? (please specify highest)

� Highschool
� Bachelor in
� Master / Diploma in
� Training / Apprenticeship in
� PhD, area:

• What is your profession?
• What is your role in your team?
• How long have you been working in your

current profession?
• What is the number of employees at your

company/organization?
• What is the application domain of your product?
• Which of these goals are part of your organization’s

AI/ML-model checklist?
� Explainability � Fairness � Privacy
� Security � Performance

• In which of these areas have you taken a lecture or intense
course? Please add the title of the course if applicable.
� Machine Learning
� Security
� Adversarial Machine Learning

• In which of these areas have you taken a seminar, or read
up on? Please add the title of the seminar/book if applicable.

� Machine Learning
� Security
� Adversarial Machine Learning

D.2 Attacks used in Interviews
Please read through the following selection of attack vectors
and machine learning and explain whether you consider them
relevant in your specific project. If yes, please add them to
your sketch in a different color.

Evasion/ Adversarial Examples. This attack targets a
model during deployment. The goal of the attacker is to fool
the model: changing its output significantly by altering the
input only slightly. An example is to change a picture contain-
ing a dog, present it to a cat-dog-classifier, and the model’s
output changes from dog to cat.

Poisoning. This attack targets the training or optimization
phase of the model. The goal of the attacker is to either de-
crease accuracy significantly, or to install a backdoor. An
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example is a cat-dog classifier that always classifies images
containing a smiley as cat.

Privacy/ Membership Inference. This attack targets a
model at test-time. The attacker’s goal is to identify individual
samples from or even the whole training set. An example is
to measure the confidence on an input, as some algorithms
tend to be more confident on data they have seen during train-
ing. Also over-fitting eases to determine what a classifier was
trained on.

D.3 ML quiz
Please answer the following questions about ML. For each
question, please tick at least one box.

Question 1. Which loss is used to train DNN?
� 0/1-loss.
� Cross-entropy loss.
� Hinge-loss.

Question 2. What is the difference between classification
and regression?

� The kind of labels we fit: reals vs discrete classes.
� Regression is the name of classification in psychology

/ medical science.
� Regression is for discrete labels, classification for

real valued ones.
Question 3. What is the difference between L1 and L2

regularization?
� L1 yields sparser solutions.
� L2 yields sparser solutions.
� none - they differ only in few practical applications.

Question 4. In the bias-variance trade-off, what does high
variance imply?

� The analyzed data shows high variance.
� The clf is overly complex and potentially overfits.
� The data is likely to be classified fair (e.g., low bias).

Question 5. Why is Naive Bayes naive?
� Due to historic reasons.
� Due to the assumption that all features are indepen-

dent.
� Because the application is simple and straight-

forward.
Question 6. What is cross-validation?

� Training on one task and then transferring the model
to another task.

� Splitting the dataset and training/evaluating on differ-
ent subsets.

� A method to reduce overfitting or choosing hyper-
parameters.

Question 7. What are kernels in machine learning?
� Essentially similarity functions.
� A part of SVM, potentially yielding non-linear SVM.
� A specific instance of a similarity function used in

SVM.
Question 8. What is pruning?

� Deletion of for example weights in a model.
� Deletion of specific points of the data.
� A technique to get a smaller from a large model

with similar performance.

To conclude the study, we will ask you to rate your back-
ground knowledge on attacks before this study according to
the following four classes:

Familiar. Your are familiar with this concept, and can
write down the mathematical formulation.

Dabbled in. You could explain in a five minute talk
what the concept is about.

Heard of. You have heard of the concept and you could
put it into context if necessary.

Never heard. You did not know about this concept
before this survey.

For each concept, please tick one box. The original ques-
tionnaire was formatted as table. To ease readability, we list
them as questions here.

Evasion / adversarial examples.
� familiar � dabbled in � heard of � never heard

Poisoning / backdooring
� familiar � dabbled in � heard of � never heard

Model stealing
� familiar � dabbled in � heard of � never heard

Model reverse engineering
� familiar � dabbled in � heard of � never heard

Neural trojans
� familiar � dabbled in � heard of � never heard

Adversarial initialization
� familiar � dabbled in � heard of � never heard

E Final set of codes

The final set of codes for the interviews is depicted in Table 2,
the codes for the drawings in Table 3.

F Structural and functional components

We found structural and functional components in our partici-
pants’ mental models. Structural components cover multiple,
constituting entities that an individual perceives as relevant
within a given application. In interaction with an ML system,
functional components describe an individual’s perception of
the relations between the structural elements. As intended,
the structure of our interview and drawing task (Appendix C)
allowed to investigate these properties on the level of the ML
pipeline, of the attack vectors as well as of the defenses.

F.1 ML pipeline

All participants distinguish clearly separable elements within
their ML workflow. The specific composition of these steps
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Table 2: Final set of codes for the interviews.

A. AML attacks D. security defenses G. organization L. perception
A.1 poisoning D.1 sandboxing G.1 ML role in project L.1 security externalized
A.2 evasion D.2 access control G.2 security role in project L.2 AML feature not bug
A.3 model stealing D.3 development policy G.3 other role on project L.3 doubting attacker
A.4 reverse engineering D.4 server register G.4 legal constraints L.4 believing defense is effective
A.5 membership inference D.5 security testing G.5 technical dept of ML L.5 has not encountered threat
A.6 availability D.6 data anonymization H. customer L.6 attacks too specific
B. AML defenses D.7 input data format restrictions H.1 requirements L.7 insecurity about AML
B.1 retraining E. pipeline elements H.2 privacy relevant data L.8 unspecific attack
B.2 interpretability E.1 training I. cloud L.9 holistic attacker specificity
B.3 basic models E.2 design I.1 used for security L.10 pipeline specific defense
B.4 ensemble E.3 model I.2 used but potential security risk L.11 importance of data
B.5 human in the loop E.4 data I.3 not used because of security L.12 high level perspective
B.6 regularization E.5 data labelling I.4 neutral L.13 coding perspective
B.7 own implementation E.6 data collection J. relevance
B.8 on purpose E.7 data preprocessing J.1 mentioning AML
C. security threats E.8 feature extraction J.2 security low priority
C.1 data capturing E.9 testing J.3 AML low priority
C.2 access E.10 deployment J.4 encountered security issue
C.3 data breach E.11 API K. confusion
C.4 code breach E.12 database K.1 across ML attacks
C.5 libraries F. pipeline properties K.2 security and AML
C.6 denial of service F.1 iterative K.3 vagueness of concepts
C.7 SDK F.2 several within project K.4 what security means
C.8 customer

defines the structure of a certain ML pipeline. For two partic-
ipants, this structure reflects the ML pipeline that we intro-
duced in Figure 1. When asked to sketch the kind of pipeline
applied, P4 talked about “data”, “training”, “testing”, and “vi-
sualization”. We argue that these structural components serve
as a scaffold for an individual’s mental model. Interestingly,
the mental models of 12 out of 15 participants covered addi-
tional components that we did not expect prior to the study.
The sketches of P3, P7, and P11 (Figure 3), for example, con-
tain explicit elements for data capturing. P1, P9, P12, as well
as P20 included dedicated elements representing a specific
database to their drawing. Five participants also highlighted
structural elements within the deployment environment dur-
ing the interviews. P14, for example, specified on an API
for deployment “on several kinds of hardware architectures”.
Analogously, P1 described an API that “can be used to allow
the user to interact with the models” Hence, these structural
elements concerning data and deployment seem to be of im-
portance for the corresponding mental models. However, the
perception of industrial practitioners does no only focus on
these structural components but also covers functional as-
pects. P6 for instance stated that his ML pipeline “forks into
a number of different directions and there are also interac-
tions between the different components”. In the corresponding
sketch, multiple arrows within and across specific ML mod-
els indicate this interconnection of single components. Other
drawings include this functional perspective through straight
lines connecting the structural components, arrows connect-
ing some of the structural components in a subsequent manner
(e.g. P14), and arrows connecting all structural components
in a subsequent manner (P18 in Figure 6).

F.1.1 Attack vectors

The identified structural and functional components seem to
be similarly relevant for mental models on attack vectors.
For any kind of ML-specific threat, participants were able
to precisely locate where they situated the corresponding,
structural starting point. These have been specifically named
during the interview and sketched via labelled arrows (e.g.
Figure 3, P11), additional annotations (P11, P15), highlighted
parts of potentially vulnerable pipeline components (e.g. Fig-
ure 8, P10) or as entire steps within a given ML workflow
that have been marked as vulnerable (P9, P20). Strikingly,
we saw a wide overlap in the perception of potential focal
starting points for attack vectors. Study participants consid-
ered the model itself, the input of their ML pipeline, or the
deployment environment to be particularly vulnerable. Fig-
ure 5 (P16) shows this for the latter. When confronted with
poisoning and reverse engineering attacks, P16 marked the
input and output of his pipeline as possible starting points for
threats (purple rectangles) and talked about how a competitor
could “screw our labeled dataset” or a customer might “ask a
lot of questions to the API”. However, the perception of attack
vectors did also cover functional components. P1, for exam-
ple, depicted the causal sequence of a “data injection attack”
as three consecutive red arrows connecting different compo-
nents of his ML pipeline. This is all the more relevant, as P1
provided such a functional explanation and drawing for each
of the attack vectors we presented to him. His mental models,
hence, clearly seem to contain functional components. This
is also the case for P16, who similarly provided explanations
on the functional evolvement of certain attacks within his
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Table 3: Final set of codes for the drawings.

A. pipeline elements B. pipeline properties C. named explicitly D. attacks E. drawing
A.1 training B.1 iterative C.1 hardware D.1 no attacks E.1 boxes
A.2 design B.2 linear C.2 software D.2 poisoning E.2 symbols
A.3 model B.3 abstracted C.3 human D.3 evasion E.3 inner/outer
A.4 data B.4 several C.4 privacy sanititzation D.4 membership inference E.4 flow within pipeline
A.5 data labelling B.5 explainable C.5 output D.5 libraries E.5 workflow embedding
A.6 data collection B.6 MLaaS C.6 classification D.6 data collection E.6 attacks graphical
A.7 data preprocessing C.7 server D.7 input/output E.7 attacks words
A.8 feature extraction D.8 unspecific attack E.8 attacks causal
A.9 testing D.9 defenses E.9 attacks pointwise
A.10 deployment D.10 exit points
A.11 deployment environment D.11 input points

Figure 8: Drawing of P10. Important components of the workflow added in blue, possible starting points for attacks in red.

workflow and even added corresponding functional elements
to his sketch (blue and red arrows in Figure 5).

F.1.2 Defenses

Although we found participants’ defenses explanations and
sketches to be rather sparse, structural and functional prop-
erties are also relevant for the corresponding mental models.
As visible in the sketch of P18, defenses are often thought
of as structurally bound to specific components of a work-
flow/pipeline (Figure 6, P18). Data (P14), training (P6) and
the models themselves (P10) have been specifically named
as focal points for implementing defenses. In the case of de-
fenses implemented at the model component, P14 stated to
“regularize in a way that makes it less sensitive to an adver-
sary”. Hence, these implemented defenses are cognitively
attached to the classifier as a focal pipeline component. How-
ever, security mental models also contain functional proper-
ties. In the case of human-in-the-loop-defenses, for example,
P14 stated to send certain classifications “back to the data
sets to train a second version of the algorithm” if the output

confidence for certain data exhibited high entropy. This is
depicted in the corresponding sketch by an arrow pointing
from a rectangle with the caption “CPU” at the end of the
pipeline to “raw data” (initial step of the pipeline). Similarly,
P7, a participant working in video surveillance, explained
the defense they had implemented to secure the transfer of
input data (from cameras and on-site computers) into their
pipeline: “This can only go out, never go in. [...] Nothing
from the internet can connect to that server”. Industrial prac-
titioners, hence, perceive defenses as containing functional
components to unfold their full effect.

F.1.3 Summary

We conclude that mental models in AML contain of structural
components which are cognitively put into (internal) relation.
However, the specific unfolding of these internal conceptual
representations seems to depend on the corresponding appli-
cation and its underlying ML pipeline.
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Abstract
Differential privacy (DP) has become a standard for privacy-
preserving data collection. However, there is little under-
standing of users’ comprehension of this privacy technique,
which could increase users’ willingness to share personal data.
Xiong et al.’s 2020 study tackles this problem by investigating
the effect of differential privacy communication to laypeople,
with an average of 466 participants per study primarily from
USA and India. Since privacy decisions have been shown
to depend on participants’ culture in multiple past studies,
we have replicated this study with German participants to
compare the results with the original study and to gain fur-
ther insights about differential privacy communication in a
different cultural context. After having translated the original
questionnaire into German, we conducted two studies with
an average of 728 participants. While we could confirm that
participants did not fully understand differential privacy and
that a new method to communicate the effects of differential
privacy is needed, participants in our study were more willing
to share data than the participants from USA and India. This
finding is surprising, as Germans have been shown to be more
worried about their privacy than other cultures.

1 Introduction

The benefits of using personal data for machine learning are
most prominent in healthcare applications [7, 9, 34]. Among
ethical considerations, there are also privacy concerns [19]
due to the fact that most applications require a lot of data
to train the models. As data breaches appear to be ubiqui-
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tous [16], many people are reluctant to share their private
information [20, 37]. One of the key points of the European
General Data Protection Regulation (GPDR) is that data sub-
jects (i.e. individuals whose personal data are collected) must
consent to the data processing [8]. It is therefore of major
interest to investigate steps that allow data subjects to consent
easily if their personal data are protected.

Among methods to protect privacy in such a context, DP is
a promising solution to this problem. DP was introduced by
Cynthia Dwork in 2006 [15] and it has since influenced many
different areas of research, such as federated learning [39],
data mining [18], and location-based services [2]. In principle,
DP sets a statistical bound on the privacy risk of individuals
who share their data. It does that by introducing carefully
calibrated noise into the data, which masks the contribution
of each individual data subject to a certain degree but still
maintains the usability of the collected data, albeit sacrificing
accuracy. The underlying promise of DP is that nothing about
an individual in a dataset should be learnable that could not
have been learned if the individual was not in the dataset [14].

Furthermore, the original model of DP has been extended
to a more privacy-preserving model, referred to as Local Dif-
ferential Privacy (LDP) [25]. In this model, data perturbation
happens on the user’s device (instead of a central entity with
the original DP). As a result, the raw data do not leave the
device, thus providing more privacy. However, since the noise
is locally applied, the utility cannot be optimized by taking
into account other users’ data. In the following, we will re-
fer to both models as (L)DP, if no distinction is necessary.
Already used in practice by Google [17], Apple [43], and
Microsoft [13], amongst others, (L)DP promises to be a solu-
tion to many problems faced in collecting data. However, it
is not very well known outside of the technical and research
communities, especially not to laypeople.

Laypeople may be reluctant to share information, though,
because they fear for their privacy [20, 37]. Helping them to
understand how their privacy is protected may help them to
make informed decisions about sharing their data. However,
only few publications [5,11,48] tackle this challenge. Among
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them, the studies conducted by Xiong et al., presented in [48],
investigate the effects of DP communication on the users’
comprehension and their willingness to share personal data.
While the authors tested many different and creative ways to
explain DP, the studies have been conducted with young and
educated participants who were recruited via Amazon MTurk,
which has been shown to include mostly users from USA and
India [12]. Nevertheless, it has been shown in [28] that cul-
tural/age differences may impact the results. Also, replication
studies have been shown to enhance the understanding of a
certain subject [35] and clarify potentially false assumptions
drawn from previous research [21].

To investigate these potential differences and validate the
results in a different context, our contributions are as follows:
We have replicated the original studies with participants from
a different cultural and demographic background, directly
compared self-reported and actual understanding of differen-
tial privacy, and evaluated whether personal health app usage
impacts the willingness to share personal data. Tab. 1 illus-
trates the differences in our study compared to [48].

Original study Our study
Country USA/India Germany
Age 80% < 45y Representative of the
Education 60% bachelor’s degree German population
#Experiments 4 2
Avg. #participants ∼ 466 ∼ 728

Table 1: Differences from the original study.

As a result, we conducted two studies to (1) test the willing-
ness to share low- and high-sensitivity data with a health app
and its respective server depending on different text-based
descriptions of (L)DP and (2) to evaluate the trust in and com-
prehension of these techniques. Similar to the original study,
we only evaluated one description of DP or LDP respectively
in the first study, while we evaluated eleven different descrip-
tions in the second study.
The obtained key results are as follows.

1. We can confirm that the participants’ attitudes are similar
in both groups DP and LDP. Unlike originally expected,
participants in the LDP group did not share more data
with the app server than participants in the DP group,
even though it is safer to do so under LDP.

2. Participants who were presented with a description that
emphasizes the implications of the LDP, i.e., that privacy
is protected even if the company’s data base is breached,
participants, indicated the largest willingness to share
personal data, as in the original study.

3. The communication of (L)DP has a greater effect in
our study compared to the original study. Participants
whose privacy was protected via (L)DP wanted to share
significantly more personal data than those in the control
group where no privacy protection was communicated.

4. Overall, we experience a smaller variance in the re-
sults of the different descriptions of (L)DP as compared
to [48]. Moreover, we find that there exists a correlation
between participants who used health apps in their pri-
vate life and their willingness to share data and their trust
in the app, the server, and (L)DP.

5. As in the original study, our participants’ comprehen-
sion of (L)DP was not very high; thus more effective
communication methods are needed.

The remainder of this paper is structured as follows: We
summarize the theoretical and technical background of (L)DP
in Sec. 2 and present related work, including the original
study in Sec. 3. We present our methodology in Sec. 4 and
our experiments in Sec. 5 and Sec. 6. We discuss our results
in Sec. 7 and make conclusions in Sec. 8.

2 Backgrounds on differential privacy

The primary assumption of (L)DP is that users send their
personal data to a data curator, e.g., a company’s data base. A
data analyst can then analyze the data. (L)DP guarantees the
users’ privacy to a certain extent while keeping the data usable
for the data analyst. However, one key element of (L)DP is
that data analysts never see raw or perturbed data but only
receive answers to queries of the noisy dataset. The thread
model only considers attacks on the data curator, but not on
the user’s device itself.

2.1 DP vs. LDP
The global or centralized model is the original form of DP. In
this model, users’ raw data is sent to a trusted curator. Only
then is the perturbation of the data carried out (see Fig. 1).
Perturbation of the data in the global model takes place via
noise that is added, e.g., from the Laplacian or the Gaussian
distribution [14].

Figure 1: Differential Privacy

In the local model LDP, the data is perturbed on the device
before it is being sent to the data curator. The privacy ad-
vantage in this case is that raw unperturbed data never leave
the device (see Fig. 2). However, the accuracy of the data
is lower, as the perturbation of data does not occur on data
aggregates but on the data of single users. Perturbation is usu-
ally achieved via randomized response (RR) [46]. RR can be
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best explained by imagining a scenario in which a participant
has to answer a (sensitive) “Yes” or “No” question. However,
before they answer, they first flip a coin. If it lands “heads”
they answer truthfully, and if it lands “tails”, the participant
flips the coin again and answers “Yes”, if it lands “heads” and
“No”, if it lands “tails”. This way, there is a 25% chance of
the answer being incorrect, thus providing plausible denia-
bility to the participants and encouraging them to answer the
questions truthfully (if the coin lands “heads”). Other than
the previously described basic version of RR, one can also
imagine biased coins or spinners representing the weights
added to certain outcomes. This way, a data collector can
emphasize privacy (by adding more weight to the randomized
outcome) or accuracy (by increasing the weight of the true an-
swer). Bullek et al. [5] conducted a study on biased spinners
(see Sec. 3). The utility of LDP data is reduced by O(

√
N)

compared to DP data, where N is the number of users [6]. In
both cases, the data analyst receives only perturbed data.

Figure 2: Local Differential Privacy

The most relevant fact for the data subject is that the privacy
guarantee of LDP is higher than that of DP when considering
only attacks on a company’s application server, for example,
and not directly on the user’s device. This is because raw data
never leaves the device and there is no centralized instance
(like the trusted curator) you have to trust with your data.

3 Related work

In this section we first describe the impact of culture and
privacy law on privacy attitudes, followed by relevant papers
regarding usable (L)DP and the original study, which we
replicate in this paper.

3.1 Cultural differences

There have been many studies investigating inter-cultural dif-
ferences in regard to privacy. For example, studies have found
that a country’s culture impacts its privacy regulations [31]
and its citizens’ privacy regulation preferences [4]. Other stud-
ies focus on the difference in privacy attitudes in the context
of digital government [10] or e-commerce adaption [32].

According to Hofstede’s cultural comparisons [1], Ger-
many is one of the countries that avoid uncertainty, especially
compared to the US or India. Also, Germany can be seen as
an individualistic country, although the US scores higher in

this dimension. It has been shown that both dimensions, un-
certainty avoidance and individualism, impact the risk-taking
behavior of the country’s citizens regarding personal data. Cit-
izens of collectivist countries as well as those from countries
with a high uncertainty avoidance place more emphasis on
privacy [44]. For example, Germans are more conservative
when sharing data on online social networks [28] and trust
providers of activity trackers less [22] when compared to
US-Americans. Further studies have found that the medical
history is seen more sensitive in the US, while income level is
a little more sensitive for German participants [30, 40]. More-
over, Germans tend to feel less in control about the processing
of their personal data [33]. However, none of the existing stud-
ies comparing cultures has focused on (L)DP.

3.2 Differences in privacy law
Privacy and data protection rights are perceived differently in
the US and the EU. Whereas in the EU data privacy is seen as
an individual right, in the US the right to privacy is not directly
granted by the constitution and is context-dependent [3]. The
different European privacy laws were harmonized in 2018
within the GDPR, which grants extensive data privacy rights
to all EU citizens and heavily fines companies that do not
comply. Since 2020 the California Consumer Privacy Act
(CCPA) has granted people in California more extensive pri-
vacy rights as well, but its scope regarding individual privacy
rights is still limited compared to the GPDR [3].

Early research shows that the existence of privacy regu-
lations such as the GDPR can reduce data subjects’ privacy
concerns [47]. However, more recent studies show that in-
creased knowledge about these regulations does not yield the
same result [36]. We can therefore assume that our sample —
German citizens who are protected by the GDPR — might
be more concerned about their privacy than the sample of the
original study, which consisted mainly of US citizens.

3.3 Usable differential privacy
The first study concerning usable (L)DP was presented by
Bullek et al. in 2017 [5]. This study focused on the par-
ticipants’ understanding of RR, which is used in LDP (see
Sec. 2.1). The participants were presented with three spinners
that all had a different bias towards the true answer (40%,
60%, and 80%). That means, that a participant has a 40/60/80
percent chance of having to answer truthfully and a 60/40/20
percent chance that the answer is randomized (equally be-
tween “Yes” and “No”). To make this concept more acces-
sible to laypeople, the authors designed (animated) spinners
that would land on a certain field that would tell the par-
ticipant how to answer the sensitive questions asked in the
questionnaire. The study provided some seemingly contradic-
tory results. As expected, participants preferred the spinner
that provided the most amount of privacy; however, the sec-
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Low-sensitivity High-sensitivity
reason to use the health app date of birth
exercise experience family medical record
exercise time substance use
gender surgery record
height diagnostic record
weight income level
vegetarianism current medication

Table 2: Low- and high-sensitivity questions

ond most chosen one was the spinner that provided the least
amount of privacy. Participants justified their choice of the
least anonymous spinner by stating that it would otherwise
feel like lying [5].
Another recent study in this area was conducted by Cummings
et al. [11] and published while we were conducting the repli-
cation study presented in this paper. The goal was not only to
evaluate the impact of DP communication on the willingness
to share data but also how different DP explanations affect the
users’ expectations of DP. The authors synthesized 76 differ-
ent DP descriptions into 6 short descriptions that all convey
a certain theme (technique, trust, risk, etc.). The participants
were presented with one of those descriptions and one of two
relevant scenarios (disclosure of salary or medical records
with DP). Being exposed to DP descriptions did raise the
participants’ privacy expectation; however, it did not increase
their willingness to share data [11].

3.4 The original study by Xiong et al.
In the original study, Xiong et al. investigated effective com-
munication of (L)DP and its impact on data-sharing deci-
sions [48]. To this end, four experiments were conducted.
These experiments consisted of online surveys, and their par-
ticipants were recruited via Amazon MTurk.

3.4.1 Experiments 1 and 2

The participants in experiments 1 and 2 were presented with a
scenario, in which they had to imagine downloading a health
app that asks seven low-sensitivity and seven high-sensitivity
questions (see Tab. 2). The participants did not actually have
to provide these answers to the researchers, but instead had
to answer how they would like their answers to be processed:
1.) not at all (opt out), 2.) only used by the app locally on
the device (local only), or 3.) used by the app as well as the
application server (both). To test the effect of (L)DP commu-
nication, participants in experiment 1 were randomly assigned
to one of the four categories: DP, LDP, gain, and control. Par-
ticipants in the DP and LDP groups were presented with a
description of DP and LDP, respectively. The introduction to
the questionnaire in the gain group was framed in a positive
way (gain framing [45]), and the control group was presented
with a neutral introduction. No descriptions of (L)DP or any

other data protection technique were presented to neither the
gain nor the control group.
After confirming the effects of the gain framing, the authors
repeated the experiment with different descriptions of (L)DP
in experiment 2 (which was split into two separate surveys).
The findings of experiments 1 and 2 suggest that (L)DP com-
munication has little effect overall; however, there was an
increase in sharing high-sensitivity questions. Contrary to the
actual privacy guarantee, DP ranked higher than LDP which
suggests that LDP was not well understood. In experiment 2,
the authors tested further descriptions of (L)DP, which only
confirmed the findings of experiment 1. Participants found
DP easier to understand. However, when the description of
LDP emphasized the data perturbation process, participants
were more willing to share data with the app locally.

3.4.2 Experiment 3

In experiment 3, the authors examined the understanding of
eleven different descriptions of (L)DP and also investigated
the reasoning behind the participants’ sharing decisions via
open questions. The findings indicate that terms like “random”
and “noise” are hard to understand. Participants were willing
to share more information if the implication of the presented
technique was also mentioned. As reasons to share data, par-
ticipants noted that they had no privacy concerns, wanted to
improve the utility of the app, or that they simply trust the
presented (L)DP technique. Participants who did not want to
share their data wrote that they distrusted the techniques, the
requested data was too sensitive, data breaches could still oc-
cur, or that they distrusted the application or tech companies
in general.

3.4.3 Experiment 4

Finally, experiment 4 investigated whether the self-reported
understanding rates were accurate by asking five comprehen-
sion questions. Findings revealed that participants did not
fully understand the implication of (L)DP in most cases. Only
one description that emphasized the implications of LDP
generated a high correct response rate for the implication-
question. As a result, we used the existing studies as a ba-
sis for our work. However, our participants have a different
cultural and demographic background, we have changed the
number of studies, and we analyze whether personal health
app usage affects the outcome. This way we increase the
generalizability of the findings in [48] and are also able to
compare self-reported and actual understanding of (L)DP.

4 Methodology

We started the replication study by translating the English
questionnaire in [48] into German. Two of the authors trans-
lated the questions (and answers) independently of each other
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and then discussed and resolved the differences. For example,
some expressions like “health app” have a literal German
translation that we only used when we agreed that it is more
common than the English term.

Following the translation, the questionnaires were created
in LimeSurvey and the participants were recruited via an
ISO 29362-certified panel provider. All participants were
financially rewarded if they completed the study. We set age
and gender quotas to ensure a representative sample of the
German population [42]. Our university does not have an
official IRB process, but we adhered to ethical standards set
by the German Research Foundation. All questionnaires have
been approved by the university’s data protection officer.

4.1 Differences to the original study

We replicated the study conducted by Xiong et al. in order
to compare the responses of different populations. However,
we also made the following changes: (1) demographics as de-
tailed in Sec. 4.1.1, (2) a reduced number of studies as detailed
in Sec. 4.1.2, (3) the introduction of an additional question,
and (4) correlation of the participants’ self-reported and ac-
tual understanding of (L)DP. Note that we also performed
additional statistical tests in Sec. 5 and Sec. 6.

4.1.1 Demographics

The participants in [48] were recruited via Amazon MTurk.
Xiong et al. did not ask where their participants were from;
however, we know from other research that the majority of
MTurk users are from the USA (75%) and India (16%) [12].
In comparison we focused on German participants only. An-
other major difference is the age and education of the par-
ticipants. The original study is heavily skewed towards col-
lege educated (60% bachelors degree) younger people (80%
younger than 45). Instead, we used quotas in our questionnaire
to recruit participants that are representative of the German
population, as illustrated in Tab. 3. We also asked the partici-
pants an additional question to see whether they are currently
using a health app.

4.1.2 Study design

As depicted in Fig. 3, Xiong et al. conducted four experiments
(excluding pilot studies and the division of the second ex-
periment into two sub-experiments). As detailed in Sec. 3.4,
experiments 1 and 2 used the same questionnaire with
different descriptions of (L)DP and tested these descriptions
on four different groups. We used the best descriptions found
by the authors and used them in our experiment A, thereby
compressing experiments 1 and 2 of the original study.
Another difference is that Xiong et al. had already confirmed
the effect of framing the questions in a positive way (gain
framing [45]), which is why we used three different groups:

Exp 1 Exp 2Categories (518) (937)
Male 50.95% 53.1%
Female 46.8% 45.8%
Other 0.15% 0%Gender

No answer 2.1% 1.1%
18-24 15.4% 15.3%
25-34 30.1% 21.8%
35-44 27.1% 24.3%
45-54 15.6% 28.2%
55 or older 10.1% 9.8%

Age

No answer 1.7% 0.6%
No high school 23.2% 33.7%
High school 39% 34.3%
Bachelor 14.7% 12.1%
Master 18.1% 16.3%
PhD 1.7% 2.2%

Education

No answer 3.3% 1.4%
Yes 15.4% 16.1%
No 79.5% 82.1%IT background
No answer 5.1% 1.8%
Yes 47.9% 54.3%
No 49.6% 45%Health app
No answer 2.5% 0.7%

Table 3: Demographics

DP, LDP, and control, with control including the description
of the gain framing of the original study. We examined the
different descriptions of (L)DP in our experiment B, in which
we not only asked for the participants’ self-reported under-
standing of the presented descriptions but also checked their
comprehension with knowledge questions. Both of these are
taken from experiments 3 and 4 of the original study and were
originally separated. As a result, we can directly correlate self-
reported understanding and actual comprehension of (L)DP.
See Fig. 3 for our study design compared to the original study.

Our study

Original study

Experiment 1 Experiment 2 Experiment 3 Experiment 4

Experiment A Experiment B

Figure 3: Study design

5 Experiment A

In this section we present the study design and the results of
experiment A, before we discuss and compare the results with
the ones from the original paper. The complete questionnaire
for experiment A can be seen in Appendix A.
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Group Summary of description
DP DP protects personal data via random noise added to

aggregated data. Used by Harvard, US Census Bureau,. . .
LDP LDP protects personal data via random noise added to

every answer provided by the user. Used by Apple, Google.

Table 4: Summary of (L)DP descriptions for experiment A

5.1 Study design
With changes detailed in Sec. 4.1, we conducted our first ex-
periment. After the introduction in which participants were
informed about the goal of the research, they first answered
demographic questions in order to ensure the targeted quo-
tas in terms of gender and age. The participants were then
divided into three groups: DP, LDP, and control. Next, the par-
ticipants were presented with the scenario in which they had
to imagine themselves. In the described scenario, they had
just downloaded a health app, that needed some partially sen-
sitive information from them. All three groups were presented
with the same introduction, i.e., the gain framing [48]. The
DP and LDP groups were then presented with their respec-
tive descriptions of differential privacy. In Tab. 4 you can see
the high-level summary of the descriptions, and the complete
descriptions for experiment A are available in Appendix C.
Afterwards the participants had to answer a comprehension
question. If the question was not answered correctly, the de-
scription was shown again.

In the next step, we asked our participants the same ques-
tions as in [48], i.e., the participants’ willingness to share
potential answers to questions of the downloaded health app
with the app or the app server. As presented in Tab. 2, the ques-
tions are separated into seven low- and seven high-sensitivity
questions in order to evaluate the difference in the partici-
pants attitudes towards their willingness to share low- and
high-sensitivity information with the health app or the app
server. The participants did not answer those questions but
only chose how they would like their potential answers to be
processed. They could choose not to share anything (opt out),
to trust their data only to the app locally, or to share them with
the app and the app server. The participants could also choose
not to answer. In that case they were counted in the opt out
category, as in [48].

5.2 Participants
Through our certified panel provider, a total of 990 partici-
pants were recruited This means that our three groups, DP,
LDP, and control, comprised 330 participants each. We ap-
plied the same exclusion criteria to our participants as in [48]:
(1) Completion time less than 120 seconds (57 DP, 46 LDP,
99 Control) and (2) wrong answers to the comprehension
question (124 DP and 135 LDP). Consequently, 149 partici-
pants remained in the DP group, 138 participants in the LDP
group, and 231 in the control group. The median completion

time (before exclusions) was 199.17 seconds in the DP group,
201.55 seconds in the LDP group, and 148.27 seconds in the
control group.

5.3 Results
In the following, we report all significant results of our exper-
iment that can be directly compared to the original study and
additional tests. Note that the complete results are available
in Appendix E.

5.3.1 Replication tests

Similar to the original study, we first performed χ2 tests on
the three relevant decisions (opt out, local only, or both) for
each question type (low-sensitivity, high-sensitivity) collapsed
across participants.
Question sensitivity across all participants: We observed
significant differences between low and high question sensi-
tivity across participants of all groups. Participants chose to
opt out more often when they were asked a high-sensitivity
question (29%) than when they were asked a low-sensitivity
question (15%), χ2

(1) = 217.63, p < .001. We observed a
similar attitude in the decision local only, with 37% for the
high-sensitivity questions and 32% for the low-sensitivity
questions, χ2

(1) = 21.48, p < .001. Consequently, the deci-
sion to share with both was higher for the low-sensitivity
questions (53%) than for the high-sensitivity questions (34%),
χ2
(1) = 280.5, p< .001. This means that our participants chose

to share low-sensitivity questions more often (locally and with
the app server) than high-sensitivity questions.
Question sensitivity among groups: Differences among
groups (control vs. DP vs. LDP) could only be observed
for the decisions opt out and both. The decision rate to opt out
was significantly larger in the control group (28%) than in the
DP (16%) and LDP (17%) groups, χ2

(2) = 139.21, p < .001.
In contrast, the decision rate to share with both was higher
for the DP (49%) and LDP (48%) groups compared to the
control group (37%) χ2

(2) = 97.95, p < .001). Post-hoc inde-
pendent sample t-tests reveal that only the differences Control
vs. DP and Control vs. LDP are significant (p < .001 for all
four tests, Bonferroni corrected). These results indicate that
(L)DP communication has the effect of increased willingness
to share data. However, almost no difference between DP and
LDP could be observed.
Two-way interaction of sensitivity × condition: Finally,
we replicated the 2×3 cross-table question sensitivity (low,
high) × group (control, DP, LDP) to perform χ2 tests on
this matrix (see Fig. 4) . Again, only the decisions to opt
out (χ2

(2) = 8.08, p = .018) and to share with both (χ2
(2) =

9.94, p = .007) are significant. Pairwise tests reveal that only
Control vs. DP and Control vs. LDP show significant differ-
ences. For the low-sensitivity questions, only the decision
to opt out is statistically significant for the pairs Control vs.
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Figure 4: Selection rates across the three different conditions and both question sensitivities for experiment A (a-c) in comparison
with the selection rates of the original study’s experiment 1 (d-f). As we used the gain framing in our control group, we compare
the rates of our control group with the gain condition of the original study.

DP (p = .002) and Control vs. LDP (p = .001, Bonferroni
corrected). For the high-sensitivity questions, there are sig-
nificant differences in the two decision rates opt out (Control
vs. DP, p < .001, Control vs. LDP, p = .001, Bonferroni cor-
rected) and both (Control vs. DP, p < .001, Control vs. LDP,
p = .004, Bonferroni corrected). This further confirms that
(L)DP communication had a positive effect on data sharing
and that participants in both (L)DP groups show little differ-
ence in their willingness to share.

5.3.2 Additional tests

In addition to the tests carried out by Xiong et al., we also
tested if we could observe differences in the participants’ trust
in the app, the app server, and (L)DP and their willingness to
share based on their demographics. To this end, we performed
Kruskal-Wallis tests and we only report the significant results.
The complete statistics are available in Tab. 9 and 10 in Ap-
pendix E.
Trust: Across all three groups, only participants who were
already using a health app show a significant difference in the
trust in the app (H(1) = 40.028, p < .001), the server (H(1)
= 27.362, p < .001), and (L)DP (H(1)=26.31, p < .001). For
example, 33% of participants who already used a health app
agreed at least somewhat with the statement that they trusted
that (L)DP was secure, in contrast to only 14% of those that

did not use a health app. On the other hand, 26% of those who
did not use a health app distrusted the app (somewhat disagree
or lower) with their private information, whereas only 7% of
health app users said the same. There was no difference in
trusting the app or the server among the three conditions as
well as no difference in trust in (L)DP between the groups DP
and LDP.

Willingness to share: There are differences in gender
when participants report their willingness to share. Female
participants share more with local only (low-sensitivity:
χ2
(28) = 20.50, p = .005; high-sensitivity: χ2

(28) = 25.76, p =

.001), while male participants share more with both (low:
χ2
(28) = 16.33, p = .022; high: χ2

(28) = 18.85, p = .009).
The usage of health apps stands out again, as participants
who used health apps decided more often to opt out (low:
χ2
(7) = 15.11, p = .035; high: χ2

(7) = 19.23, p = .007) and to
share with both (low: χ2

(7) = 15.33, p = .032; high: χ2
(7) =

32.59, p < .001). Further significant results are correlations
between age and the decision to opt out (χ2

(28) = 56.74, p =

.001) and to share with local only (χ2
(28) = 56.25, p = .001)

for the high-sensitivity questions and to share the low-
sensitivity questions with both (χ2

(28) = 49.84, p = .007).
Also, participants who reported an IT background were signif-
icantly more willing to share high-sensitivity questions with
both. (χ2

(7) = 18.38, p = .010)

USENIX Association Eighteenth Symposium on Usable Privacy and Security    123



5.4 Comparison and discussion
As in the original study, there was hardly any difference in
the participants’ willingness to share information between the
DP and the LDP group. It could be expected that people share
more with both under the LDP condition and share more local
only with the DP condition. However, both conditions led par-
ticipants to share more with both and to opt out less in very
similar rates. We could confirm that the question sensitivity
is significant across all three groups.
The major difference between this experiment A and the origi-
nal study’s experiments 1+2 is that in our case the communica-
tion of (L)DP had a significant effect on the participants’ will-
ingness to share, especially when looking at high-sensitivity
questions. However, there was hardly any difference in the
local only decision across the three groups, which suggests
an “all or nothing” mindset of our participants.
Participants showed more trust in the app, the app-server, and
(L)DP when they were already using health apps, which is in
line with findings in [4], and more willingness to share if they
had an IT background.

6 Experiment B

Here, we present the study design and the results of experi-
ment B before we again discuss and compare the results with
the ones from the original paper. The complete questionnaire
for experiment B can be seen in Appendix B.

6.1 Study design
For our second experiment, we combined the last two exper-
iments of the original study into one LimeSurvey question-
naire (see Fig. 3). By doing so, we could directly compare
the self-reported understanding of (L)DP with the compre-
hension questions, while they were separated in the original
study. This also allowed us to test all 11 descriptions of (L)DP,
which also provides additional results compared to the origi-
nal study’s experiment 4.We first asked for the participants’
demographics and then presented one of the 11 (L)DP de-
scriptions provided by [48]. A high-level summary of these
descriptions can be seen in Tab. 5, while the complete de-
scriptions are available in Appendix D. After the participants’
introduction to (L)DP, questions regarding trust and compre-
hension were asked. In the following, we present a short
description of the questions, while the full questionnaire is
available in Appendix B.

(Q1) Do you want to share personal data with the app server
given the presented data protection technique?

(Q2) Why? / Why not? (open question depending on the an-
swer to the previous question)

(Q3) The description of (L)DP was understandable. (7-point
Likert scale)

(Q4) Please highlight the words you did not understand (based
on a score < 4 on the previous question, participants
could highlight words by clicking on them)

(Q5) Comprehension questions

C1. Can an attacker see your data if they get access to
the data base?

C2. Can employees see your data?

C3. Can third-party companies see your personal data?

C4. The usability of the data is now . . . when the pre-
sented data protection technique is in place (bet-
ter/worse/the same)

C5. Do the data stay useful for third-party companies?

The comprehension questions in Q5 were presented in
random order. Participants also had the choice not to answer
or to select that they were unsure.

Group Summary of description

LDP Flow
Answers are changed before they are sent
to the company. Focus on the flow of data.

DP Flow
Answers are sent to the company’s data base;
others only receive changed answers to queries.

US Census
DP introduces controlled noise into the data,
personal information is protected.

Google
LDP guarantees users’ privacy as with
random coin tosses.

Apple
DP transforms the data before they leave the
device; true data cannot be reproduced.

Uber
DP allows statistical analyses without revealing
information about individuals.

Microsoft
DP allows privacy-preserving data analysis by
introducing inaccuracies into the analyzes.
DP uses only a modified version of your data.

DP Imp
Personal information is not protected if the
data base is compromised. Focus on DP’s
implication on the data.

LDP Imp.
DP changes your data on the app randomly
before they are sent to the server. Privacy is
protected if the data base is compromised.w/o Local
No mention of the word ”local“.
LDP changes your data on the app randomly

LDP Imp before they are sent to the server. Privacy is
protected if the data base is compromised.
LDP introduces random noise to raw data

LDP Comp before they are sent to the server. Used by
Google, Apple. Includes company names.

Table 5: Summary of (L)DP descriptions for experiment B

6.2 Participants
As in experiment A, we used a between-subjects factorial de-
sign for our questionnaires. Participants were divided into 11
groups. In each of these groups, a different German descrip-
tion of (L)DP was presented to the participants. We excluded
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203 participants who did not want to answer the question of
whether they want to share data (Q1), 67 participants who
gave nonsensical responses to the open question why they did
or did not want to share data (Q2), and 31 with a completion
time of less than 60 seconds.

6.3 Results
Here, we present our results of experiment B, first starting
with the replication tests and followed by our additional tests.

6.3.1 Replication tests

Willingness to share: Across all 11 groups, 53% wanted to
share sensitive information (Q1) with the application server.
The LDP Imp group had the largest sharing rate with 60%,
and DP Flow had the lowest sharing rate of 47%, see Fig. 5.
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Figure 5: Sharing decision rates compared to the original
study’s experiment 3 [48]

Comprehension: Across all groups, only 13% indicated
an easy-to-comprehend rating of less than 4 (on a 7-point Lik-
ert scale), which means that our participants were confident
in their understanding of (L)DP. Participants in the LDP Imp
w/o Local group showed the highest self-reported comprehen-
sion (M=5.3, SD=1.3), followed by Apple (M=5.3, SD=1.5),
DP Imp (M=5.3, SD=1.3), and Uber (M=5.2, SD=1.3). Partic-
ipants in the DP Flow group report the lowest understanding
(M=4.8, SD=1.4), see Fig. 6.

Participants who indicated that the description of (L)DP
was not understandable (score of less than 4 in Q3) could high-
light the words that were less understandable (Q4). Across
all groups, the most selected words were “differential” (22),
“privacy” (21), “poise” (18), and “introduces” in combina-
tion with “controlled” (9). The correct response rates of the
comprehension questions (Q5) are very low throughout all
groups (see Tab. 6). Participants of all groups were able to
answer correctly more often than 50% on average only for the
question C3 3rd party when they were asked about the utility
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Figure 7: Time spent looking at the (L)DP descriptions in sec-
onds vs. average number of correct responses on the compre-
hension questions in Q5. The red dots indicate the respective
means.

of the perturbed data for third parties. Participants in the DP
Imp group scored higher on the question C1 Attacker than
the participants in other DP groups. However, this was to be
expected, as the possibility of an attacker gaining access to the
unperturbed data is mentioned within the DP Imp description.
The only significant difference between DP vs. LDP is
the correct response rate for C1 Attacker (30% vs. 49%,
χ2
(1) = 32.07, p < .001, see Tab. 7).

We also tested whether participants who looked longer at the
descriptions performed better at the comprehension questions.
We computed Spearman’s rank correlation between the time
participants were spending on the description of (L)DP and
their cumulative score on the comprehension questions (Q5)
and found a positive correlation (r(935) = .237, p < .001).
Due to technical reasons, the figure we compare regarding
the time spent reading the description also includes the par-
ticipants’ answer to the questions whether they would like to
share data (Q1) and their reasoning (Q2). The visualization
of the differences in the average correct response rate based
on the time spent looking at the (L)DP description can be
seen in Fig. 7. There, we can see that the correct response
rate peaks for participants who spent between 100 and 200
seconds reading the description and there is no improvement
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when participants took longer than 200 seconds. The median
time looking at the description was 57 seconds across all
participants.

Sharing behavior: We used inductive coding to analyze
the valid answers to the open question why participants de-
cided (not) to share data (Q2) based on the established codes
of the original study [48]. Two authors coded the answers
independently and discussed the differences afterwards. If a
participant’s answer fell into two code categories, both were
counted.
Why do participants want to share data?
Trust in DP and LDP techniques. 46% of responses fell into
this category. Answers include “seems secure and recom-
mended by experts“, “statistical analysis without identifica-
tion” (Uber), “randomized data gives a sense of security”
(LDP Imp w/o Local) but also wrong assumptions such as
“seems to be encrypted” (Apple).
Utility considerations. This category encompasses 31% of
valid responses. Examples are “more data equals better rec-
ommendations” (Apple), “probably important for using the
app” (DP Flow), and “brings advantages and seems secure”
(LDP Imp).
Little privacy concern for asked or any information, learned
helpless, and no fear of loss. This category holds 30% of re-
sponses. It is noteworthy that most answers in this category
fall into the category no fear of loss: “nothing to hide” (LDP
Imp), “most information is online anyway” (DP Imp), and
“the requested data is not that important” (Microsoft).
Why do participants not want to share data?
Too sensitive to share. The majority of responses (51%) fall
in this category. Participants wrote: “personal data should
stay personal” (Microsoft), “data not relevant for health app”
(Microsoft), and “no advantage for me” (US Census). An-
other common theme in this category are participants who are
skeptical about sharing their income level.
Distrust differential privacy techniques. 31% of answers re-
vealed little trust in general or more explicitly in (L)DP: “the
term ’noise’ is not explained well enough” (US Census), and
“does not sound trustworthy” (Uber)
Risks of data leak, breach, or hack. Similar to the previous
category, 12.99% of answers indicated that data breaches are
always possible, no matter what the security promises: “no
data is secure” (Uber), and “even the best software has holes
in it” (LDP Imp w/o Local).
Distrust the app or tech companies. 18% of responses ex-
plicitly stated distrust of apps or tech companies in general:
“as it is a private company I distrust these promises of data
security” (LDP Imp w/o Local), and “my data is none of the
app’s business” (LDP Imp)
Some participants, however, have opposite opinions. For ex-
ample, we have two participants who each stated that the
mention of Google in the description (LDP Comp) influenced
their decision whether they wanted to share their data (Q1).
One participant did not wish to share, stating that it “does

not seem secure especially since Google is involved”, while
another participant decided to share because “it is used by
Google and Apple and therefore must be secure”.

6.3.2 Additional tests

Again, we did some different additional tests to investigate
potential differences in the participants’ demographics.
Comprehension: We performed Kruskal-Wallis tests that
revealed significant differences in IT background. Partici-
pants who indicated that they had an IT background found
the description of (L)DP significantly easier to understand
(H(1) = 7.92, p = .005) and answered correctly significantly
more often to C5 Utility 3rd party (H(1) = 4.652, p = .031).
Willingness to share: Participants using apps to monitor
their health were more willing to share information (Q1) than
others (H(1) = 37.47, p < .001). Other demographics do not
significantly impact the results.
Self-reported understanding vs. comprehension: We com-
puted Spearman’s rank correlation to investigate the relation-
ship between self-reported understanding of the description
(Q2) and the scores on the comprehension questions (Q5) (see
Tab. 7). There was a significant positive correlation for C1
Attacker (r(935) = .110, p = .001), C2 Employee (r(935) =
.120, p < .001), C3 3rd party (r(935) = .168, p < .001), and
C5 Utility 3rd party (r(935) = .152, p < .001). Participants in
LDP groups were on average significantly better at answering
C1 Attacker correctly than the participants in the DP groups
(H(1) = 32.04, p < .001).

6.4 Comparison and discussion

Compared to the original study, we obtained a similar sharing
rate for the sensitive information (see Fig. 5). Across all con-
ditions, 53% wanted to share sensitive information, opposed
to 47.8% in the original study [48]. Also, we can report the
largest sharing rate of 60% in the LDP Imp group, just as
in the original study where the sharing rate of this condition
was 65%. The major difference in this area is that no shar-
ing rate is below 46% in our case, whereas there were some
groups in the original study that had a sharing rate below
that. An interesting similarity lies in the overall difficult-to-
comprehend rate (A score less than 4 for Q3) of 13.4% com-
pared to 13.3% in [48]. There is a difference in the lowest
difficult-to-comprehend rate of a group: 0% in the original
study’s DP Imp group and 10% for our Apple group. However,
our highest difficult-to-comprehend rate (DP Flow, 17%) is
much lower than the one of the original study (DP w/o Names
30%). Overall, the differences in the difficult-to-comprehend
rating and the sharing decision among groups are not as large
as they were in the original study.

The participants’ comments regarding the reasoning behind
their decision to share or not to share data are very similar to
the original study’s. Two participants noted that they would
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DP LDP

Apple DP Flow DP Imp Microsoft Uber US Census Google LDP Comp LDP Flow LDP Imp LDP Imp
w/o Local

C1 Attacker 20% 24% 49% 29% 24% 27% 37% 45% 54% 55% 47%
C2 Employee 59% 34% 30% 33% 28% 29% 38% 32% 42% 48% 38%
C3 3rd party 68% 53% 48% 45% 49% 49% 47% 47% 62% 65% 53%
C4 Usability 6% 23% 7% 21% 6% 11% 11% 7% 18% 14% 9%
C5 Useful 3rd party 41% 49% 42% 48% 47% 43% 46% 47% 44% 35% 35%

Table 6: Correct response rates
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easy-to-comprehend r .11 .12 .16 -.03 .15
p <.001 <.001 <.001 .369 <.001

DP vs. LDP χ2 32.07 1.24 .30 .14 1.66
p <.001 .265 .583 .705 .197

Table 7: Correlations of easy-to-comprehend and difference
DP/LDP regarding the comprehension questions in experi-
ment B

like to see the data before it leaves the device in order to under-
stand the data perturbation. There was no mention of this in
the original study. An alarmingly large portion of answers fall
into the privacy fatigue [26] category, with assumptions that
their personal data is “never secure” and “out there anyway”.
Also, the comments regarding the participants’ unwillingness
to share their income level is in line with previous research
about German data sharing preferences [23].

As in experiment A (see Sec. 5.4), personal health app us-
age has a significant impact on our participants’ answers. This
time, it shows a significant difference in the decision to share.
Unsurprisingly, participants with an IT background showed a
significantly higher score on the self-reported comprehension
of the description of (L)DP. The self-reported understanding
of the (L)DP description correlated positively with almost
all comprehension questions; however, the correlation coeffi-
cients are below 0.2 which suggests a weak association and
thereby a limited effect size [38]. The only significant dif-
ference between participants who were assigned to DP and
those that were assigned to LDP descriptions lies in the com-
prehension question C1 Attacker, where most participants
in the DP groups falsely believed that an attacker does not
have access to the real answers if the company’s data base is
breached. As this is one of the key differences between DP
and LDP, it shows once again that the difference is not clearly
communicated and understood. One exception to this is the
participants in the DP Imp group, where this scenario of a data
base breach is explicitly mentioned. Still, even in this group
most participants answered the question wrong. However,
we found that participants who spent more time reading the

(L)DP descriptions performed better on the comprehension
questions.

7 Discussion

While our study partially confirms the findings of the orig-
inal study by Xiong et al. [48], we also provide additional
insights about (L)DP communication in a different culture
(Germany), different demographics, and the impact of per-
sonal health app usage. Overall, participants who were told
that their data would be protected by (L)DP decided to share
more high-sensitivity data than those in the control group,
which indicates that (L)DP communication had a positive
effect on their data sharing attitudes. Similar to the origi-
nal study, the participants’ responses did not significantly
differ between the LDP and the DP groups. This suggests
that at least LDP was not completely understood. This also
confirms the previously mentioned findings from Cummings
et al. [11] that users misunderstand various descriptions of
DP (see Sec. 3). Although self-reported understanding of the
(L)DP descriptions was relatively high, the subsequent com-
prehension questions reveal that participants overestimated
their understanding. Although participants with higher self-
reported comprehension answered correctly more often on
most comprehension questions, only few of them provided
exclusively correct answers. As participants who spent more
time reading the descriptions provided more correct answers,
we can speculate that reading the description thoroughly im-
proves the comprehension of (L)DP. However, it is also likely
that the descriptions were not worded in a clear way. Due to
the fact that users generally prefer not to read privacy state-
ments [41], it is reasonable to assume that they do not want to
read lengthy (L)DP descriptions either. As a result, alternative
solutions based on more visual (L)DP communication like
those proposed for privacy policies [27] should be investi-
gated in the future. We observe the same pattern in the open
answers about the participants’ willingness to share their data
as in [48]. However, some participants noted that they would
need an example of “how noise changes the data", “what a
hacker would have access to", or “of what use the small in-
accuracies are”. These statements indicate that users do not
want only a vague privacy guarantee, which is probably too
technical for laypeople to understand fully. They would rather
see the actual perturbation of their data or at least a clearer
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and more understandable presentation of (L)DP. Moreover,
we could observe a pattern that the personal usage of health
apps increases trust and the willingness to share data.

Besides the expected differences in attitudes due to cul-
tural and regulatory differences, summarized in Sec. 3, it is
also important to take the timeframe of the respective stud-
ies into account. Xiong et al. performed their study before
March 2020, i.e., a time before worldwide lockdowns forced
people and companies into digitalization. As our study was
conducted during the summer of 2021, it is possible that our
sample was more familiar with and presumably more trusting
of digital technologies and less concerned about associated
privacy risks.

8 Conclusion

We have replicated a study on the effect of DP communication
on the willingness to share data and on the understanding of
and trust in the privacy-preserving technique. Despite our dif-
ferent sample comprising German participants representative
of the population, our results are similar to the original study
in that participants’ answers were not significantly different
between LDP and DP models. However, the effect of DP com-
munication could clearly be observed since the participants
were significantly willing to share more data when (L)DP
was applied. As a result, they trust the technology to protect
their privacy. The big caveat is that even though self-reported
understanding was high, follow-up comprehension questions
revealed that participants did not fully understand the concept
of (L)DP. Arguably, visual or otherwise more understand-
able differential privacy communication would help users’
comprehension [24, 29].
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APPENDIX

A Questionnaire for Experiment A

The questionnaire is taken from Xiong et al.’s original
study [48] and has been translated to German. We provide the
back-translated English version of our questionnaire which is
almost verbatim to the original study. The PDF version of the
German questionnaire is available online1.

Introduction

In the digital age, everyone faces the question whether to
share personal data in exchange for goods, services, or other
advantages. The goal of this study is to understand what kinds
of information you wish to share with a health app and how
these data should be used.

Demographics

The demographics were checked first in order to fulfil the
quotas of the questionnaire. Participants had the possibility to
answer “No answer” to all questions.

What is your age group?
Please indicate your gender.
What is your highest school-leaving qualification?
Do you have an IT background?
Do you use apps or devices to monitor your health data?

Precondition

Please assume the following for this questionnaire:
1. You have just downloaded the health app Orange Health
and you start using it immediately
2. To ensure suitable advice and recommendations regarding
your health, the app asks for certain information, for example,
your age and gender in regard to daily calorie intake.
3. At the same time, the app server requests permission to
access and collect the information in order to provide you
with a better user experience. For example, the information
you share will be used to train machine learning algorithms
that will subsequently will be used to provide more exact
recommendations for all users.

Differential privacy communication

Here, the participants in the DP and LDP groups were shown
the descriptions for DP and LDP respectively (see Sec. C).
Afterwards, the following comprehension question was
presented.

Please indicate which of the following descriptions of
(local) differential privacy is correct:

1https://owncloud.gwdg.de/index.php/s/kDAUTawPDsJxAwp
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◦ A data protection technique that adds random noise to
the collected data of user groups (e.g. average age) in
order to protect the user’s privacy just as if the user had
not taken part in the data collection.

◦ A data protection technique, which adds random noise
to every user response in order to protect the user’s
privacy just as if the user would not take part in the data
collection.

◦ DP/LDP has not been used yet in any organization or
company.

◦ I prefer not to answer.

Participants were shown the respective description again if
they answered incorrectly.

Questions of the Orange Health app

Participants first were presented with an explanation of how
to answer the questions. Again, this is a direct translation and
adaption of the original explanation from Xiong et al. [48].

During the questionnaire please

1.) read the question in the Orange Health app
2.) decide how you would answer

3) Choose, how you would like your answer to be 
processed if the data protection technique presented 
before is used [only shown to DP/LDP]

Figure 8: Back-translated explanation for the participants.
Point 3 has only been provided to the groups DP and LDP.

Participants were provided with 14 screenshots of the ques-
tions in Tab. 2 similar to the one in Fig. 8 in random order
and could choose the following answers.

◦ Only used by the app locally

◦ Used by the app locally and the server

◦ Neither used by the app nor the server

◦ I prefer not to answer

Trust questions

Participants could answer the following questions on a 7-point
Likert scale ranging from “Strongly disagree” to “Strongly
agree”.

1. I trust the Orange Health app to protect my personal
information

2. I trust the app server to protect my personal information

3. I trust (local) differential privacy to protect my personal
information

The third question was only asked to participants in the DP
and LDP groups.

B Questionnaire for experiment B

The PDF version of the German questionnaire is also available
online2.

Introduction

The goal of this study is to evaluate your willingness to share
personal information when a data protection technique is
used. The goal is also to understand why you made this re-
spective decision. Furthermore, we want to evaluate your
comprehension of this data protection technique.

Demographics

We asked the same demographic questions as in the first
questionnaire A

Precondition

We presented the same precondition as in the first question-
naire A

Differential privacy

To respect your personal information and to guarantee a
better user experience, the data that are shared with the
Orange Health app are collected using a data protection
technique. This data protection technique is presented in the
following. Please read the description carefully.

The participants were randomly assigned to one of
the eleven descriptions in D.

Trust in (L)DP

Under the condition that the above described data protection
technique is in use: Would you share your personal data (e.g.
date of birth, family medical record, income level, substance
use, medical record, previous surgeries, current medication)
with the app server?

• Yes / No / No answer
2https://owncloud.gwdg.de/index.php/s/s5hQeVmLNyy2kve
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If the participant answered yes:
Please explain briefly why you would like to share your per-
sonal data if the described data protection technique is in
use?

• Open question

If the participant answered no:
Please explain briefly why you would not like to share your
personal data if the described data protection technique is in
use?

• Open question

Self-reported understanding of (L)DP

Participants could answer the following questions on a
7-point Likert scale ranging from “Strongly disagree” to
“Strongly agree”.
Please indicate your agreement with the following statements:
The previous description of the data protection technique was
easy to understand.

If participants provided a score of 3 (“mildly disagree”)
or less they were presented with the description again to
highlight words they did not understand.
You have indicated that the description of the data protection
technique was not easy to understand. Please indicate the
words you find hard to understand by clicking on them to
highlight them.

Comprehension questions

C1 Suppose you have answered truthfully to the questions
in the Orange Health app and your answers have been
collected with the presented data protection technique.
If an attacker gets access to the data base of the Orange
Health company, will he then be able to see your true
answers?

C2 Suppose you have answered truthfully to the questions
in the Orange Health app and your answers have been
collected with the presented data protection technique.
Are employees within the Orange Health company able
to see your true responses?

C3 Suppose you have answered truthfully to the questions
in the Orange Health app and your answers have been
collected with the presented data protection technique.
Are third parties with whom the Orange Health company
shares data able to see your true answers?

C4 With the changes imposed through the data protection
technique, the accuracy of the aggregated data the Or-
ange Health company receives is . . . compared to the
actual results without the data protection technique.

C5 Suppose you have shared data such as your family med-
ical record with the health app. Do the results, which
have been collected using the data protection technique
to protect your privacy, stay useful for third party com-
panies with whom the health app company shares data?

Participants could answer Yes / No / Unsure / No answer for
all answers except C4, which had the options better / worse /
unchanged / unsure.

C Descriptions of (L)DP for experiment A

Again, here and in Appendix D we provide the back-translated
English versions of our German (L)DP descriptions which
are almost the same as the ones provided by Xiong et al. [48].

DP

Data shared with the app will be processed using differential
privacy (DP) to protect your personal data and to ensure the
best user experience. DP protects the users’ privacy by adding
random noise to the aggregated data, such as average age,
so that the probability of deducing an individual person’s
information is low. DP is used in academia as well as in the
corporate world, including Harvard University, the US Census
Bureau and corporations such as LinkedIn and Uber.

LDP

Data shared with the health app will be collected using local
differential privacy (LDP) to protect your personal informa-
tion and to ensure the best user experience. LDP protects
the users’ privacy by adding random noise to every answer
provided by a user. As a result, the probability of deducing
a user characteristic is roughly as high as if the user had not
taken part in data collection. LDP is used by companies such
as Apple and Google.

D Descriptions of (L)DP for experiment B

LDP Flow

When local differential privacy (LDP) is used, the app changes
the answers before they are sent from the user’s device to the
company. The company sees and stores only the changed
version of each user’s information and is unsure of the users’
true answers. If changed answers from a large number of users
are analyzed, however, the company can still gather useful
results in aggregated form about the user population, although
the accuracy is reduced compared to unchanged data.

DP Flow

When differential privacy (DP) is used the app sends the
user’s answers to the company. These answers are stored in
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the company’s data base. If the company wants to use these
data either internally or with third parties, the company sends
queries to the data base, uses DP techniques to change the
results of the queries and uses only these changed results. The
changed results only provide limited information concerning
a specific user. If, however, the answers of a large number of
users are analyzed, the company can still obtain useful results
in aggregated form about the whole user population, even if
the accuracy is lower compared to unchanged data.

US Census

Differential privacy has been developed by researchers at
Microsoft and is used by many leading technology companies.
There are many variants of differential privacy. The one used
here introduces controlled noise into the data, so that the
accuracy remains at higher levels. This method to protect
privacy has been developed to maintain the data’s usability
and also to completely protect the personal information of
each affected person.

Google

Building upon the concept of randomized response, local dif-
ferential privacy (LDP) makes it possible to generate statistics
about user behavior while guaranteeing the users’ privacy.
LDP builds upon this concept by allowing the app to send
reports that are factually indistinguishable from random coin
tosses and do not contain any unique user names. By aggre-
gating reports, common statistics that are the same for many
users can be derived.

Apple

Differential privacy transforms the information that is shared
with the company before it leaves the device, so that the com-
pany can never reproduce the true data. The basic idea of
differential privacy is to introduce statistical noise that hides
the users’ personal data before they are sent to the company.
When a lot of people send the same kinds of data the intro-
duced noise will cancel out on average and the company is
able to gather useful information thanks to the huge amount
of data.

Uber

Differential privacy is a formal definition of privacy and is
accepted on a broad scale by industry experts because it pro-
vides robust privacy protection. In short, differential privacy
allows general statistical analyses without revealing informa-
tion about an individual within the data. That is why differ-
ential privacy provides an additional safety barrier against
recognition attacks as well as attacks with auxiliary data.

Microsoft

Differential privacy is a technique that enables researchers
and analysts to obtain useful analyses of data bases contain-
ing personal information. At the same time, it provides a
strong protection for individual privacy. This seemingly con-
tradictory result is reached by inserting relatively moderate
inaccuracies into the analyses. These inaccuracies are large
enough to protect the privacy but small enough so that the
analyses remain useful for researchers and analysts.

LDP Imp. w/o Local

Data that is shared with the app will be processed with the
help of the differential privacy (DP) technique to respect your
personal information and to ensure the best user experience.
The app will change the data on your app randomly before
they are sent to the app-server. As the app-server now only
stores the changed version of your personal information, your
privacy is protected even if the data base of the app-server
will be compromised.

LDP Imp.

Data that is shared with the app is processed with the help
of the local differential privacy (LDP) technique to respect
your personal information and to ensure the best user experi-
ence. The app changes the data on your app randomly before
they are sent to the app server. As the app server now only
stores the changed version of your personal information, your
privacy is protected even if the data base of the app server is
compromised.

DP Imp.

Data that is shared with the app is processed with the help
of the differential privacy (DP) technique to respect your
personal information and to ensure the best user experience.
The health app company stores your data but only uses the
modified total statistics, so that your personal information
cannot be learned. Your personal information can be leaked,
however, if the data base of the company is compromised.

LDP Comp

Data that is shared with the app is processed with the help of
the local differential privacy (LDP) technique to respect your
personal information and to ensure the best user experience.
LDP protects your privacy by introducing random noise to
the raw data BEFORE they are sent to the company (the raw
data never leaves your device). LDP is used by companies
such as Google and Apple.
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E Statistics

Local Only Both Opt out
χ2 p χ2 p χ2 p

Question 21.48 <.001 280.5 <.001 217.63 <.001Sensitivity
Condition .110 .947 97.95 <.001 139.21 <.001
Con vs. DP

N/A
<.001 <.001

Con vs. LDP <.001 <.001
DP vs. LDP .917 .729
QS * Condition .65 .722 9.94 .007 8.08 .018
Low vs. High QS
Control

N/A
<.001 <.001

DP <.001 <.001
LDP <.001 <.001
low-sensitivity
Con vs. DP

N/A
.033 .002

Con vs. LDP .028 .001
DP vs. LDP .912 .718
high-sensitivity
Con vs. DP

N/A
<.001 <.001

Con vs. LDP .001 .004
DP vs. LDP .790 .465

Table 8: Statistics for experiment A

Trust in
App Server (L)DP

H(4) 3.297 4.705 2.007
Age p .509 .319 .734

H(1) .845 1.14 .818
Gender p .358 .286 .366

H(4) 4.131 4.628 5.912
Education p .389 .328 .206

H(1) 1.41 7.43 .848
IT BG p .842 .115 .357

H(1) 40.028 27.362 26.31
Health App p <.001 <.001 <.001

Table 9: Kruskal-Wallis tests on correlations between demo-
graphics and trust in experiment A

Opt out Local only Both
Low High Low High Low High

Age χ2
(28) 38.66 56.74 36.4 56.25 49.84 37.77

p .087 .001 .133 .001 .007 .103

Gender χ2
(7) 5.86 10.41 20.50 25.76 16.33 18.85
p .556 .167 .005 .001 .022 .009

Education χ2
(28) 29.32 38.9 35.39 24.39 32.38 33.36

p .396 .083 .159 .661 .259 223

IT BG χ2
(7) 16.38 8.03 8.89 7.64 13.6 18.36
p .022 .330 .261 .365 .059 .010

Health App χ2
(7) 15.11 19.23 6.794 4.55 15.33 32.59
p .035 .007 .451 .715 .032 <.001

Table 10: Correlation between demographics and willingness
to share for experiment A

Share easy-to-comprehend

Age H(4) 6.488 .643
p .166 .958

Gender H(1) 1.871 2.852
p .171 .091

Education H(4) 1.017 4.833
p .907 .305

IT BG H(1) .526 7.918
p .468 .005

Health app H(1) 37.465 1.937
p <.001 .164

Table 11: Kruskal Wallis tests for impact on demographics
on willingness to share and self-reported easy-to-comprehend
rate for experiment B

C1 C2 C3 C4 C5

Age H(4) .701 2.282 5.667 9.239 6.824
p .951 .684 .225 .055 .145

Gender H(1) .27 .139 2.38 .028 3.294
p .603 .710 .123 .867 .070

Education H(4) 6.578 6.89 5.928 6.978 6.819
p .160 .142 .205 .137 .146

IT BG H(1) .347 .001 .722 1.705 4.652
p .556 .981 .396 .192 .031

Health app H(1) 2.895 .176 .005 2.14 .389
p .089 .675 .944 .143 .533

Table 12: Kruskal Wallis tests for impact on demographics on
the comprehension questions for experiment B
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Abstract
Every year an increasing number of users face stalkerware
on their phones [84]. Many of them are victims of intimate
partner surveillance (IPS) who are unsure how to identify
or remove stalkerware from their phones [49]. An intuitive
approach would be to choose anti-stalkerware from the app
store. However, a mismatch between user expectations and
the technical capabilities can produce an illusion of security
and risk compensation behavior (i.e., the Peltzmann effect).

We compare users’ perceptions of anti-stalkerware with the
technical reality. First, we applied thematic analysis to app
reviews to analyze user perceptions. Then, we performed a
cognitive walkthrough of two prominent anti-stalkerware apps
available on the Google Play Store and reverse-engineered
them to understand their detection features.

Our results suggest that users base their trust on the look
and feel of the app, the number and type of alerts, and the
apps’ affordances. We also found that app capabilities do
not correspond to the users’ perceptions and expectations,
impacting their practical effectiveness. We discuss different
stakeholders’ options to remedy these challenges and better
align user perceptions with the technical reality.

1 Introduction

About one in five adults and even more young adults en-
gage in snooping attacks on others’ phones [54]. Intimate
partner surveillance (IPS) is a specific subset of these at-
tacks [13, 88]. Tool-based IPS often involves a type of spy-
ware, called stalkerware (or surveillanceware), to collect live
location data, contacts, call history, and text messages [15,80].

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
August 7–9, 2022, Boston, MA, United States.

According to the Coalition Against Stalkerware [84], 67,500
mobile users were confronted with stalkerware in 2019, a
67% increase compared to the year before. Randall et al. [76]
estimated that at least 5,758 people in the US were targeted
by overt stalkerware from March to May 2020. Two of the 22
apps they studied were available in the Google Play Store, the
remainder were only available from third parties. In October
2020, Google banned surveillance apps from their store [37]
and now only allows surveillance in parental control and en-
terprise management apps if they do not hide or obfuscate
their surveillance practices. Hence, stalkerware often rebrands
itself as parental control apps or moves to third-party web-
sites. Most stalkerware occurrences in clinical computer se-
curity [43] consultations comprise such “dual-use” apps [15].

An analysis of online domestic abuse forums and an assess-
ment of the stalkerware application (app) industry identified
that IPS survivors are unsure how to recognize and remove
stalkerware [49, 66]. Installing anti-stalkerware apps from
the Google Play Store is one possible approach. Users may
choose from various apps, ranging from traditional anti-virus
companies offering general mobile security solutions to spe-
cialized apps detecting stalkerware and other spyware. Prices
vary widely, some are as cheap as e 5 (or $), but in-app pur-
chase prices up to and beyonde 100 (or $) are not uncommon.
However, these apps come with severe limitations on Android
since they often operate with simple name-based blocklists,
which stalkerware can circumvent easily [10]. More worry-
ingly, there have also been instances of fake anti-virus apps
in the Google Play Store with limited to no functionality at
all [22, 45, 63, 97]. Thus, the marketed promise of identify-
ing stalkerware is at odds with many of these apps’ abilities,
constituting an expectation-ability gap. This problem affects
users’ ability to make informed decisions. Survivors should
be made aware of these problems to allow them to question
their reliance on them.

We conduct an exploratory case study with two anti-
stalkerware apps to understand this mismatch between ex-
pectations and abilities. We focus on the following research
questions: (RQ1) What are the differences between users’
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security perceptions and the anti-stalkerware apps’ abili-
ties?; and (RQ2) How could research and design begin to
remedy this mismatch and foster users’ anti-stalkerware de-
cisions? We apply thematic analysis to app-store reviews to
study perceptions of these apps. We also perform a cognitive
walkthrough of the respective apps and then reverse engineer
them to understand how their detection mechanisms work.
Hence, we elicit expectation-reality mismatches by combining
qualitative user research with a reverse-engineering approach.
Based on app reviews, we identified five user approaches to
building confidence in their anti-stalkerware choice, all of
them intuitive to apply and with some degree of legitimacy.
However, contrasting these approaches with the cognitive
walkthrough and reverse engineering results demonstrates
that they fail to inform users about apps’ abilities to mitigate
violence, abuse, and harassment. Our work helps improve
the current state of anti-stalkerware by suggesting design
directions, proposing toolkit-supported user decisions, and
discussing systemic, platform-level approaches to combating
intimate partner surveillance.

2 Background and Related Work

This section describes background information and prior
work on intimate partner surveillance and our methodology.

2.1 Intimate Partner Surveillance
Insiders, i.e., persons who are familiar to the victims, are

a threat to smartphone users that security experts underesti-
mated in the past [60]. Insiders’ access to victims’ devices
varies significantly. However, according to one study in the
US, 31% of participants looked through others’ smartphones
without their permission [54]. Surveillance among intimate
partners, a specific insider attack, is usually technically un-
sophisticated and relies on UI-bound attacks or ready-made
apps [27]. Bellini et al. [13] and Tseng et al. [88] analyzed
stories on online forums about sexual infidelity. Abusers jus-
tify their surveillance with their suspicion of sexual infidelity.
They want to collect evidence, understand behavior, and con-
trol behavior [13]. Bellini et al. [13] identified a four-stage
abuse cycle: setting the abusers’ expectations, attitude change,
escalation, and reflection. Tseng et al. [88] categorized IPS
attacks based on physical and non-physical access require-
ments. They found that online communities are a good source
of IPS threat intelligence because their users collaborate to
create new IPS attacks.

Chatterjee et al. [15] identified apps that are dangerous in
the IPS context. They found explicit spyware apps and more
subtle dual-use apps with legitimate use-cases (e.g., Find-
MyFriend). Often, anti-spyware does not identify the latter as
a threat. Parental control apps, a classic example of dual-use,
also suffer from other privacy issues, e.g., collecting sensitive
data and distributing it to third parties without consent [24].
To understand the “creepware” ecosystem, Roundy et al. [80]

developed the creeprank algorithm based on guilt by associa-
tion. As a result, hundreds of apps were removed from official
app stores and presumably moved to third-party repositories.

Based on survivors’ stories, Matthews et al. [57] identified
different phases of separation and technology use. Survivors’
safety in the "life apart" phase depends on identifying stalk-
erware. Havron et al. [43] and Freed et al. [26] created a
computer security clinic for IPS survivors who readily ac-
cepted support in this format. However, since anti-stalkerware
apps have a low barrier for entry, survivors presumably also
use them as part of their protection ensemble. Lee et al. [48]
extended the theory of planned behavior to understand factors
leading to anti-spyware software adoption.

2.2 Users’ Security Behavior
Due to a lack of structured security education, users learn

their security behaviors haphazardly from various sources.
Media, negative experiences, family, peers, workplace, IT
professionals, and service providers are common advice
sources [79]. However, all these sources focus on different
aspects of threats [72]. Hence, no single source is sufficient.
Giving security advice to individuals in situations of abuse
is especially sensitive: affirmative steps to prevent attackers’
data access suggest a lack of trust and may worsen abuse
situations [50]. Emms et al. [23] suggested approaches to
improve survivors’ ability to avoid traces in ongoing abuse
situations. Anti-stalkerware apps not specifically adapted for
use in abuse situations may only be safe to use in the life
apart phase. IPS survivors seek help and support in online
forums from other survivors [49]. However, forum users of-
ten lack appropriate technical know-how, making it hard to
recommend safe and effective anti-stalkerware apps. Reviews
influence online consumer decisions in general. The qual-
ity of the review contents and the ranking affects consumer
decisions more than the number of reviews and the sources’
credibility [25]. Reviews can also influence security deci-
sions, e.g., some users check app-store reviews before their
update decision [87]. Most people also learn security lessons
from family members’ and friends’ stories [73]. However, the
stories’ contents, the location, and the storyteller influence
lessons’ effectiveness. Social influence from peers affects
security features’ adoption, depending on the features’ visi-
bility to others [18]. Luca et al. [19] identified peer pressure
from friends as the main factor for secure instant messenger
adoption. Personal negative experiences also influence future
security decisions. Vaniea et al. [89] found that users avoid
updating after bad update experiences.

However, advice is not the only source of behavior – soft-
ware prompts and automated security decisions also impact
users’ security behavior [78]. Mathiasen et al. [55] found
that behaving securely does not necessarily result in a se-
cure experience. According to them, careful design focused
on creating secure experiences can increase security feature
adoption. Distler et al. [21] found that including security-
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related information in an e-voting process improved users’
secure experience. They discuss how quick and smooth secu-
rity mechanisms may impede users’ secure experience despite
improved usability—an idea they extend on in a framework of
security-enhancing friction [20]. Users’ mental models of po-
tential attackers impact their adopted protection behavior [92]
since each class of attacks calls for different protection mech-
anisms. Zou et al. [99] studied users’ reasons for adopting and
abandoning security and privacy behaviors. They found low
adoption for recurring interaction practices and higher privacy
practice adoption rates among low-income participants. Users
abandoned security and privacy practices when they found
them impractical, no longer saw their value, or perceived di-
minished risk. Similarly, users turn off protective measures
such as firewalls when they find them complicated [75].

2.3 Review Mining and Analysis
App-store reviews inform users about the apps’ quality, but

also developers about bugs and feature requests, as well as
researchers to gain detailed insights about apps. In light of
the sheer number, informality, and shortness of these reviews,
researchers either mine reviews to get a broad overview or
use thematic analysis to examine a subsample in rich detail.

The software engineering community explored automated
ways to mine user reviews for actionable development
feedback. Prior work discussed several different automatic
approaches to identify informative complaints in app re-
views [16, 30, 53, 69]. Khalid et al. [47] used manual qualita-
tive analysis to identify complaints about iOS apps.

Others have focused on automatically retrieving feature
requests from reviews [46,53] using natural language process-
ing, sentiment analysis, and LDA models. Automatic analysis
of app reviews can also inform developers about usability
and user experience issues [12, 44, 58, 64]. Gu et al. [38] and
Guzman et al. [39] applied sentiment analysis to understand
how users feel about apps and individual features.

Researchers have also used reviews to study security- and
privacy-related aspects of apps. Ha et al. [40] manually coded
reviews to look for security and privacy complaints and found
that about 1% of them concerned app permissions. Nguyen
et al. [61] analyzed reviews for security- and privacy-related
reports and traced 61% of security and privacy updates to
corresponding user reviews. Voskobojnikov et al. [91] ana-
lyzed cryptocurrency wallets’ reviews to understand security-
and privacy-relevant UX issues. They identified a subsample
of relevant reviews using machine learning and natural lan-
guage processing and then applied thematic analysis. Gosh et
al. [32, 33] qualitatively analyzed reviews of parental control
apps to understand how children responded to them. They
used a keyword search to filter children’s reviews and applied
thematic analysis. Children found the apps overly restrictive
and privacy-invasive. They criticized their parents’ reliance
on these apps as a bad parenting technique.

2.4 Spyware Detection
In general, there are two basic approaches to detecting and

analyzing malware, including stalkerware: static and dynamic
analysis [5]. Static analysis is the understanding of a program
at the syntactic source code or binary level [31]. Dynamic
analysis focuses on an app’s run-time behavior, including
system calls and network traffic. For this purpose, researchers
execute and observe apps in controlled environments [52].

Knowing the reliability of on-device anti-malware scan-
ners (commonly referred to as anti-virus) is crucial for end
users’ safety. These scanners base their detection mechanisms
on either static or dynamic analysis. However, compared to
security solutions on desktop operating systems, mobile se-
curity apps have limited visibility into other apps due to ex-
tensive sandboxing, rendering behavioral heuristics unfeasi-
ble [17, 51, 70, 71]. Security solutions thus have to rely on
signatures based on code-level characteristics or use machine
learning [9, 51]. Related work has investigated in-depth how
easy it is to evade those signatures [11, 41, 71, 77, 98]. Yet, no
study so far compared the robustness of detection mechanisms
to the trust users put into these security solutions.

3 Methodology

We explore the gap between users’ expectations of the apps’
functionality and the apps’ technical abilities. Understanding
this mismatch helps to improve users’ protection against stalk-
erware. First, we apply thematic analysis [14] to app-store
reviews of the two case-study apps to understand users’ se-
curity perceptions and expectations. Based on the resulting
themes, we perform cognitive walkthroughs of the apps and
analyze them to understand how they detect stalkerware.

3.1 Selection of Anti-Stalkerware Apps
Spyware poses an increased danger to Android users com-

pared to iPhone users [42, 66]. Apple’s iOS claims tighter
security controls [7] and does not allow apps with “func-
tionality it does not actually offer (e.g., iOS-based virus and
malware scanners)” [8]. Hence, we focus on Android apps.

To cover a variety of app abilities and user expectations in
our qualitative analysis, we base our selection on Chatterjee
et al.’s anti-spyware list [15]. From the most-downloaded anti-
stalkerware apps, we chose two to perform static analysis on:
Mobile Security, Antivirus & Cleaner by Lookout1 (100M+
installs) [86]. From the long-tail, we read app-store pages
and chose a data-rich example suitable for further qualitative
analysis: Anti Spy Mobile PRO2 (100k+ installs) [85].

Fraudulent reviews and manipulated ratings plague free
apps [74, 95, 96]. Therefore, we prefer to analyze reviews of
paid apps. Lookout Mobile Security is free to download on
the Google Play Store and uses an in-app subscription model.

1Version: 10.33-6652654, Downloaded: June 2020
2Version: 1.9.10.51, Downloaded: June 2020
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We can not differentiate between subscribed and unsubscribed
users’ reviews. Hence, we also analyzed reviews from un-
subscribed users. Lookout Mobile Security is more extensive
and complex than Anti Spy Mobile PRO. Lookout Mobile
Security markets itself as a fully-fledged security solution,
with anti-spyware as only one of its features. In contrast, Anti
Spy Mobile is available as a free or paid version (e 4.90 or
$ 3.99) on the Google Play Store. The only difference is that
the paid version has automatic daily background scans. We
only analyzed the paid version’s reviews.

The focus on these two apps affects the results twofold:
First, their features are not representative of all security apps
marketed as anti-stalkerware. Second, Lookout Mobile is pre-
installed for some users, so the lack of choice may impact
users’ reviews. Hence, reviewers’ sentiments from these two
apps are not generalizable to all security apps that market
themselves as anti-stalkerware.

3.2 Analysis of App-Store Reviews
To understand how users perceive our case study’s anti-

stalkerware apps and engender trust in them, we applied the-
matic analysis [14] to a sample of their app-store reviews.

We fetched all reviews from the Google Play Store.3 We
randomly sampled 200 comments from each app in German
and English, languages all involved researchers understand
well. To ensure the reviews had enough content, we only
considered comments with at least ten words. We analyzed a
total of 400 reviews for Lookout. Anti Spy Mobile PRO, had
less than 200 reviews fulfilling our criteria, so we analyzed a
total of 13 German and 102 English reviews for this app.

At the start of the thematic analysis, one researcher read
all reviews and created an initial codebook. With it, both
researchers coded the entire review sample. During the coding
procedure, both researchers kept notes on potential themes in
the data. This resulted in an inter-coder agreement of Krippen-
dorff’s alpha α = 0.86, which suggests excellent agreement.
Afterward, the researchers discussed all mismatches and the
themes they identified. Vague reviews with multiple valid
interpretations caused most of the disagreements. Resolving
conflicts increased Krippendorff’s alpha to α = 0.98. Table 1
in the Appendix presents the initial codebook.

The discussions led both researchers to agree on a focus
on safety and security perceptions. We repeated the above
procedure and constructed an additional codebook. Krippen-
dorff’s alpha was α = 0.78 after the initial round of coding,
suggesting substantial inter-coder agreement. Discussing all
mismatches increased Krippendorff’s alpha to α = 0.96. At
the start of the discussion, the researchers added a “time of
experience” code and applied it whenever appropriate. Table 2
in the Appendix presents the revised codebook. Afterward,
both researchers discussed the identified themes and the pre-
sentation of the results.

3Anonymized JavaScript code: https://pastebin.com/bRZ1v0XS

3.3 Anti-Stalkerwares’ Technical Abilities
After identifying security perceptions and expectations, we

used theoretical sampling to understand these apps’ technical
abilities. Thus, we collected data about the user interface and
the apps’ internal detection mechanisms.

We conducted cognitive walkthroughs for both apps to
improve our understanding of the reviews focusing on user
experience. Based on the previously discovered themes, we fo-
cused on the following: (1) method of invoking scans (manual,
scheduled, event-triggered), (2) type and amount of informa-
tion in reports, (3) false positives in a general use scenario, (4)
visible user interactions under regular usage. We screenshot
these parts of the case study apps and deductively code them
with the codebook from the review analysis.

Additionally, we reverse-engineered the case study apps
to understand how they detect stalkerware. In both cases, we
started with static analysis, i.e., decompiling and inspecting
their source code. We used dynamic analysis to verify the
results and to understand run-time behavior. This allowed us
to observe and inspect the output of the apps’ scanning and
evaluation functions for potentially harmful behavior.

3.4 User Perceptions vs. App Capabilities
Finally, we juxtapose the trustworthiness and security per-

ceptions with theoretical samples from each case-study app
to point out mismatches between perceptions and technical
reality. As far as possible, we embed the perceptions and the-
oretical samples into related work to provide an additional
broader context. We evaluate the benefits and drawbacks of
users’ strategies for choosing anti-stalkerware.

3.5 Ethical and Legal Considerations
Using public data for research without explicit consent is

an ethical challenge, especially concerning intimate partner
abuse. Even though users can remove their public reviews,
we handle all data with care to minimize potential harm. We
omit usernames and rephrase quotes if they contain hints of
abusive behavior, rendering identification difficult.

Reverse engineering is a legal grey area. In the US, good-
faith security research is exempt from copyright law and the
DMCA [65]. In the EU, decompilation is explicitly allowed
to ensure interoperability with other software [90]. EU copy-
right law only protects the concrete expression of the source
code, not the underlying ideas and principles. We carefully re-
viewed our results to avoid publishing information that could
be considered a concrete expression.

We want to minimize potential harm from publishing re-
sults of our technical analysis. After a careful review, we
identified three types of potentially harmful information: (1)
well-known stalkerware that apps do not identify correctly,
(2) flawed general approaches to detecting stalkerware, and
(3) specific implementation details about threat classification.
We informed the app providers about well-known stalkerware
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their app did not identify before publication. The general flaws
we identified are well-known; existing spyware and state-of-
the-art anti-spyware already take them into account. Hence,
publishing these general flaws does not introduce new harm.
Specific implementation details on how apps classify threats
are out of scope for this work. Since stalkerware could use
these findings to evade detection, we refrain from publishing
them. Our institution’s ethical review board (ERB) approved
this study.

4 Users’ Perceptions of Anti-Stalkerware

To understand how users perceive the security of anti-
stalkerware apps, we analyzed the app-store reviews of the
two apps in our case study. We included a total of 518 reviews
in our study and performed thematic analysis to find higher-
level themes and patterns in the data. In the following, we
report the results from this analysis, i.e., our findings on users’
approaches to engendering trust in anti-stalkerware apps, gen-
eral observations, and contradicting user expectations.

We identified five approaches users apply to convince oth-
ers of anti-stalkerware apps’ usefulness and trustworthiness.

Potentially harmful incidents. First-hand experience of
an apps’ protection is a popular way for users to establish trust.
This approach to establishing trust covers a variety of different
features. Amongst others, we have found praise for adware
detection, e.g., “has already found and removed adware three
times.” (R326), spyware detection, e.g., “Someone had put a
tracking app on my phone [...] I had it figured out in about
10 minutes!” (R425), and theft prevention, e.g., “It [...] has
saved me from losing my phone not once but twice to thifes.”
(R132). Interestingly, reviewers did not seem concerned about
apps’ potential shortcomings in other areas. One great first-
hand experience may suffice to convince users of an app’s
general effectiveness.

However, we also observed this effect the other way around.
As soon as users have negative experiences with core features,
they lose confidence. In one case, the reviewer knew that an
ex-partner spied on them, but the anti-stalkerware did not
detect any malicious app: “Never purchase this! My ex is still
reads my messages - it’s a disgrace” (R477). Similarly, this
reviewer’s trust vanished as soon as they realized they could
not locate their stolen phone: “The whole reason I have this
app is in case I lose my phone.” (R069).

While effective security apps must protect users in cases of
attacks, a single thwarted attack is not a good indicator of a
security app’s effectiveness.

Reassuring user experience. Security apps’ user experi-
ence influences the users’ opinions about these apps. Frequent
reminders of threats, updates, or scheduled scans keep users
informed about the app’s activity. Generally, attacks on users’
security will be rare. So that these reminders of the ongo-
ing protection effort can add a feeling of security for users:

“Get notified my phone is secure. That makes me feel better.”
(R165).

Other users may see these reminders as a disruption of their
regular phone use, e.g., “the notification is permanently visi-
ble in the status bar. This is unsettling and annoying.” (R202).

For security use-cases, where apps might only rarely need
to intervene, reassuring user experience is necessary to com-
municate that the app is still there and doing its job. However,
reassuring user experience is independent of actual security.
Hence, app developers may misuse this concept.

Building trust over time. Frequently, the history of app
use influenced trust. Similar to human relationships, using the
app over an extended period reassured users and increased
their trust in the security app. We found three types of time
references: establishing authority by stating experience, insuf-
ficient evidence of protection over time, and satisfaction with
the absence of incidents.

In case of establishing authority, reviewers usually said
they had used the app for years before telling us their verdict,
e.g., “Works as advertised have used it for years” (R173).
Some reviewers expected security apps to demonstrate their
effectiveness. R476 assumed the app was a scam because they
could not determine what it does: “I cannot tell that this does
anything for my phone so I think this is a rip off”. However,
other reviewers were happy and felt safer when the security
app did not find anything: “Haven’t found anything yet but
thats a good thing!! Feeling alot more safe.” (R475)

These contradicting positions are interesting since they
demonstrate two fundamental ways users think about apps’
security. In the first one, users demand evidence of function-
ality, even if there is nothing wrong with their smartphone.
The other approach assumes the security app’s effectiveness
without evidence. Even though both reviewers used the same
app, they ended up with different trust assessments.

Testing app’s abilities. Numerous users did not wait for
incidents in their day-to-day life to establish trust. They de-
cided to test the apps’ abilities. They compared the abilities
of different anti-stalkerware apps, e.g., “This app missed two
spyware apps that the others detected.” (R470). Some knew
they had spyware installed and checked if a particular anti-
stalkerware could remove it: “Can’t find the spyware that is
obviously installed on my phone.” (R512) R291 reported using
an EICAR test file to check if the security app would detect it:

“Garbage. Eicar test antivitus not detected” (R291). In this
case, the reviewer successfully tested the ‘lost phone’ feature:

“Locating/Alarm etc always worked when tested” (R344).
In general, testing security features is a solid way to build

trust. However, comprehensively testing apps’ malware de-
tection abilities is hard. Other security features, such as the
‘lost phone’ feature are easier to test than malware detection’s
effectiveness. Hence, reviewers could have a misleading im-
pression of their app’s abilities even after testing them.
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Third-party recommendations. Reviews rarely referred
to third-party resources to justify their trust in anti-stalkerware
apps. In one case, a friend in IT security recommended an
app: “My friend who is in IT security suggested this app to
me” (R131) In another case, a reviewer referred to a study:

“saw a study that showed this had best spyware detection rate
(but also false positives)” (R423).

Users who got anti-stalkerware recommendations from
third parties have delegated trust establishment. For them, the
user experience of a security app is not as crucial as for other
users – they are already confident in its security.

4.1 Observations
During our analysis, we also observed other noteworthy

trends among the reviews: emotional language, assemblages
of security tools, and cases of tracking family members.

We found that reviewers often used emotionally loaded
language. Positive reviews, such as R145, described the pro-
tection app as a sort of guardian angel: “It’s a guardian keep-
ing an eye on my stuff”. The name of one of the apps in
our case study, i.e., Lookout, might explain why reviewers
make this connection. Negative reviews often used strong
language when talking about the apps’ shortcomings. Such
as R114, who complained about the app’s malware detection
ability: “Pathetic virus support”, or R014, who just wanted to
remove the app altogether: “take this Crappy off [my phone]”.
However, since app-store reviews are voluntary, these obser-
vations could be due to self-selection bias, i.e., users who feel
betrayed or well protected by the app submit more reviews.

Some reviewers did not evaluate the app independently
from others. Instead, they considered how the app fits into
their assemblage of security tools, e.g., “Nice addition to any
security set up.” (R402) or “Lookout (Basic license) is good
pair with Avast Mobile Security and CCleaner.” (R098). In
such cases, users focus less on a specific tool’s efficacy but
rather on the feature set of the entire assemblage. However,
some of these tools expect to be standalone tools, which may
impact the resulting user experience.

One reviewer explicitly described their use-case for the app
as tracking family members. “We did not change anything but
whenever I try locating my son there is an error.” (R155) We
assume that parents such as these have only the best intentions
for their children’s safety. However, Gosh et al. [32] found that
affected children perceive their parents’ surveillance as overly
restrictive and privacy-invasive. Our case also illustrates how
users employ security apps to subvert their intended use-case.

4.2 Contradicting User Expectations
We found two approaches to trusting the apps in our case

study: (1) trust, based on absent negative experiences with the
app, and (2) no trust without proof that the app works as in-
tended. Using the first approach increases trust in the security
app the longer it runs without incidents. Users employing the

Figure 1: Anti Spy Mobile PRO’s response to a well-known
spyware app.

second approach either wait until the app detects an issue or
challenge the app to trigger an alert. R260 is exemplary for
the first approach: “I have had this app on all my devices over
the years and no problems of any kind” R215 is an example
of the second approach: “I’ve not had any positive hits from
this yet, so it’s difficult to say how good or bad the app is.”

The app’s user interaction impacted users’ trust in two con-
tradictory ways: Some users thought the app was not doing
anything when they could not observe any user interaction
with it, i.e., they felt reassured by visible UI elements. Others
interpreted the missing user interaction as a security indicator,
expecting the app to respond only to security issues. R121
feels reassured when Lookout communicates that it is work-
ing: “it lets me know they are working by updating me at
various time intervals and pops up on your screen when you
are not thinking about them” (R121) R250 would feel more
protected if Anti Spy Mobile were to indicate its ongoing
operation: “there should be an anti-spy guard for the icon on
the home screen. That would enhance users to feel protected
and safer” (R250) In contrast, R065 is happy that the app
stays silent and in the background: “it silently keeps my phone
in check from the behind the curtain” (R065)

5 UI Walkthrough of Anti-Stalkerware

During our thematic analysis of the app-store reviews,
we identified two approaches on how users establish trust
with anti-stalkerware apps based on their user interface: (1)
Incidents with potential harm and experiencing how the app
handles the situation builds users’ trust; (2) Apart from poten-
tially harmful incidents, users appreciate anti-stalkerware’s
reassuring security experience during everyday use.
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Figure 2: Anti Spy Mobile PRO’s response to spyware apps
that are not on its list of well-known spyware.

This section reports the results of a cognitive walk-
through [82, 93] focused on these two trust establishment
approaches. For the purpose of this walkthrough, we assumed
that malicious parties may have had direct access to the phone
before, but they no longer do at this point. When malicious
parties still have direct access, removing electronic traces
of anti-stalkerware usage afterwards is necessary to keep its
users safe [23]. We simulated harmful incidents by installing
several spyware apps on a smartphone that we reserved for
this purpose. In the resulting user interactions, we document
and inspect all the parts of the UI flow and answer guiding
questions about the effect on users’ trust. We simulated the
day-to-day experience by using the smartphone with the in-
stalled case-study apps for 48 hours as our regular phone.
We browse the web, download data, and install apps. We
document and inspect user interaction and answer guiding
questions about the effect on users’ trust.

5.1 Potentially Harmful Incidents

Anti Spy Mobile PRO. Opening the app shows three dif-
ferent classifications of apps (as buttons): (1) Spywares for
well-known blocklisted spyware apps; (2) Warnings for all
suspicious apps not on the blocklist; (3) All Applications for
all other apps.

Anti Spy Mobile automatically starts a scan when users
open the app for the first time. Users may trigger a scan
manually with the Scan now button or enable automatic daily
scanning in the preferences (which is the default setting).
After each scan, a dialog box presents the number of identified
well-known spyware apps. If it did not find any, it presents
the number of suspicious apps instead. Confirming the dialog
box brings users to review the apps in question (as seen in
Figure 1 and 2).

Figure 3: Additional information provided by Anti Spy Mo-
bile PRO on a suspicious app on the left and a well-known
spyware app on the right – both apps request the same “spy
able” permissions.

To test Anti Spy Mobile’s reaction to a well-known spyware
app, we installed MobiUcare (Phone Locator) on our test
phone. Figure 1 shows the resulting “SpyWare found” dialog.
After confirmation, Anti Spy Mobile shows the name, privacy-
infringing permissions, and installations date of the detected
spyware app. The “More Info” button would usually lead to
the corresponding listing in the Google Play Store. However,
this results in an error message since this app’s removal from
the store.

We installed two more spyware apps: mSpy Cellphone
Tracker and SpyFone. The FTC banned the latter in Septem-
ber of 2021 [29]. Figure 2 shows that it does not consider
them well-known spyware. Instead, it informs users about
suspicious apps on their phones. The text describes the clas-
sification based on requested permissions and suggests how
to deal with these apps: “you should take a close look at
them and uninstall them if you are not familiar with their
existence”.

Selecting suspicious apps reveals more detailed informa-
tion about them (Figure 3), such as their name, suspicious
permissions, and time of installation. This view offers users
three responses. First, users may want more information about
the app in question. However, the corresponding button leads
to the Google Play Store website, which may not provide
users with sufficient threat information. With MobiUcare, the
button generates an error since the app is no longer on the
app store. Second, users can uninstall the app directly with a
button click. However, if it concerns admin apps, this results
in an error message: “Uninstalling MobiUcare unsuccessful”.
The app does not provide any guidance in this case and acts
as if the user never pressed the button in the first place. Third,
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Figure 4: Lookout Mobile Security’s scan results identifying
the spyware apps as surveillanceware.

if users do not want to take further action, they mark the app
in question as “safe”. Then Anti Spy Mobile will stop no-
tifying them about the app. Figure 3 shows that the threat
response interface is independent of the identified threat. Anti
Spy Mobile treats apps with merely suspicious permissions
(the Signal messenger in this case) in the same way as apps
on its list of well-known spyware.

Lookout Mobile Security. Lookout Mobile automatically
scans all installed apps after installation. Users can start a
scan manually at any time (see Figure 5).

To test Lookout’s response to stalkerware, we installed
MobiUcare, mSpy Cellphone Tracker, and SpyFone. Lookout
Mobile correctly identified all three and classified them as
Surveillanceware. In Figure 4 a pop-up window shows all
identified apps with the option to either view details or set a
reminder. The remind later option does not require users to
specify a time that works better for them. Such commitment
devices can increase security compliance [28].

In the detailed overview, Lookout shows a classification
(e.g., Surveillanceware), logo, name, version, time of detec-
tion, and an app report for each identified threat. Reports
comprise three parts: a statement if the app is a commer-
cial surveillanceware (if applicable), a list of human-readable
permissions, and a generic explanation about third parties
monitoring user activity without consent. The only context-
dependent information seems to be Lookout’s analysis if the
app in question is commercial surveillanceware.

Lookout affords users three responses for detected threats.
First, users may click on App Info & options, leading them to
the system’s overview of the app in question. Second, a high-
lighted uninstall button. While Lookout does not explicitly

Figure 5: Dashboard of Lookout Mobile Security with scan
history and re-scan option.

suggest an appropriate response to the threat, the highlighted
button strongly suggests uninstalling. Lastly, it offers the op-
tion to ignore threats. Lookout does not provide users an
explicit discussion of these options, not even when it identi-
fies commercial surveillanceware.

Additionally, users have access to the scan history (see Fig-
ure 5). Upon detection of surveillanceware, this view offers
users to “learn more about surveillanceware”, leading them to
the built-in threat encyclopedia. The encyclopedia provides a
general overview of surveillanceware abilities and only men-
tions a vague threat model, i.e., “Surveillanceware apps are
typically installed directly by someone with physical access
to the target device”. The encyclopedia avoids discussing
appropriate user responses.

5.2 Reassuring Everyday Experience
Anti Spy Mobile PRO. Apart from manual scans in the
app itself, Anti Spy Mobile barely interacts with users. The
paid version automatically scans all apps and notifies users
about the results once per day (see Figure 6). This notifica-
tion does not warn about suspicious apps. Anti Spy Mobile
does not intervene during day-to-day activities, such as brows-
ing the web, downloading files, or installing apps (from the
Google Play Store or third-party repositories).

Lookout Mobile Security. In general, Lookout Mobile fo-
cuses on reassuring user interaction. A sticky icon in the
status bar and a permanent notification (shown in Figure 7)
informs users that Lookout is active and that “everything is
OK”. Another aspect of Lookout’s user interaction is its reac-
tivity to the users’ actions. It warns users about malicious files
or apps immediately after downloading or installing them, re-
spectively. Additionally, Lookout has a setting to notify users
about a WiFi network’s safety at connection time. Immediate
responses improve users’ mental models when the notification
links causes and effects [83].
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Figure 6: Anti Spy Mobile PRO’s daily scan notification.

Figure 7: Lookout Mobile Security’s reassuring notifications.

Enabling Lookout’s VPN-based safe browsing feature did
not affect the surfing experience. By default, Lookout ana-
lyzes downloaded files for threats (according to the descrip-
tion in the settings). Downloading regular files did not create
a response from Lookout. However, it reacted when it de-
tected spyware in a downloaded .apk file (Android Package,
i.e., the Android app distribution format). Installing apps al-
ways created a response, regardless of the origin. Interestingly,
Lookout considers the app Find My Kids safe (see Figure 7),
while Anti Spy Mobile considers it well-known spyware.

6 Anti-Stalkerware under the Hood

Our thematic analysis identified two trust establishment
approaches that users apply to anti-stalkerware. First, they
build trust over time after seeing which threats the app caught
and which it did not catch in time. Second, reviewers actively
challenged the anti-stalkerware’s abilities by installing known
spyware on their phones. Both approaches are based on users’
partially correct understanding of how to evaluate detection
mechanisms.

To take a closer look at the detection mechanisms of our
case-study apps and to understand how they determine which
installed apps are threats, we performed static code analysis
and dynamic run-time analysis. We follow established best
practices (as outlined by OWASP [62]) for mobile app testing
and rely on selected open-source tools. Android apps are
typically written in Java, compiled to Dalvik bytecode, and
then packaged as .apk files (essentially a zipped archive) [34].
A common first step is to transform this bytecode back into
Java source code for easier comprehension. To do so, we use
the Dalvik-to-Java decompiler jadx [3]. To monitor the run-
time behavior of the case-study apps, we installed them on a

Nexus 5 phone and instrumented them with Frida [2]. This
tool allows reverse engineers to inject and execute JavaScript
in the analyzed app. We use this feature to inspect the app’s
classes, methods, and data fields guided by the results of the
static analysis. We further use the web proxy Fiddler [1] to
intercept and inspect network traffic to the apps’ backend
server, if any.

Anti Spy Mobile PRO. We started by locating the main
activity of the app, representing the UI shown to users when
they first open an app. The class AntiSpyActivity.java
represents this activity and loads the start screen defined in
XML format (/resources/res/layout/start.xml). This
screen contains the Scan Now button, which triggers the scan-
ner activity (ScannerService.java). This activity imple-
ments the core functionality of Anti Spy Mobile PRO: it calls
the Android PackageManager [36] to get the package names
of all apps installed on the device and iterates over it.

The app distinguishes between two relevant types of in-
stalled apps: SpyWare Applications and Suspicious Applica-
tions. It identifies the first category by matching apps’ package
names against a list of well-known spyware apps. This block-
list of package names is embedded in the app as an XML file
(blackListPackagesDefs in resources/res/values/arr
ays.xml). For the second category, Anti Spy Mobile PRO
retrieves the apps’ requested permissions to check for “spy
able” permissions related to location, microphone, and SMS
access. If the sum of these weighted permissions exceeds a
certain threshold, it flags an app as suspicious.

The XML file that contains the blocklist also contains an
allowlist of package names (whiteListPackagesDefs) of apps
that presumably would trigger false positives based on their
permissions. This list contains for example different browsers,
but interestingly also security solutions such as Lookout Mo-
bile Security. In its current version, the blocklist contains 494
entries, while the allowlist contains 146 entries, with 30 of
these package names matching apps available on the Google
Play Store, respectively.

We reverse-engineered the free version (Anti Spy Mobile
Basic) and confirmed that the only difference is the option to
schedule automatic background scans.

We further executed Anti Spy Mobile PRO to confirm our
findings from the static code analysis and inspect its behavior
during the actual scanning process. During this experiment,
the app classified neither of the two spyware apps mSpy and
SpyFone as SpyWare because its blocklist does not include
them. However, it classified them as suspicious based on their
permissions.

Lookout Mobile Security. This app is more complex than
Anti Spy Mobile PRO, both in terms of code and UI. In this
case, we started by looking for the Scan Now button in the
dashboard UI (see Figure 5). This button triggers a SQL query
for the already stored results of the previous scans. We then
looked at the code populating this database, which is split
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across a number of different classes. We found that Lookout
Mobile Security also collects information about each installed
app from the Android PackageManager [36]. In addition,
for apps classified as malicious, it also stores an assessment
including the classification category, assessment ID, severity
of the threat, and the response type.

The actual scanning mechanism is implemented both as a
local and a cloud scan. In the case of a local scan, it checks
for assessment in the Policy.FLX. This policy is distributed
via over-the-air (OTA) updates, i.e., updates automatically
pushed to the app without any active user interaction. For
cloud scans, the app creates a request to https://appintel
.mobilethreat.net with hashed information about the app
under assessment.

Monitoring the network traffic of the app using Fiddler, we
observed that during the first scan it received data from ht
tps://ota.lookout.com. We identified this as the source
of the OTA policies, but could not identify its format. Thus,
using Frida, we injected JavaScript into the process to inspect
the list of assessments read from this policy file. Most of
the assessments seem to be in the form of signature-based
detection methods, i.e., as a blocklist. Lookout detected both
spyware apps (mSpy and SpyFone) as surveillanceware based
on this blocklist.

Comparison of detection mechanisms. Both Anti Spy
Mobile PRO and Lookout Mobile Security detect mSpy and
SpyFone, the spyware apps. However, the first app merely
classifies the two spyware apps as suspicious, while the sec-
ond one accurately recognizes both as surveillanceware.

Anti Spy Mobile PRO mainly works with a block- and
allowlist of package names. However, package names are
weak identifiers of Android apps. The Google Play Store
uses it to uniquely identify apps and recommends following
Java package naming convention, i.e., to “use Internet do-
main ownership as the basis for package names (in reverse to
avoid conflicts with other developers” [35]). Still, developers
can choose arbitrary or conflicting package names for their
apps, particularly when they are distributed via third-party
repositories. Malware authors have been known to use the
tactic of imitating package names of benign apps, or randomly
generating package names to evade detection [52]. The pack-
age names of mSpy (core.update.framework) and Spy-
Fone (com.rzjzmlrm.vhqpmgzo) seem to follow this pattern.
Technically, stalkerware distributors could even automatically
generate new package names for each customer.

Furthermore, these lists are part of the resources embedded
in the .apk file, and the app does not implement any functional-
ity to update this file. Thus, any changes in the blocklist need
to be pushed as part of app updates through the Google Play
Store—which users may or may not install [59, 87]. The up-
date history indeed includes [UPDATE] Spyware definitions
update, but updates have been sparse since 2018 [6].

In addition to the detection based on the package name,
Anti Spy Mobile PRO also flags apps as suspicious if they re-

quest permissions that could be used for spying. Nevertheless,
Anti Spy Mobile PRO does not provide more information
about these apps than the requested permissions to the users
and does not describe or explain what these apps do.

Lookout Mobile Security, on the other hand, dynamically
fetches signature-based blocklists from the server and checks
for newer versions during each launch. However, in this case,
the scan is a “black box”: we have no insights about the type
of scans performed on Lookout’s servers and the features they
base their detection on.

7 Discussion

We compare our thematic analysis results, i.e., users’ strate-
gies for establishing trust in their installed anti-stalkerware,
with our user interface walkthrough and reverse engineering
results – highlighting the expectation-ability gap. Then we
discuss different stakeholders’ options to reduce this gap and
improve users’ anti-stalkerware decisions in the future.

7.1 Contrasting Users’ Expectations with Ac-
tual Protection Capabilities

Potentially harmful incidents. One of the ways reviewers
decided to trust anti-stalkerware apps depends on their inci-
dent response. This approach relies on apps’ ability to detect
incidents. Users’ trust depends on the information and user
agency that apps provide. Our walkthrough revealed that Anti
Spy Mobile PRO’s suspicious apps produced easily identifi-
able false positives – potentially decreasing users’ trust. Also,
we found inconsistent results: Anti Spy Mobile considered
Find my Kids well-known spyware, while Lookout Mobile
considered it safe. This mismatch highlights the need for
context-sensitive classification, especially for dual-use apps.
Neither app did a great job informing users about specific
threats and providing context-appropriate user agency options.
For example, Anti Spy Mobile PRO offers the same informa-
tion and response options, whether it concerns well-known
spyware or merely suspicious apps. Reverse engineering the
apps showed that Anti Spy Mobile PRO uses a package name
list of well-known spyware apps and a list of well-known
benign apps. Updating these lists requires an app updating the
app. Lookout Mobile checks apps against local OTA policies,
regularly updated from Lookout’s servers. Anti Spy Mobile
PRO further uses a permission-based approach to identify
suspicious apps not on the list of well-known apps, result-
ing in easily identifiable false positives. Hence, relying on
potentially harmful incidents as a strategy to establish trust
with anti-stalkerware apps comes with risks. It relies on users’
ability to recognize harmful incidents to understand if the app
should have detected and prevented them. Waiting for such
moments is risky. Ideally, users trust their anti-stalkerware
app before they face attacks. Lastly, awarding trust in this way
may deceive users. One instance where the app protected them
may lead users to overgeneralize the assumed protection.
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Reassuring user experience. The analyzed reviews
contained praise for reassuring user interaction in benign
everyday scenarios. In addition to the regular alerts in case of
threats, Lookout Mobile incorporates user interface elements
that communicate the current positive security status, e.g.,
“everything is OK”. Showing users the security mechanisms
during threats as well as in benign situations helps build users’
mental models [83]. Distler et al.’s study [21] suggests that
visualizing security mechanisms improves user experience.
Notably, in our case study, Lookout Mobile always seemed
confident in its safety assessments. In contrast, Anti Spy Mo-
bile depends on permissions-based classification — leading to
false positives. In addition, Lookout Mobile was very reactive,
immediately notifying users about their actions’ safety
consequences. The timing of privacy and security notices
may affect users’ decisions in general [4]. Observing links
between cause and effect forms users’ mental models, making
this immediacy between action and response beneficial [83].
However, moderately delayed privacy feedback may be a
compromise to minimize interruption [67]. Reassuring user
experiences have benefits in benign situations. They improve
users’ mental models and appear to improve user experience
overall. The immediate response to potential threats may im-
prove users’ mental models by linking cause and effect. The
certainty of anti-stalkerware’s verdicts, warranted or not, may
heighten users’ trust. Ultimately, reassuring user experiences
do not make apps more secure. Hence, users who rely on this
trust establishment approach are prone to deception.

Assumptions about apps’ detection capabilities. Re-
views contained two approaches based on assumptions of the
anti-stalkerware’s detection abilities. First, reviewers eval-
uated the app’s abilities over time, building trust similar to a
personal relationship. Second, reviewers explicitly tested and
challenged the app’s detection ability with selected spyware
or test viruses. Both approaches are flawed. Using the first
approach, users assume they can detect a threat when the app
can not. Since they may not recognize when the app fails to
detect threats, they may only be aware of incidents where the
app protects them. Using the second approach, users gener-
alize their test results from a single test to the apps’ abilities
to detect other malicious software, which might seriously
mislead users. Even worse, since they tested the apps’ ability
personally, they put significant trust in their assessment.

Reliance on third-party evaluations. Some reviewers ex-
clusively relied on third-party evaluations of anti-stalkerware
apps. Depending on the third party may be the safest choice to
establish trust. However, it also comes with drawbacks. First
and foremost, trust in the third party is required — moving
the issue of trust establishment from the app to the third party.
Then, the third party has to have reviewed the users’ chosen
app. The effectiveness of this approach relies on reputable
third parties. Ideally, trusted third parties are well-known
for providing fair assessments. However, social effects may

impact the choice of trusted third parties. Users rely on tech-
savvy family members and friends even when they can not
provide fair assessments. In any case, users can not influence
and may not even know which aspects third parties consider
for their reviews (e.g., usability, user agency, detection rate).

Relying on third-party reviews, users do not experience
how the app reacts in case of an incident, which may affect
their comfort, comprehension, and ultimately their safety.

7.2 Implications and Future Work

The thematic analysis results suggest that judging anti-
stalkerware apps’ efficacy is hard for users. In the current
circumstances, their safest option is to rely on IPV-specific
evaluation results of certified antivirus testing labs. In the fu-
ture, we should try to support and improve users’ existing eval-
uation approaches and give them more agency to safely build
trust in anti-stalkerware apps. However, adapting apps and op-
erating systems to make intimate partner surveillance difficult
and less surreptitious would likely limit the proliferation of
stalkerware and other abuse-enabling apps more effectively.

Reassuring experiences are useful (if done correctly) but
cannot be trusted. One of the themes in our thematic anal-
ysis was that users felt reassured and well protected based on
UI elements. The UI walkthrough confirmed that one of the
apps relied on positive messaging to communicate to users
about its work. Mathiasen et al. [55,56] refer to this as secure
experiences, which are not necessarily the same as security.
According to them, users will base their security decisions
on previous secure experiences. Spero et al. [83] argue that
user interfaces that hide security mechanisms hinder users
from building detailed mental models of security. Hence, se-
curity mechanisms should present users with model-building
information, whether they face security risks or not. As an
example, Distler et al. [21] found that visualizing security
mechanisms in an e-voting apps led to an increase in per-
ceived security. While these kinds of reassuring and secure
experiences may be understudied, they appear to provide sev-
eral benefits: (1) they communicate to users that a security
system is working, even when no security risk calls for action;
(2) they may improve users mental model of security; and
(3) they help improve users’ security decisions later on. How-
ever, these kinds of secure experiences become a problem if
they oversell the actual security, regardless of the intention.
Therefore, simple reassurances that everything is safe may
not be the best approach to building secure experiences. The
anti-stalkerware apps in our case study probably use reassur-
ing experiences to justify their existence to users. Without
them, it may appear like anti-stalkerware apps do nothing of
value, even when they work well. In summary, reassuring user
experiences may improve users’ mental models and security
decisions, but users cannot rely on them alone to establish
trust in security mechanisms.
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Demonstrate stalkerware detection to users. In our the-
matic analysis, we found reviewers used several different
(flawed) tactics to evaluate the detection efficacy of anti-
stalkerware apps. Also, we found that the anti-stalkerware’s
response to stalkerware (user experience, information, and
agency) affects users’ trust. Hence, it would make sense to
encourage and improve this kind of evaluation behavior. We
suggest offering a toolkit for users to install on their phones.
This toolkit should be able to install (and remove) a wide
variety of stalkerware and dual-use software and track the
anti-stalkerware’s response. Such a toolkit would affect users
in three ways: (1) all users would have the ability to safely and
soundly evaluate their chosen tool’s detection mechanism, (2)
users could safely experience their tools response to malicious
software, and (3) it would reduce the need to trust third-party
reviews of anti-stalkerware apps. Similar to this approach, Par-
son et al. [66] suggest that a government body should track
and evaluate anti-virus engines and publish public reviews.
However, in contrast to our suggestion, users would then not
experience their chosen app’s response to threats.

Provide context-specific advice and give users agency.
Detection ability is an important but not the only factor
for users’ safety. The type and amount of information apps
present to users influence their response. Additionally, users’
agency to respond to detected threats is crucial. Both informa-
tion and agency need to be context-sensitive to the users’ cir-
cumstances and the specific detected threats. For example, for
IPS survivors safe responses to detected surveillance threats
may be different before and after they have left their part-
ner. This could include additional context-specific response
options, e.g., generating fake location data or partially remov-
ing permissions without alerting the stalker. Without context-
sensitive advice and user options, even an anti-stalkerware
app with great detection ability may endanger users.

Leverage operating system’s power to limit abuse. Im-
proving anti-stalkerware apps and users’ protection abilities
is an individualistic approach to combating IPS. However, a
systemic approach may be more effective in reducing IPS.
Considering potential abuse in the design stage for operat-
ing systems, apps, and accessories may help fight IPS on
a system level. Defensive design is a widely adopted ap-
proach across many disciplines. However, it focuses on un-
intentional errors in programming code and resulting apps.
Other general approaches take intentional abuse into account
at every step of the design process to mitigate interpersonal
harm [68, 94]. Levy and Schneier [50] offered design con-
siderations to ameliorate intimate privacy risks. Slupska and
Tanczer [81] suggested an approach to threat model intimate
partner violence in the design process. Interestingly, the two
most common smartphone platforms, iOS and Android, are
not equally susceptible to stalkerware targeted at consumer
audiences [42, 66]. Parsons et al. report on the stalkerware
industry [66] and the limited options to install these stalker-

ware apps on iOS without jailbreaking. Consequently, most
commercial stalkerware for iOS devices rely on the target’s
iCloud account. Reputable companies do not want to publicly
support dedicated stalkerware, so these apps are not published
in app stores—or are quickly removed. This may result in
a proliferation of other abuse-enabling dual-use apps (such
as parental control apps) and their legitimate use-cases make
them harder to police. Since legitimate use-cases are here to
stay, it is necessary to adapt the design of these apps and the
operating systems to limit misuse. The authors report recom-
mendations applicable to platform providers that may curb
stalkerware. They call for prominent, ongoing, and meaning-
ful consent notices. These make it harder to install stalkerware
surreptitiously on others’ smartphones. Additionally, they call
for on-device platform heuristics that detect misuse of osten-
sible dual-use software. Platforms have the power to disable
abuse-enabling apps entirely – which may protect users un-
able to manage apps on their device. Platform providers have
significant power over the kind of software they allow to run
and which kind of app activities they make visible to users.
Using this power would be an effective measure against the
current stalkerware ecosystem.

8 Conclusion

Choosing effective anti-stalkerware solutions is a struggle.
This case study evaluated two anti-stalkerware apps from
multiple perspectives to understand users’ selection and trust
strategies. We identified five approaches that users apply: two
based on user interaction, two based on the assumed detec-
tion abilities, and one on trusted third parties. All approaches
are intuitive to apply and have some degree of legitimacy.
However, the cognitive walkthroughs and reverse engineering
approaches revealed severe drawbacks. We found that users’
strategies do not inform them sufficiently about these apps
and their abilities to mitigate violence, abuse, and harassment.

Our work helps improve current anti-stalkerware by sug-
gesting design directions that increase users’ trust and safety.
These design directions focus on reassuring user experience,
context-sensitive advice, and risk-appropriate user agency.
Also, we suggest a user-deployable, toolkit-supported ap-
proach to evaluate anti-stalkerware’s detection abilities and
user experience. Such a toolkit-based approach builds on and
encourages existing user behavior while improving its efficacy
and safety. Lastly, while our study focuses on individualistic
responses to anti-stalkerware, we emphasize the need for a
systemic, platform-level approach to effectively combat inti-
mate partner surveillance.
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A Codebook for the Thematic Analysis

Table 1 shows the initial codebook. Table 2 shows the
codebook we used to focus on the users’ perception of the
case-study apps’ safety and security.
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Table 1: Initial codebook that included users’ general perceptions about the apps.

CODES DESCRIPTION ANTISPY LOOKOUT TOTAL

Effect + Review reports an event that demonstrated the app’s efficacy 119 41 160
110 39 149

Experience + Review focuses on the app’s great user experience 155 19 174
161 12 173

Performance + Review highlights the technical performance of the app (e.g.,
quick scans or low battery drain)

40 12 52
37 14 51

Usability + Review reports that the app is easy to understand and/or use 20 11 31
20 10 30

Payment + Positive experience with payment for the app itself or the
subscription

18 3 21
19 3 22

Response + Positive experience with responsive app developers or support
team

8 10 18
7 12 19

Privacy + Reviewer praises the app for its privacy-preserving approach 5 4 9
4 5 9

Effect - Review reports an event that demonstrated the app’s inadequacy 28 27 55
27 23 50

Experience - Review focuses on the app’s bad user experience 1 1 2
2 0 2

Performance - Review highlights the bad technical performance of the app
(e.g., battery drain, slow scans, or bugs)

94 18 112
101 18 119

Usability - Review reports that the app is hard to understand and/or use 47 15 62
42 18 60

Payment - Negative experience with payment for the app itself or the
subscription

48 20 68
44 21 65

Response - Negative experience with unresponsive app developers or
support team

22 2 24
21 2 23

Privacy - Reviewer perceives the app as privacy-infringing 5 4 9
4 3 7
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Table 2: The codebook for the second coding iteration that focused on the users’ perception of the app’s effectiveness, i.e. the
effect code in the previous codebook.

CODES DESCRIPTION ANTISPY LOOKOUT TOTAL

Real Life Safe Experience report of an event where app protected reviewer
from harm

52 27 79
50 26 76

Test passed Reviewer tested the app’s detection capabilities and was
satisfied by the results

5 3 8
6 3 13

Secure Feeling Experience of using the app gave reviewer a feeling of security 67 9 76
70 9 79

Notifications Prompt notifications about security incidents gave reviewers a
secure feeling

17 2 19
19 2 21

Real Life Fail Experience report of an event where app failed to protect
reviewer from harm

13 8 21
12 8 20

Test Fail Reviewer tested the app’s detection capabilities and was not
satisfied by the results

13 8 21
15 9 24

Insecure Feeling Experience of using the app did not reassure reviewer about its
security

8 10 18
9 10 19

Likes Feature Reviewer praise a specific feature of the app 10 3 13
10 3 13

Misses Feature Reviewer complains about a feature they had before or would
like to have

27 5 32
24 5 29

Update Review concerned changes to the app by a software update 13 2 15
14 2 16

Time of Experience Reviewers reference their long usage experience with the app to
communicate their trust in the app’s capabilities

19 3 22
19 4 23
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Abstract
This paper reports the challenges that users experienced and
their concerns regarding the Chrome compromised creden-
tials notification. We adopted a two-step approach to uncover
the issues of the notification, including qualitatively analyzing
users’ online comments and conducting semi-structured inter-
views with participants who had received the notification. We
found that users’ issues with the notification are associated
with five core aspects of the notification: the authenticity of
the notification, data breach incidents, Google’s knowledge
of users’ compromised credentials, multiple accounts being
associated with one notification, and actions recommended by
the notification. We also identified the detailed challenges and
concerns users had regarding each aspect of the notification.
Based on the results, we offer suggestions to improve the de-
sign of browser-based compromised credential notifications
to support users in better protecting their online accounts.

1 Introduction

The widespread availability of usernames and passwords ex-
posed by data breaches remains a big threat to users and orga-
nizations. According to the Verizon 2021 data breach investi-
gations report [9], credentials are the primary means by which
an attacker hacks into an organization, with 61% of breaches
attributed to leveraged credentials. By using the breached
credentials, an adversary can try to log into other systems
based on the assumption that users often reuse their creden-
tials across multiple systems [18, 23, 88]. Credential stuffing,
as this is known, is dangerous to both users and organizations.

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
August 7–9, 2022, Boston, MA, United States.

Figure 1: Chrome’s Pop-up Compromised Credential Notifi-
cation

For instance, in 2020, the credentials (i.e., username-password
pairs) of over 530,000 Zoom teleconferencing accounts were
found for sale on the dark web [108]. The credential informa-
tion was not from any breach at Zoom itself; it was obtained
through credential stuffing. This incident led many compa-
nies worldwide, including Google, SpaceX, and NASA [71],
to ban the use of Zoom [108] and other video conferencing
apps. If their accounts are hijacked, users can lose access to
important information and documents and even suffer from
fraudulent transactions, unauthorized fund transfers, other fi-
nancial losses as well as impersonation [61].

In response, service providers and product develop-
ers started alerting users when their credentials appear
in breaches. Compromised credential checking [118] has
been adopted in browsers [94, 103], password managers
(PMs) [101], browser extensions [20], and mobile devices
(e.g., iPads [56] and smartphones [83]) to notify users when
their passwords and/or usernames appear in the leaked data
sets. For instance, Have I Been Pwned (HIBP) [59] is a web-
site that allows users to check whether their personal data
(e.g., phone number) has been compromised by data breaches.
Browsers such as Firefox [107] and Microsoft Edge [103] are
making use of HIBP to warn their users about leaked pass-
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words. Google uses a similar approach to alert Chrome users
if any username-password pairs saved in their Google account
have been breached [47]. Specifically, whenever a user signs
in to or registers on a site, a pop-up notification is triggered
if the credentials used have been found in a data breach [43]
(see Figure 1).

The notification about compromised credentials is different
from warnings about an invalid TLS certificate, phishing, or
other security issues. For instance, a phishing warning is often
presented when a web page is considered suspicious [122].
In other words, no harm has been done yet (e.g., users have
not been tricked into providing personal information) when
the phishing warning pops up. In contrast, the notification
of compromised credential alerts users that their credentials
have already been leaked. The notification nudges users to
take action to reduce the risk of account hijacking.

Prior studies focused on security warnings about phishing,
malware, and invalid certificates. Researchers discovered that
most people do not pay attention to the warnings [99], do not
read the warning text [106] or do not fully understand it [12,
14], are unaware of the risks behind the warning [26], and
simply fail to act on the warnings [40]. Design guidelines [10,
31, 53] and mechanisms (e.g., polymorphic warnings [16])
have been implemented to help users better understand the
warnings [14] and respond to them [12, 40].

Users’ perceptions about the browser-based compromised
credential notification have received little attention. The most
relevant work was conducted by Redmiles [95], who studied
participants’ responses to suspicious login incidents on their
Facebook accounts. The results suggest that users often seek
out additional information to understand the incident, that
their threat models affect their understanding of the incident,
and that their response behaviors are informed by their un-
derstanding of the incident. Other studies report that users’
awareness of credentials compromises was so low that they
might not take effective action (e.g., reset passwords) [12] or
might not act until long after they receive a password breach
email (i.e., a mean time of 26.3 days) [58]. However, no
study has yet been conducted to specifically investigate users’
perceptions of the browser-based compromised credential
notification.

As compromised credential checking by web browsers is
gaining popularity, there is a need to understand end users’ per-
ceptions. Differing from the notification of breached creden-
tials of a certain account (e.g., Facebook accounts [95]), com-
promised credential notifications from browsers alert users
concerning all credential information for an account that was
potentially exposed in credential breaches. Millions of users
have received such notifications [22], yet end users’ percep-
tions, especially the issues and concerns they may have, have
not been studied. An investigation of the challenges users are
facing can inform the future design of such notifications to
improve the user experience and help to better protect their
accounts. Since Chrome has the greatest market share among

web browsers [1], our study focused on the perceptions of
Chrome users who had received a Chrome compromised cre-
dential notification (referred to in this paper as “3CN”).

We conducted our investigation through analysis of online
comments and interviews with participants. By analyzing
users’ online comments, we discovered various challenges
they experienced and concerns they had regarding the 3CN.
We later explored the reasoning behind the identified issues
through semi-structured interviews with participants who had
received at least one 3CN.

Our work makes the following contributions. First, to the
best of our knowledge, our work is the first to investigate the
challenges and concerns of users in relation to browser-based
compromised credential notification. Second, we discovered
that users’ issues with the 3CN were associated with five core
aspects of the notification. We also reported the detailed chal-
lenges and concerns users had regarding each core aspect of
the notification. Last, we made design suggestions about bet-
ter ways to communicate risks to users, to improve users’ risk
comprehension, to address users’ concerns, and to motivate
users to take action to protect their online accounts.

2 Background and Related Work

2.1 Google Password Checkup
Google’s Password Checkup allows users to check the se-
curity of the passwords that they have saved in Chrome’s
password manager. This feature was originally released as a
Chrome extension in 2019 [94] and was integrated into the
browser in October 2019. As of February 2022, it is turned on
by default in Chrome, but it can be turned off manually [47].

There are two ways for users to learn about their exposed
passwords and usernames. In the first case, by turning on the
Chrome setting “Warn you if your passwords are exposed
in a data breach,” users will get a pop-up notification on the
website where they try to log in or register with exposed cre-
dentials (see Figure 1) [46]. The content of the 3CN has been
updated several times with minor changes [54, 86] to convey
the same takeaway message – the user’s credentials have been
found publicly online, and the user is advised to change the
compromised passwords. From the moment the notification
pops up, users have two options: click on “Close” to shut
the notification or click on “Check Passwords” to be directed
to chrome://settings/passwords to see the general infor-
mation about their saved accounts. By clicking on “Check
Passwords,” users are directed to see all the detected issues
with their saved credentials, including “Compromised pass-
words,” “Weak passwords,” and “Reused passwords,” if there
are any. For each account listed on the page, users can see
the account’s username, check the current password for the
account, edit the saved credentials of the account, or remove
the saved account (see Figure 2a). If users wish to change the
password of an account, they are directed to the website to
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Figure 2: Screenshots of the researcher’s Google account passwords displayed when they click “Check Passwords” on the 3CN
warning. Users can show, edit, or remove passwords by clicking the three-dot menu (a) or can update their saved passwords in
Chrome (b).

make the change there. After clicking on the “Change pass-
word” button (see Figure 2b), a note of “Already changed this
password?” is shown under the button. Users are then directed
to update their saved password to match their new password
on Chrome. The second way to check password security is to
manually go through several steps in the browser (i.e., Open
Chrome → Settings → Passwords → Check Passwords) to
get to the same page to learn about the issues that Chrome
password manager has identified [47].

Chrome password manager never learns the plaintext of
user credentials during password checking. By using multi-
ple rounds of hashing, k-anonymity, and private set intersec-
tion with blinding [45, 111], Google can tell whether a user’s
credentials are compromised without knowing their unsafe
username-password pair exposed by the data breach [46].
Specifically, Chrome first encrypts users’ credentials and
sends the encrypted credentials to Google servers to com-
pare against an encrypted list of known leaked credentials.
If the Google servers detect a match between the encrypted
credentials, Chrome displays the 3CN that suggests the user
change their password [45]. The detailed protocol of Google’s
Password Checkup is described in [111], and a simplified il-
lustration of the protocol can be found in [45].

2.2 Risk Communication and Warnings

The main goal of risk communication is to inform individ-
uals of risks so that they can make informed decisions [77].
Experts usually design the communication and deliver it to in-
dividuals. The communication can take the form of warnings,
notices, status indicators, and polices [35]. It has been found
that the mental models of technical experts and users are not
always the same [73]. Therefore, one cannot assume that the

experts recognize what users need to know [32]. Guidelines
have been proposed to improve the design of risk communi-
cation [24, 81], such as dispelling misconceptions [13].

As one type of risk communication, security warnings have
received considerable attention. Much work has been done
to evaluate the various types of security warnings, including
browser warnings in general [6,10] and warnings about phish-
ing [29, 90], malware [7], invalid certificates [5, 31], and PDF
downloads [7]. For instance, Akhawe and Felt [6] conducted
a field study to investigate people’s perceptions about Google
Chrome’s and Mozilla Firefox’s malware and phishing warn-
ings. They found that the warnings were effective in practice
and suggested communicating security information to users.

Many issues regarding the security warnings were iden-
tified. Studies have shown that most people do not pay at-
tention to the computer warnings [99], often do not read the
warning messages [16, 106], or do not fully understand the
warning [12, 26] because of the technical words used [14, 36].
Users become habituated to security warnings [63, 66], and
they end up not heeding them [40], even when the situation is
hazardous or sensitive (e.g., online banking) [99].

Methods and guidelines have been proposed to motivate
users to act on security warnings. For instance, varying the
appearance of warnings (i.e., polymorphic warnings [16]) can
help capture users’ attention and convince them to take ac-
tion to mitigate a hazard [31]. Showing the warnings less
frequently has been shown to reduce the habituation ef-
fect [66, 121]. Attractors (e.g., icons, images, and colors) can
be effective in attracting users’ attention [15, 120]. Guide-
lines about how to design warnings also have been dis-
cussed [29, 31]. Suggested by Harbach et al. [53], several
steps should be taken to reduce the text’s difficulty as per-
ceived by the user, such as keeping headlines simple, using

USENIX Association Eighteenth Symposium on Usable Privacy and Security    157



as few technical words as possible, and using short sentences.

2.3 Password Breaches
Researchers have explored users’ responses after password
breaches. Shay et al. [100] investigated users’ perceptions
about account hijacking. They found that users believed they
share responsibility for keeping the accounts secure. Red-
miles [95] explored how users respond to a suspicious login
incident on their Facebook account. The results showed that
participants may reach out for support to understand the inci-
dent. Participants’ responses included on-platform behaviors
(e.g., changing passwords) and off-platform behaviors (e.g.,
adjusting the security setting). Bhagavatula et al. [11] ex-
amined whether and how constructively users changed their
passwords after a breach announcement and found that even
though the participants were likely to be affected, that few
users took action. Huh et al. [58] evaluated users’ reactions
upon receiving a LinkedIn password reset email and discov-
ered that only 46% participants reset their passwords.

2.4 Password Reuse
People often reuse their passwords across accounts. One com-
mon strategy for users to cope with a large number of accounts
is to reuse passwords across different accounts [23, 104]. Peo-
ple report that the more accounts they have, the more they
reuse passwords across accounts [23, 85]. Researchers have
also investigated how people reuse their passwords. Users’
choice of passwords depends on whether they use the ac-
counts frequently or perceive a greater need for account se-
curity. Some people reuse passwords that they have to enter
frequently [116], and other people tend to reuse passwords on
infrequently used accounts because those accounts were con-
sidered to have “less need for security” [104]. Furthermore,
other studies [37,85] suggested that people tend to reuse pass-
words more on low-importance accounts and avoid reusing
passwords for high-importance accounts.

2.5 Password Managers
Password managers (PMs) can help users centrally store,
organize, and auto-fill passwords for local applications and
online services. There are three primary categories of pass-
word manager implementations: built into the browser (e.g.,
Firefox Monitor [107]), standalone password managers (e.g.,
1Password [101] and LastPass [68]), and password manage-
ment within operating systems (e.g., Keychain Access on
Mac [119]).

Studies have been done to explore people’s perceptions
about PMs. Researchers have investigated the factors that
influence people’s intention to adopt PMs [62,104,105], users’
PM use [78, 89, 102], and perceived issues with PMs [48,
64]. For instance, Karole et al. [64] conducted a comparative

usability study of three PMs and found that users’ comfort
level with giving control to password managers influences
their perceptions of the PMs.

To the best of our knowledge, our work is the first to study
users’ challenges with a browser-based compromised cre-
dential notification. We discovered five core aspects of the
notification with which users had issues. We further identified
the detailed challenges users experienced and concerns they
had regarding each aspect. Our qualitative analysis of online
comments and interviews allowed us to investigate not only
what problems users faced with notifications, but also why
these were problems. We believe these insights can improve
notification design and better secure users’ online accounts.

3 Method

We used a two-step approach to investigate the issues with
3CN. We first gathered and analyzed reviews, feedback, com-
ments, and support requests posted on online platforms about
3CN. This approach allowed us to uncover a wide range of is-
sues and concerns users had regarding the notification. Unless
otherwise noted, we refer in this paper to all these types of
collected data as “comments.” To better understand users’ rea-
soning for their concerns and challenges, we then conducted
interviews with Chrome users who had received a 3CN. In
this section, we describe our online comments collection, in-
terview process, data analysis, and our method’s limitations.

3.1 Data Collection
3.1.1 User Comments

We collected comments because they are considered promis-
ing and helpful data for studying users. Such comments con-
tain a wealth of information about users’ opinions, challenges,
and experiences with systems and services [57,60]. The abun-
dance of online comments can be reliable and relevant in-
dicators of the quality of the services and products from
users’ perspectives [75]. Analyzing user reviews has been
frequently used by developers and researchers to understand
and evaluate issues with many products, including mobile
applications [70, 114], e-commerce services [74, 124], and
websites [57, 117].

We gathered users’ comments from various online plat-
forms. The platforms included the Google Chrome Help Cen-
ter [41], Reddit [3], news websites (e.g., The Verge [51]), IT
support sites (e.g., WeLiveSecurity [34]), and Q & A web-
sites (e.g., Quora [2]).1 As our focus was on the issues and
concerns users had regarding the 3CN, Chrome Help Center
support requests [41] were the primary source for gathering
users’ comments. Specifically, we employed a keyword re-
searching method [69] to search the Chrome Help Center

1See the list of online platforms at https://github.com/
AUXResearcher/SOUPS102/blob/main/Online_sources.pdf.
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using several keywords or phrases, such as “password notifi-
cation,” “compromised credentials,” and “password pop-up
alert.” We also used the Google search engine to search the
web for the same keywords, filtering the returned pages for
those that were indeed about the 3CN and contained users’
comments. We excluded pages without user comments (e.g.,
news websites [87]), pages about Chrome’s phishing warn-
ing [42], and page about other subjects unrelated to the 3CN.
We then manually checked the comments posted on each
web page to ensure that they contained sufficient information
regarding users’ perceptions, concerns, or actions regarding
the 3CN. We excluded comments that contained insufficient
information (e.g., a comment on [55] that stated “same is-
sue”). We stopped searching and collecting comments when
data saturation was reached (§3.2). Users whose comments
we included in the study are referred to as OC-users (online
comment users).

Demographic Categories # of
Participants

Gender Male 11
Female 11

Age

19–29 6
30–39 7
40–49 4
50–59 3

60 or above 2

Educational level

High school 2
Bachelor 9

Community college 2
Master 6

Post-graduate 1
University below bachelor 1

Apprenticeship 1

Occupations

Student 2
Retired 2

Software developer 2
Accountant 1

An intervention worker 1
Occupation therapist 1
Theater technician 1
Product developer 1

Sport official 1
Stay-at-home mom 1

Business intelligence manager 1
Dermatologist 1

Business owner 1
Landscaper 1

Farmer 1
Project manager 1

IT specialist 1
Unemployed 1
Salesperson 1

Table 1: Summary of participants’ demographics

3.1.2 Interviews

After gaining a sense of users’ issues with the 3CN, we con-
ducted semi-structured interviews with users who had re-
ceived such a notification. Participants were recruited using
Facebook advertisements. They were asked to fill out an el-
igibility survey.2 To be eligible to participate in the study,

2See the screening survey at https://github.com/AUXResearcher/
SOUPS102/blob/main/Screening_Survey.pdf.

they had to have received a 3CN within the two weeks before
filling out the survey. This study was approved by UBC’s re-
search ethics board. Note that we did not recruit our interview
participants from among OC-users.

The interviews served as a complementary approach to
better explore users’ reasons for their concerns, challenges,
and actions (if any) regarding the notification. During each
interview, we asked open-ended questions to facilitate in-
depth discussion with the participants [27,82]. We focused on
exploring participants’ reasoning about their concerns, chal-
lenges, and actions (if there were any) regarding the 3CN. For
instance, during the interviews, we were able to explore par-
ticipants’ reasoning for not acting on the notification. Specifi-
cally, some OC-users did not change passwords for accounts
they perceived as unimportant. We discovered through in-
terviews that participants viewed accounts that do not have
personal or financial information as unimportant (§4.6).

Our interviews focused on four topics.3 First, we gained
a basic understanding of how users interact with Chrome to
manage their credentials. We asked such questions as, “For
what kinds of accounts do you save your credentials using
Chrome and why?” and “For which accounts do you reuse
your passwords and why?” Second, we explored participants’
experiences of receiving the 3CN by asking such questions
as, “What is your impression of the 3CN?” Next, we explored
users’ understanding of 3CN, their concerns about it (if there
were any), and their actions afterwards. We asked such ques-
tions as, “How do you think Chrome finds out about your
breached credentials?” To better explore users’ reasoning be-
hind their concerns and actions, we asked follow-up questions.
For instance, when a participant chose to change passwords
for only some accounts, we explored their reasons behind
such an action. Finally, to further explore users’ unmet needs,
we asked participants whether there was anything they would
wanted to know regarding 3CN.

3.2 Data Analysis
We qualitatively analyzed users’ comments. Similar to many
prior studies (e.g., [19, 38]), we qualitatively analyzed the
comments using thematic analysis. Thematic analysis is a
widely used form of analysis within qualitative research that
allows patterns (i.e., themes) within the data to be identified [8,
109]. Specifically, we copied each relevant comment into a
spreadsheet with the username of the person who posted the
comment (referred to as “OC-user”), the time the comment
was posted, the content of the comment, and other information
we found relevant to the study (e.g., the screenshot of the pop-
up warning the user shared). We then analyzed the comments
by generating codes mapped to relevant and important pieces
of information in the comments. This allowed us to develop
a codebook. Once all the comments were coded, we sorted

3See the interview guide at https://github.com/AUXResearcher/
SOUPS102/blob/main/Interview_Guide.pdf.
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and grouped similar codes into themes. Then we reviewed
and revised the themes to ensure that each one was accurately
represented in the data. At this stage, we merged or broke
down themes as necessary [109].

We also conducted a thematic analysis of the interview data.
We started interview coding with the codebook developed
from analyzing the comments. Following the same steps,
we identified new codes and newly emerged themes. The
combination of online comments and interviews allowed us
to capture a more extensive picture of users’ challenges and
concerns, as well as their reasons behind them.

3.3 Limitations
Our study has several limitations. First, while we are confi-
dent that we reached data saturation during our analysis, we
reviewed comments from a limited number of sources. There
is also a chance that people used different usernames and
went on different sites asking for help about the same issues.
We might have missed web pages that were not returned by
the search engine because of our choice of search keywords.

Second, because of the nature of interviews, our data are
self-reported, which is always subjective [80] and may intro-
duce selective memory bias [92]. Further, due to the nature of
qualitative research, our study and our data are not amenable
to generalizable quantification, such as the extent of the con-
cerns in the target population. Our results point only to the
existence of the identified concerns.

Last, with the end-goal of informing the future design of
3CN to help users better protect their online accounts, we fo-
cused on exploring the interview participants’ considerations
of the notification, instead of participants’ individual differ-
ences (e.g., cultural background, educational background, or
previous experience with data breaches). Future studies could
be conducted to investigate whether and how people’s individ-
ual differences correlate with their perceptions of the 3CN.

4 Results

4.1 Data Description
We collected 539 online comments from 81 sources. Each
comment was posted using different usernames. Sources in-
cluded 48 Google Chrome Help Center pages, 5 IT support
sites, 3 Q & A websites, 4 news websites, and 20 Reddit posts.
The earliest comment was posted on December 17, 2019, and
the last on July 8, 2021. The longest comment contained 524
words, while there were 5 words in the shortest. We stopped
the analysis when we reached thematic saturation after 493
comments [49, 57]. We coded 46 more comments to make
sure no new codes were identified. Overall, we generated 139
codes and organized them into 10 themes.4 As we focus on

4See the list of all identified themes at https://github.com/
AUXResearcher/SOUPS102/blob/main/Themes.pdf.

reporting the challenges users experienced and the concerns
they had regarding the 3CN in this manuscript, we excluded
the findings that were less relevant (e.g., users’ strategies of
creating credentials). We describe our reported five themes in
Appendix B.

We recruited a diverse set of 22 interview participants from
North America. The sample varied in age, occupation, and
education level. Interview participants (referred to as “partic-
ipants”) were 20 to 74 years old (mean 40 and median 37),
11 of them identified as female (see the summary of partici-
pants’ demographic information in Table 1). Interviews were
conducted between August 2021 and January 2022. The inter-
views lasted an average of 26 minutes. Each participant was
compensated with CAD 15. Data saturation was reached after
19 participants. We continued interviewing three participants
and obtained no new codes [39]. We assigned 178 new codes
in addition to those from the analysis of online comments and
generated 11 new themes. In this manuscript, we reported 3 of
the 11 new themes and related codes that are related to users’
challenges with 3CN (see reported themes and codes in Ap-
pendix B). During the interview, some participants needed to
review the UI to answer our questions. Upon their request, we
showed them screenshots of the 3CN by the lead researcher
sharing her screen.

In the rest of this section, we report the challenges and con-
cerns identified regarding 3CN. We found that users’ issues
with 3CN are mainly associated with five major core aspects
of the notification: the authenticity of the notification, data
breach incidents, Google’s knowledge of users’ compromised
credentials, multiple accounts being associated with one no-
tification, and actions recommended by the notification. In
the following, we explained how users’ detailed challenges
and concerns are associated with the identified aspects of the
3CN (see Table 2). The mapping between our findings and
the identified themes is presented in Figure A.1.

4.2 Authenticity of the Notification

Believing the notification was a mistake. OC-users believed
the notification was shown to them even though there were
no security vulnerabilities. They therefore questioned the au-
thenticity of the notification. To illustrate, OC-user128 com-
mented: “It [i]s wrong! ... I only get this on a website that only
asks me for characters never the full password and chrome
can [no]t store it.” OC-user341 reported the same issue: “I’m
getting this from one[-]time password entries. ... [I] think you
guys need to reconsider the implementation.”

Misunderstanding that the cause of the notification was
nothing related to compromised credentials. Some OC-
users and participants believed the problems with their cre-
dentials were not about the credentials being compromised.
Instead, they believe that the notification alerts them about
having weak passwords in general. For instance, OC-user337
commented: “The problem with this popup is weak passwords.
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Core Aspects of 3CN Users’ Perceived Challenges and Concerns

Authenticity of the notification Believing the notification was a mistake
Misunderstanding that the cause of the notification was nothing related to compromised credentials

Data breach incidents

Lack of information about the “data breach incidents”
False assumption that the breach occurred on the website on which the notification appeared

Misunderstanding about Google being breached
Security concerns about Google

Google’s knowledge of users’ compromised credentials

Lack of explanation of how Chrome finds users’ compromised credentials
False assumption that Chrome learns about users’ plaintext credentials
Misunderstanding about Google checking users’ non-saved credentials

Privacy concerns about Google’s management of users’ data
Concerns about losing control over own data

Multiple accounts being associated with one 3CN Lack of an explanation of why more than one account was found insecure with one 3CN
Notification appears on many websites

Actions recommended by 3CN

Lack of information about the severity of the risks
Lack of justification of the recommended action

Lack of motivation to take the recommended action
Challenges in managing new passwords

Lack of instructions for discontinued accounts

Table 2: The core aspects of 3CN and the detailed challenges OC-users and participants experienced and their concerns about
each aspect. Contents in the gray background indicate the identified concerns, and contents in the blank background indicate the
discovered challenges.

The end. It has nothing to do with breaches.” Another example
is OC-user69, who stated: “If I had to guess [the reason for
me getting the notification], Google is probably just pointing
out that your password is too simple, and trying to light a
fire under your ass to try to get you to change it.” There are
OC-users who believed the reason for them getting the notifi-
cation was that the website where the notification appears had
security problems: “[The issue] is [the] website not having
their SSL certificates or the site itself has been detected for
malware and phishing”[OC-user155].

4.3 Data Breach Incidents
Lack of information about the “data breach incidents.”
OC users and participants were unable to find information
about the data breach in which their credentials were leaked.
The information was perceived as important for users to verify
the incident’s authenticity, understand the incident, and act
on it. OC-users and participants wanted information such
as when the breach occurred, where it happened, who was
responsible for the incident, and what measures were taken
by the responsible party as a response to the incident. To
illustrate, OC-user88 stated: “I find it very frustrating that
no additional info[rmation] is provided in regard to the data
breach. I [would] like to know more about the breach, and
how my info was compromised and what logic was used to
determine [that] I need to update passwords. This feels a
bit non-transparent on google’s part.” Another example is
P4, who also wanted to know more about the data breach
regarding where it happened: “I would like to know more
if the data breach happened on any of the trusted websites.
Because they are always the targets. Then, I will definitely
change my password.”

False assumption that the breach occurred on the web-
site on which the notification appeared. Because the source
of the breach was perceived as unclear, OC-users and par-

ticipants started making assumptions that the website where
they received the notification was breached. Although it was
possible that the website issuing the notice was also breached,
this was not always the case. Assuming the source of the
data breach was the website was a misinterpretation. For in-
stance, P6 stated: “I assumed it is because that company’s
information [was] breached, like there was a data breach
and maybe they were held at ransom for people’s personal
information and included their passwords.” P16, who also
had such a misinterpretation, wanted an explanation from the
company who owns the website: “I want to know what the
company did about [the breach incident]. When did they find
out [that] they had a data breach? Why is Google telling me
and why did not the company tell me [about the incident]?”

This misinterpretation led participants to trust the web-
site less and/or stop visiting the company’s website. When
explaining her perception of the website after getting the noti-
fication, P16 stated: “I guess I trust them a little less. It makes
me a little more careful about the data I put into different web-
sites. Sometimes, I stopped going to the website altogether.
Sometimes I unsubscribed from the newsletter.”

As a response, OC-users tried to contact the website to
verify the source of the breach. For instance, OC-user123
described her actions: “I contacted the websites that Google
Chrome indicated had my passwords breached. They replied
that my passwords and accounts had NOT been breached and
warned me against this “third party” that was sending me
misinformation perhaps to scam me.”

On the other hand, the organization’s IT support technicians
reported clients had asked about the notification they received
on the website. They believed that misleading information in
3CN had caused unfounded concerns among their clients and
harmed their business. To illustrate, OC-user138 commented:

“I have clients who are now deeply concerned about their
security and they now somewhat distrust our work when they
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see a message [about] ‘a data breach on-site’.”
Misunderstandings about Google being breached. By

interpreting the notification, some OC-users misunderstood
that Google was breached. For instance, some OC-user235
stated: “[G]oogle [has been] breach[ed] or it is an affiliate
of theirs. ... Google has cookies everywhere for tracking and
advertising purchases. [I]t is no wonder there are so many
breaches when these companies require and share so much
of our information while charging us to use many of their
services.” This kind of misunderstanding has caused OC-
users to stop using some features of Chrome: “If chrome
is going to tell me every few weeks [that I] need to change
passwords then [I] will turn off the save passwords and just
type them in myself from now on. ... [C]hrome is said to be so
safe and now [I] see all my password saved on chrome have
been compromised!!”[OC-user144].

Security Concerns about Google. Because OC-users mis-
understood that Google was breached, they expressed secu-
rity concerns about Google. For instance, OC-user324 com-
mented:“This is a very convoluted feature. Makes me think
Chrome has bad security and gets hacked regularly. ... [It]
seems like a reoccurring problem, and changing the password
will do nothing.” Another OC-user blamed Google for not
keeping users’ passwords safe and complained: “How could
Google keep saying it is safe to store passwords in chrome
while they just had a data breach? how could they have a data
breach of our data and not even spend the effort to publi[sh]
it and explain who, when, where and WHY and what are the
strict mitigation actions they put in place?????”[OC-user47]

As a response to the perception that Google was breached,
OC-users decided to stop saving credentials on Chrome or
avoid using Chrome. To illustrate, OC-user531 remarked: “Is
Google Chrome security THAT frigging weak?? I no longer
want to save passwords to my Chrome account.” OC-user269,
on the other hand, decided to change to another browser be-
cause “[on the other browser] I do not need to worry about

“security breaches.”

4.4 Google’s Knowledge of Users’ Compro-
mised Credentials

Lack of explanation of how Chrome finds users’ compro-
mised credentials. Users wanted more clarification about
how Google knows their credentials were leaked. For in-
stance, OC-user108 asked: “Does this mean that [G]oogle
are sending my username/password (even hashed) to a third
site without notification?” This perceived non-transparency
reduced OC-users’ trust in Google: “Google is simple fear
mongering, probably just to convert more users to Chrome.
If [G]oogle truly cared or thought they were being helpful,
they wouldn’t go through great lengths to hide the details of
their operation” [OC-user41]. Participants believed that more
knowledge of how Chrome learns about users’ compromised
credentials could help them build trust in Google and moti-

vate them to take the proposed measures: “[The information]
will increase my knowledge. And if I know [Google] is taking
good care of our data, maybe in the future, I would be more
comfortable sharing information with them” [P10].

False assumption that Chrome learns about users’ plain-
text credentials. Poorly informed users formed a hypothesis
that Chrome checks users’ plaintext credentials to facilitate
the 3CN. For instance, OC-user427 stated: “Is Google de-
crypting [users’ credentials] to compare [them with] known
list of compromised credentials? ... not certain I feel safe
knowing that [G]oogle has a plain text version of my pass-
word to process even if it is for my better.”

Misunderstandings about Google checking users’ non-
saved credentials. Some OC-users and participants believed
Google checked their credentials even if they were not saved
in Google accounts. For instance, OC-user521 stated: “If
[G]oogle can find your password online; it means it is reading
and processing your password before encrypting and storing.
I think it is a terrible idea to save passwords on [G]oogle.”

Participants’ past experiences with similar security inci-
dents on Google played a role in this misunderstanding. Dur-
ing the interviews, we carefully explored how users developed
such misconceptions. Previous work suggested that past expe-
riences with similar incidents may reduce users’ perception of
the threat [95]. We, however, found that their past experiences
contributed to participants’ misunderstanding of 3CN. For
instance, P10 explained that she had received a “suspicious
sign-in prevented” email from Google. Through the email,
she learned someone was trying to log in to her account from
an unauthorized device. Based on this previous incident, she
concluded that: “Google keeps tracking of everything you are
doing on your laptop or on your mobile. So, I think nothing is
hidden from Google.”

Privacy concerns about Google’s management of users’
data. Believing Google tracks users’ non-saved credentials,
OC-users and participants raised corresponding privacy con-
cerns. To illustrate, OC-user244 stated: “Why is google track-
ing what I type for login credentials that I have not saved to
Google? ... Getting the message about a breach might seem
helpful, but considering how the warning came and what
Google has to be doing to issue the warning, it is just really
creepy.” Further, some participants wanted Google to be more
transparent about how users’ data was treated, such as “who
has access to [users’ data] and how easily accessible is it for
someone else?”[P13] and “if users’ data are encrypted or if
[users’ data are] in the cloud or on a server”[P16].

Participants adopted acceptance as the strategy to mitigate
this privacy concern. To illustrate, P11 explained that taking
a trade-off was the reason for not acting to stop Google from
checking all his credentials: “If something is being offered
for free as a service, then you are the product.”

Further, several OC-users believed that Google facilitated
scams by sharing users’ data with other parties. To illus-
trate, OC-user486 commented: “But, isn’t it kind of fishy that
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Google would know that my old useless account was compro-
mised in a data breach, but yet, no way to know which it is.
In other words, Google yet again supports malicious scams
through their services and records data of the [s]ite, email,
and passwords you are creating in real-time.” ... [G]oogle
can now create a database of all email/pass[word] combos
and the sites they are used on, for their users, to then “release”
through planned data breaches to victimize more people.”

Concerns about losing control over own data. Several
OC-users disliked Google checking their credentials without
asking for consent first. For example, OC-user112 remarked:

“Why on Earth does [Google] feel it [i]s appropriate to be do-
ing this password/username background comparison without
asking for explicit consent?” In addition, OC-user453 felt this
default feature took away users’ ability to control their data:

“Almost all other security features are toggleable. It i[s] not
an unreasonable request for this feature to be optional.” OC-
user496 believed users should be given more control over their
own data: “My issue is that the user should have the ability
to control Google’s desire to enhance the user’s security!!!”

4.5 Multiple Accounts Being Associated with
One 3CN

Lack of an explanation of why more than one account
was found insecure with one notification. After receiving
one notification, users were surprised to see that there were
many accounts shown to be insecure. When the user’s single
username-password pair was leaked, all accounts that share
the same credentials became insecure. Chrome’s browser-
based credential check service examines all the accounts users
saved in their Google accounts. Since people often reuse their
passwords [23, 104], when users receive a notification of a
compromised username-password pair, they most likely will
find a long list of accounts with the same breached credentials.
But there is no explanation about the link between the identi-
fied accounts, so users tend to be confused and panicked when
learning that many of their accounts were listed as insecure.
As a result, some OC-users questioned the authenticity of the
breach and resisted changing the passwords: “1 day they are
all fine and the next day 99 passwords are compromised. I
still would like to know how. Because this is a lot of work to
change all these passwords. ... No way someone hacked me
on 90 sites”[OC-user379].

Notifications appear on many websites. Another chal-
lenge is that OC-users reported the 3CN pop-up on many
websites. The notification appears when users sign up/log
in to an account with the breached credentials [43]. Sup-
pose users reuse their breached credentials across accounts;
whenever they try to sign in to the accounts, they receive
a notification. However, without such knowledge, OC-users
were confused with many notifications showing up on many
websites: “It pops up for EVERY webpage. I do [no]t want to
live in password paranoia forever”[OC-user46].

4.6 Actions Recommended by 3CN

Lack of information about the severity of the risks. 3CN
was perceived as not communicating the severity of the risks
to users. Such information was perceived as a contributor for
users to take mitigation strategies. Specifically, OC users and
participants wanted to know if it would be a significant risk if
they decided not to change the breached passwords: “I mean,
how risky is it if I do not change my password?”[P13] In
addition, P18 wanted to know if there could be other security
problems by not changing the compromised password: “Is
there a way to put some malware [in my device]? Will it be
possible [that not changing the password] could compromise
even the other sites?” Further, the risk level was perceived as
helpful for users to decide if it is worth making a lot of effort
to change the passwords:“Google is telling me [that] I have
compromised passwords. How serious is this? ... I also really
do not want to have to change my passwords if I do not need
to. Because I have more than a hundred spread across many
forums and sites”[OC-user520].

Lack of justification of recommended actions. Partici-
pants wanted more clarification about why changing the pass-
word is the best practice and what risks would be avoided
by doing this. Such information could influence their risk
management behaviors. For instance, P6 stated: “I would like
to know if the best you can do is to just change [the pass-
word]. Or is it you just do the best you can and then, fingers
crossed, hope for the best situation? ... I think it would be
helpful to know what does [changing the password] actually
mean for users.” Further, participants asked whether and how
changing the password could mitigate the existing damage
(i.e., breached credentials). P22 asked: “If there has already
been a data breach, what is the point of changing the pass-
words? I would like to know if [the breached credentials] are
completely out of your control at this point or [if] changing
the password can help with that.” P22 was also unclear about
why changing the password was suggested and nothing else:

“... but they only tell you to change the password. That got me
thinking maybe my username is Ok. But if not, why do not
they ask us to change [the username] too?”

Lack of motivation to take the recommended action. OC-
users and participants argued that the notification alerted users
about something (i.e., account hijacking) that may not happen.
Therefore, they tend to delay or not take action until harm has
occurred [125]: “I read the message more and realized it was
not saying my account had been compromised. It was just a
warning, like there is a risk [that my account being compro-
mised] may happen. So, I did not change my password”[P7].
Several OC-users shared the same opinion:“Randomly trying
those compromised credentials in an account is like a 1 in
a million shot, more actually, 1 in a billion probably”[OC-
user39].

Further, even if an adversary found the accounts with com-
promised credentials, the damage is perceived to be limited
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because users have additional authentication methods set up.
To illustrate, OC-user41 explained: “[A]ny respectable web-
site worth accessing (like a bank’s website) is going to em-
ploy [usually multiple] additional traditional authentication
methods - be it pin numbers, one-time passwords, 2-factor
authentication, image recognition, geolocation, device recog-
nition, etc. You can not simply bypass these and gain access
with a simple username and password.”

Unimportant accounts were not worth the effort. Some
OC-users and participants suggested that they change the
passwords for “important accounts.” Such accounts contained
their personal information (e.g., pictures, medical record, so-
cial security number, and taxpayer ID number) or financial
information (e.g., “PayPal account” [P14], “HSBC account”
[P17], and “eBay account” [P18]). To illustrate, P11 explained
his process of changing the passwords: “I just went through
the list [of insecure accounts] to see where could I have my
credit card [information] saved. So, if it is like Home Depot,
I probably bought something from [it]. It probably has my
credit card. ... But if it is like a news site. I would just leave it
there.” OC-user180 also decided not to change the passwords
for accounts they did not consider important: “They are not
[the] websites I care about people getting my info. What are
they going to do? Go on Carvana and buy a car for me?”

They further justified their action by indicating that their
passwords for the important accounts were different from
those for non-important accounts (e.g., “Fandom account”
[P3]). Therefore, even if the unimportant accounts were
breached, it would not harm them. However, research shows
that 33% of the time, it was possible to use a common pass-
word list and the user’s password created in a “lower level”
account to successfully guess their “higher-level” account
passwords [52]. Therefore, if the passwords of non-important
accounts are public, there is a risk that users’ important ac-
counts could be hijacked.

Challenges in managing new passwords. Participants
struggled with creating new passwords. Through the interview,
we found that participants were uncertain about whether the
new passwords were “good enough” to resist being breached
again. None of the participants recalled receiving any sugges-
tions on Chrome in creating new passwords [44]. Similar to
previous findings [50], our participants used the same strate-
gies to create new passwords, such as making a slight change
to their current password (e.g., adding “!” at the end of their
current password). For instance, P18 explained his strategy
of creating new passwords as using “Same configurations.
Not exactly the same. I just add different stuff. ... I am not
sure if they are more secure. I hope so. ... I would like some
kind of indicators saying that they are strong enough, like
[the password] will not be breached again.” However, partici-
pants’ new passwords are most likely vulnerable to credential
tweaking attacks, where the attacker tries different variations
of the leaked password [23, 115].

Lack of instructions for discontinued accounts. OC-

users and participants wanted instructions about what to do
when the accounts were not in use or when they no longer had
access. For instance, P13 had some old accounts that she no
longer used. She did not know the appropriate step regarding
the breached credentials of such accounts: “A lot of these
[accounts] are like 10 years ago, I do not actually use them
anymore. I do not think I have access to them anymore. Now,
you are saying [the passwords] need to be changed. ... I am
not sure what to do. What if I just delete the accounts? Will
that get me in trouble?”

5 Discussion

5.1 Novelty of Our Findings

We have contributed to the body knowledge in four ways.
First, to the best of our knowledge, ours is the first study

to investigate users’ perceptions of browser-based compro-
mised credential notifications. Specifically, compared to a
notification of breached credentials for a certain account (e.g.,
a Facebook account [95]), we captured the unique challenges
users experienced in managing multiple accounts through a
browser-based password manager. For instance, we discov-
ered that OC-users and participants found it confusing that
they received a 3CN on many websites, and that one 3CN
might indicate that many accounts were in danger (§4.5).

Second, we contributed new findings on users’ challenges
in comprehending data breaches. Prior work regarding data
breaches has focused on exploring people’s familiarity with
the data breaches [4,110], their perception of the risks caused
by the data breaches [65], and their behaviors after the data
breaches [65, 125]. Our work highlighted the perceived criti-
cal information that contributed to users’ comprehension of
the data breach. We also discovered that the missing critical
information played a part in users’ misinterpretation of the
source of the breach. Furthermore, users’ misunderstanding
of the data breach may result in them having unjustifiable
concerns (§4.3). We therefore offer design recommendations
aimed at improving the 3CN design to help users gain an
accurate understanding of it (Recommendation 2 in §5.3).

Third, we not only corroborated previous findings indicat-
ing that few users act on the security warnings [40, 99], but
also investigated their reasons for failing to take action and
the challenges they experienced when they did act on a noti-
fication (§4.6). We provide suggestions for how notification
instructions can be improved in several ways (§5.4).

Finally, we discovered the privacy and security concerns
that OC-users and participants had regarding the notification
(§4.3 and §4.4). Because of these concerns, they failed to
mitigate the risk effectively. At the same time, the concerns
resulted in some negative perceptions of Google. Recommen-
dation 4 in §5.5 aims to address these concerns.
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5.2 Layers of Information

Critical information about the credentials leaks was perceived
as missing from the notification. Prior research on security
warnings has offered many insights into the need to com-
prehensibly communicate various risks [10, 28], such as the
consequences of not complying with a suggested action [10].
However, we discovered that the 3CN failed to communicate
certain types of critical information to its users (§4.3 to §4.6).
The missing information led OC-users and participants to be
confused and make additional efforts to verify the authenticity
of the risk and the need to take action to mitigate it.

Missing information is not easily accessible. For instance,
an explanation of how Google learns about breaches in users’
credentials is available [45], but this information is not linked
to the process that users go through when responding to 3CN.
In other words, users must search for such details proactively
and may not find what they need.

Recommendation 1: Provide important information
in a layered form. Prior work has suggested that the mes-
sage in a security warning should specify the underlying risk
clearly [10] but provide only the essential information to avoid
overwhelming users [28,53]. However, previous work in other
fields (e.g., group decision making [123]) has also shown that
having more information improves people’s decision making.
Therefore, there is a trade-off between the amount of infor-
mation that should be included to enable users to understand
the notification and the perceived effort required to read and
process it. As the information identified as missing was per-
ceived to be essential, we suggest that a notification should
include all such missing details listed in Table 2.

A layered approach has been proposed and evaluated as
a way to present information about privacy and security to
users, such as a privacy notification for IoT devices [21, 30].
The results of previous studies suggest that a layered approach
allows users to obtain prompt, detailed, and accurate informa-
tion about the privacy protection of an IoT device [21].

A layered approach can potentially provide the following
benefits: First, it would enable the 3CN to convey a large
amount of relevant information to its users without over-
whelming them. The initial layer of the notification contains
the most essential information [93]. Subsequent layers would
each provide additional important information (such as the
information we identified as missing in Table 2). The design
for each layer would observe the well-known principles of
risk communication [14, 36], such as using as few technical
words as possible [53]. The pathway from one layer to the
next should be made clear and straightforward [35]. Second,
with all the relevant information linked directly through the
layered approach, users could find the answers to all their
questions without seeking help elsewhere. Another potential
advantage of the layered approach is that it can benefit differ-
ent types of users (e.g., the tech-savvy and the novice). Each
user could decide how much information they want when

learning about the notification.
However, the huge amount of information [53] may over-

whelm (novice) users [28] and possibly push them away from
responding to the notifications. Therefore, the usability and
users’ perceptions of such a layered approach will require
further evaluation.

5.3 Correct and Adequate Understanding

We identified several challenges that users face when under-
standing 3CN. Knowledge enables both recognition and inter-
pretation to occur [97]. Without knowledge, understanding is
impossible [76, 79]. Therefore, we include our findings of the
knowledge gaps in discussing users’ perceptions of 3CN.

An example is the comprehension of the “data breach.”
Here, three types of challenges emerged: lack of information
about the “data breach,” false assumption of “data breach”
due to being poorly informed, and having misunderstand-
ings regarding the “data breach” (§4.3). Different approaches
may be needed to solve each type of challenge. For the first
type, more information can be provided to users to help them
develop a better understanding of the notification (see our
Recommendation 1 in §5.2).

The second challenge is that users’ lack of knowledge re-
sults in misinterpretations. In other words, users were unclear
about certain aspects of the 3CN. They started forming the
wrong assumptions. Providing more information to users can
potentially clear up some of these misinterpretations (Rec-
ommendation 1 in §5.2). However, when users have already
formed their own hypotheses, a deeper explanation may be
needed to correct a misinterpretation.

The third challenge is users developed misunderstandings
of certain aspects of 3CN by interpreting the information they
received (e.g., Google is breached §4.3). Getting additional
information about the notification may not be enough to cor-
rect these users’ misunderstandings. Once established, mental
models (i.e., users’ understanding of how something works)
can be surprisingly hard to change, even when they are aware
of contradictory evidence [113]. Instead of providing more
information, explaining certain aspects of the notification may
be necessary to dispel such misunderstandings.

Recommendation 2: Consider explaining certain as-
pects of the notification to dispel the misconceptions. Prior
studies suggest that users may improve their understanding if
a system makes its reasoning transparent, such as its purpose
of accessing a particular type of users’ information [67, 72].
Therefore, we suggest correcting users’ misunderstandings
by providing detailed explanations. For example, instead of
saying that Google does not access users’ plaintext passwords,
C3N can focus on clarifying how Google learns that users’
credentials are leaked without accessing their passwords. This
explanation should be direct and easy to understand without
too many technical terms and jargon [84, 91]. Assessing the
effectiveness of such an approach requires future evaluation.
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5.4 Action Recommendations

Instructions that merely suggest changing passwords were
not perceived as helpful. As explained in Section 4.6, OC-
users and participants experienced many challenges regarding
taking the recommended action. These challenges resulted in
some OC-users and participants being unsure about whether
to take action, and if so, what that action should be.

Recommendation 3: Provide more details in the instruc-
tions. To better help users mitigate the risk of 3CN, we suggest
that more explanations should be provided in the instructions
to justify the necessity of changing the passwords. For exam-
ple, we recommend explaining why it is necessary to change
the breached password, but not the username, what risks can
or cannot be mitigated by this action, and what risks the user
may face if they do not change their passwords.

Additionally, more instructions could be provided on how
to create new passwords. The focus can be on why a slight
modification of an old password might not be effective in
mitigating the data breach risks [23, 115]. Also, users can be
assisted in understanding the quality of their new passwords
(e.g., through a password strength meter [25, 98]). Other in-
structions [33] for creating unique passwords, such as not
reusing passwords across accounts [33], could also be helpful
for users. More research is needed to evaluate whether more
detailed explanations in the instructions are more beneficial in
persuading users to act effectively and protect their accounts.

Due to the similarities in the design of instructions provided
by other browser-based PMs (e.g., Firefox Password Manager)
and standalone PMs (e.g., LastPass and 1Password) and the
design of 3CN, we believe we believe Recommendation 3 can
also bring insights into these PMs’ future designs. To illus-
trate, both Firefox and 1Password ask their users to change
their passwords without providing more details [17, 107],
such as the severity of the risks of not changing the pass-
words. There is a chance that their users find this instruction
unhelpful as well. We suggest that these PMs also consider
providing more information in the instructions to help their
users better manage their credentials.

5.5 More Control and Data Transparency

Some users’ security and privacy concerns were specifically
related to Google. They criticized the company for having too
much control over users’ data, not being transparent about
managing their data, and facilitating scams (§4.3 and §4.4).
These concerns resulted in some of the OC-users refusing
to use Chrome password manager or abandoning Chrome
entirely. These concerns may be addressed by clarifying how
Google detects breached credentials (see our Recommenda-
tion 2 in §5.3). In addition, providing more transparency about
how users’ data is protected might also help mitigate concerns
and build trust in the company [95, 123].

Recommendation 4: Replace the one-or-nothing model

by giving users more control over their data. Another step
further would be to give users the ability to select and deselect
accounts they want to receive notifications about breaches.
Providing greater control to users might help address users’
concerns and build their trust in the company [96, 112]. For
instance, provided they are clear about the possible risks of
certain behaviors (e.g., changing passwords for certain ac-
counts, not changing passwords at all, or slightly changing
passwords) (see Recommendation 3 in §5.4), users could be
given a choice as to whether or not they wanted to be notified
about breached credentials or not. Currently, users can either
get notifications of all accounts with breached credentials or
not get any notifications (by turning off the feature). This
approach clearly does not work for all users. Our proposed
approach could potentially motivate users to manage their
credentials without being bombarded with notifications. How-
ever, the effectiveness of the proposed approach would need
to be evaluated in future studies.

Similarly, we found that other PMs (e.g., Firefox Pass-
word Manager, LastPass, and 1Password) also check all users’
saved credentials to alert them of compromised ones. Due to
this similar all-or-nothing design, we suggest that these PMs
also consider providing more control to users over deciding
which accounts will receive a notification.

We want to clarify that we reviewed only the UI of other
PMs and identified several aspects of the design similar to
3CN. As our users experienced challenges regarding these
aspects, we believe our Recommendations 3 and 4 to improve
the design of these aspects can also benefit other PMs. How-
ever, to what extent our recommendations will benefit the
design of other PMs requires further research.

6 Conclusion

We report the challenges users experience and their concerns
about the Chrome compromised credentials notification. Our
findings suggest that developers consider improving the de-
sign of various aspects of the notification to support users in
better protecting their online accounts.
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Appendices
A How Are the Findings Associated with the Reported Themes?

Figure A.1: A mapping between the core aspects of the app, the challenges and concerns OC-users and participants expressed,
and the themes reported in this manuscript. The contents with a green background represent the themes that were identified by
analyzing online comments, while the contents with a pink background indicate the themes were new themes identified through
interviews.
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B Themes and Related Codes Reported in the Manuscript

Themes Codes Number of online comments (N) Number of participants (n)

Information Gaps

Risks of not changing passwords 4 2
Severity of the risks 3 4
Other security problems with the 3CN 3 1
Whether changing the password is the best option? 2 3
What other methods can take? 4 4
When did the breach happen? 5 10
Where did the breach happen? 25 8
Who is responsible for the breach? 13 2
Why did the company not notify users? 3 2
What had been done as a response to the breach? 3 1
Why there is no relevant news about the breach? 3 2
Why do users receive so many 3CNs? 19 0
Why does one 3CN represent so many insecure accounts? 14 0
Why do users receive 3CN even after changing the passwords? 38 3
How does Chrome know the about credentials being compromised? 30 15
What information does Chrome check (credential or password)? 9 3
What breached credentials does Chrome compare users’ credentials with 8 6
Does Chrome know users’ plaintext passwords? 4 3
Does Chrome check users’ non-saved credentials? 7 5
Why is changing the password suggested? 0 3
How effective is changing the passwords to mitigate risks? 0 3
Why is changing usernames not suggested? 0 2
Can changing passwords mitigate existing damage? 0 2

Misunderstanding of the 3CN

The problem behind the 3CN is weak passwords 7 3
Google’s strategy to get people update passwords 6 2
The website where the 3CN appears has security problems 9 2
Google has been breached 16 0
Chrome checks users’ plaintext passwords 3 3
Chrome checks non-saved credentials 3 3

Behavioral response

Click 3CN to learn more about it 6 4
Disable the feature 4 2
Lack of action 10 6
Check other online sources to verify the data breach 8 3
Email IT professional to learn more about the 3CN 5 2
Ask friends/family about 3CN 4 4
Search information about 3CN online 12 6
Change all compromised passwords 3 2
Change passwords for important accounts 8 6
Delete stored credentials 13 3
Ask help from Google live chat 1 0
Change browser 7 0
Contact the company where the 3CN appeared 6 0
Run virus scan 2 0
Intend to sue the company for not protecting data 1 0
Changed some passwords then gave up due to too much effort 3 2
Stop saving passwords on browser 3 4
Decided to use other password managers 4 0
Used Chrome suggested password as new passwords 2 1
Stop visiting the websites where the 3CN appears 2 3
Examined each account and decide whether to change the passwords 0 4
Close the notification 0 5

Reasons for lack of response

3CN looks suspicious/not legitimate 20 2
The message on 3CN is unclear/confusing 31 2
Belief that no breach occurred 8 0
Accounts are not important 8 6
Perceived low chance of the account being taken 3 3
Perceived low risk even if the account is hijacked 2 2
Too much effort to change passwords for unimportant accounts 10 8
Notification keeps appearing even after changing the passwords 38 3
Unclear about how to deal with discontinued accounts 3 3
3CN is alerting about something that has not happened 8 2
3CN is exaggerating the risk 2 3
Setting up additional protection methods 8 5
Believing one should have the right to use any passwords they like 2 0
Believing the passwords are complex enough 0 3
Do not remember having such a compromised account 0 1
The damage is already done 0 2
Being too lazy to take action 0 2

Concerns

Google is breached and fails to protect users’ data 23 0
Google checks users’ data without asking for permission first 8 2
Google shares users’ data with other parties 11 0
Losing control over own data 12 0
Ways to steal users’ new passwords 6 1

Expected instructions of response

How to avoid being breached in the future 0 3
How to create new passwords? 0 6
Whether newly created passwords are secure enough 0 4
Whether it is OK to use the same username 0 2
How to deal with accounts that are no longer in use 0 2
Whether certain accounts are riskier than others 0 1
Whether more methods are needed to increase account security level 0 3

Perceived (un)important accounts
Accounts associated with financial information 0 9
Accounts associated with personal information 0 9

Strategies to mitigate concerns Accept the privacy-utility trade-off 0 3

Table B.1: Reported Themes and Codes. Themes and codes in pink are identified through interviews. We use “N” to indicate the
number of online comments for each code and “n” to indicate the number of participants.
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Abstract
Despite recent enhancements in the deployment of differen-

tial privacy (DP), little has been done to address the human

aspects of DP-enabled systems. Comprehending the com-

plex concept of DP and the privacy protection it provides

could be challenging for lay users who should make informed

decisions when sharing their data. Using metaphors could

be suitable to convey key protection functionalities of DP

to them. Based on a three-phase framework, we extracted

and generated metaphors for differentially private data analy-

sis models (local and central). We analytically evaluated the

metaphors based on experts’ feedback and then empirically

evaluated them in online interviews with 30 participants. Our

results showed that the metaphorical explanations can suc-

cessfully convey that perturbation protects privacy and that

there is a privacy-accuracy trade-off. Nonetheless, conveying

information at a high level leads to incorrect expectations that

negatively affect users’ understanding and limits the ability

to apply the concept to different contexts. In this paper, we

presented the plausible suitability of metaphors and discussed

the challenges of using them to facilitate informed decisions

on sharing data with DP-enabled systems.

1 Introduction

Differential privacy (DP) is a mathematically rigorous def-

inition of privacy initially formalized in 2006 by Cynthia

Dwork [20] for the calculation of statistics on a dataset. DP

places a formal bound on the leakage of information from

these statistics about individual data points within dataset.

Copyright is held by the author/owner. Permission to make digital or hard

copies of all or part of this work for personal or classroom use is granted

without fee.

USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
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Informally, for each person who submits their data to a dif-

ferentially private data analysis, DP assures that the output of

such analysis will be approximately the same, regardless of

the contribution of their data to the data sample under analysis.

Differentially private mechanisms perturb data in a controlled

manner. This allows quantifying privacy through a privacy

loss parameter ε, thereby fulfilling the assurance. Although

leading to more privacy, lower privacy loss parameter values

negatively affect the accuracy of the results. Consequently,

there is a trade-off between privacy and accuracy in differen-

tially private data analyses.

Within the past few years, several large companies, includ-

ing Apple [42], Google [24], Microsoft [19], Uber [28] and

LinkedIn [30], integrated differentially private mechanisms

into their systems. The United States Census Bureau also

adopted DP to prevent information disclosure in the sum-

mary statistics it released for the 2020 Decennial Census [5].

Further, different variants and extensions of DP have been

proposed for other types of data analysis scenarios, such as

local DP or DP for federated learning. Variants have local or

central security models, and the choice of model has a con-

siderable impact on the types of adversarial behaviour the

system can tolerate.

Given the growing deployment of differentially private

mechanisms in different variants and contexts, there is a need

to address the human aspects of DP-enabled systems. In this

work, we focus on conveying differentially private data analy-

ses to data subjects who would share their data with systems

deploying DP. The data subjects are mainly lay users without

any expertise or knowledge about privacy or DP. However,

they need to make informed privacy decisions about sharing

their data when confronted with DP-enabled systems and ser-

vices. Usable transparency of the functionality of the underly-

ing differentially private mechanisms could help data subjects

form correct mental models of how their data is protected,

thus facilitating their decisions. Researchers have shown that

how DP is described in practice is insufficient to help users

make informed decisions [17]. Therefore, we need to explore

how and to what extent the differentially private mechanisms
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should be explained to users. Further, the issues surrounding

their understanding and mental models of differentially pri-

vate data analyses, their perceptions of the privacy provided,

and their trust in such systems should be addressed. Therefore,

in this work our main objective is to contribute to the body of

knowledge on usable DP and to investigate how to effectively

explain the underlying differentially private data analyses to

lay users to facilitate their decisions.

In explaining a system to users, design models can employ

familiar metaphors [14]. When the aim is to explain or repre-

sent a complex, abstract or novel domain (i.e. target domain),

it is often helpful to use metaphors or analogies and make

a vivid comparison to a familiar and often simpler domain

(i.e. source domain) that people already understand. Some

researchers argue that while in metaphor-based descriptions

the mapping of ideas involves transformation, with analogies

a direct transferal is made between existing knowledge and

a novel domain [9]. However, in this paper, we do not make

a distinction between these two concepts. Using an appro-

priate metaphor, people’s understanding can be enhanced by

encouraging them to use their pre-existing knowledge of the

source domain to structure their thinking about the target of

explanation [13]. Consequently, we assume that metaphors

can be used to convey the concept of DP and its privacy func-

tionality, as comprehending the complex concept of DP and

the privacy protection it provides could be challenging for

lay users. Nonetheless, suitable metaphors for complex con-

cepts need to be generated with care and evaluated for their

effectiveness in each context.

Previously, Demjaha et al. [18] benefited from the frame-

work proposed by Alty et al. [9] to generate and evaluate

explanatory metaphors for E2E encryption. We employed and

adapted this framework to generate and evaluate metaphors

for DP in the context of different data analyses. Our focus is

on pictorial metaphors elaborated with short, simple text. Our

approach consists of three phases: 1) metaphor generation, 2)

metaphor analytical evaluations based on expert analysis and

3) metaphor empirical evaluations involving lay users. The

first two phases resulted in adapted metaphors, their analyt-

ical evaluations and a functionality list that can be used to

analytically evaluate the suitability of metaphors to convey

the privacy functionality of differentially private data anal-

ysis to users. The details of the first two phases have been

published in [29]. This paper focuses on the third phase but

briefly describes the other two phases for clarity. In the third

phase, we empirically evaluated the metaphors from phase 2

and addressed the following research questions.

RQ1. What information about the underlying differentially

private systems is required by users to decide about using

such systems (i.e. sharing their data)?

RQ2. What are users’ perceptions about the data privacy

provided by the proposed metaphors of DP?

RQ3. To what extent are our proposed metaphors suitable for

conveying the concept of DP to lay users in the context of

different differentially private data analyses?

To address our questions, we conducted 30 online inter-

views. We defined three differentially private data analysis

scenarios in the context of eHealth for local DP, typical central

DP, and central DP for federated learning. Each interviewee

was exposed to one of the scenarios and the related adapted

metaphor(s) from phase 2. Interviewees responded to ques-

tions about their opinions and understanding of the metaphors.

We extended the previous findings on how DP should be

explained to data subjects to facilitate their data sharing de-

cisions. Our empirical evaluations provide information on

the extent of the suitability of our proposed metaphors to ex-

plain DP to lay users and confirm the (plausible) suitability

of metaphors while revealing specific challenges that must be

addressed.

2 Background

Definition of DP. As defined by Dwork et al. [21], a random-

ized mechanism A is ε-differentially private, where 0 ≤ ε,

iff for any two data sets D and D’ that differ in at most

one record, and any set R of possible outputs of A, we have

Pr[A(D) ∈ R] ≤ eε ∗Pr[A(D′) ∈ R]. The definition prevents

an attacker who knows all but one record in a database from

inferring the last one after viewing the output. Simply put, DP

mechanisms guarantee the stability of the output of a function

based on changes that may happen in the input. Such a guar-

antee can facilitate releasing statistics on a database while

preserving individuals’ privacy in the database.

Different models. Differentially private mechanisms can

be implemented as local or central (aggregate-level) mod-

els. In central models, a trusted data analyst (data cura-

tor/aggregator) gathers data from individual users and pro-

cesses the data in a way that satisfies DP before publishing

the aggregate statistics, similar to the original definition of

DP [21]. In local models, users do not need to trust the en-

tity responsible for analysis because their data get perturbed

before being shared. The information disclosure risks differ

substantially between these two models. However, in commu-

nicating with users, industry and media outlet DP descriptions

do not clearly distinguish between central and local models,

as reported by Cumming et al. [17]. Therefore, to address the

limitation of existing descriptions, we defined three scenar-

ios of differentially private data analyses in the context of

eHealth.

Data analysis scenarios. The first scenario (SC1) is related

to the local model of DP (Figure 3a in Appendix A) in which

user data gets perturbed before being shared with the health

company, which might not be trusted. For central models, in

one of the scenarios (SC2) we have one data aggregator, a

health company that conducts differentially private data anal-

ysis on actual information it collects from users and combines

(Figure 3b in Appendix A). The other aggregate-level sce-

nario (SC3) is related to differentially private federated learn-
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ing where we have several data aggregators (different health

companies) that collaboratively make an improved machine-

learning model. They train a model collaboratively with the

help of an Internet-based analyser (IBA) while preserving the

privacy of their users (Figure 3c in Appendix A).

3 Related work: Usable differential privacy

Although technical literature on differentially private mecha-

nisms and how to enhance them abound (e.g. [22,31,33]), just

a small body of work focuses on the ethical, legal [15, 16, 36],

and Human-Computer Interaction (HCI) implications of

DP [12, 17, 47]. Among the considerable body of work on

privacy communications (e.g. [6, 34, 39, 41, 48]), only a lim-

ited amount of research has focused on the communication of

DP with different types of users. For instance, DPComp [26],

PSI [25], Overlook [43], DPP [27], and ViP [35] provide in-

terfaces for interacting with DP. However, the target groups of

such tools are, for example, data curators/data analysts who

may decide about the privacy budget based on their privacy

and utility requirements. To the best of our knowledge, only

three works have focused on explaining DP to end users (i.e.

data subjects), which is more closely related to what we aimed

for in this paper.

Bullek et al. [12] used a virtual spinner to describe the

randomized response technique (RRT), a specific local DP

technique, to users. They investigated whether users trust

the RRT mechanism and if they adjust their privacy deci-

sions when they see more details of the privacy promises

implied by the RRT. Bullek et al. [12] reported that users

vastly preferred the most anonymous spinner, although some

participants preferred the most truthful spinner because they

thought it minimized the ethical consequences of lying. We

also use the spinner metaphor to describe DP in a local model.

However, our spinner metaphor conveys the privacy-accuracy

trade-off. Consequently, our results regarding users’ prefer-

ences for which spinner to use differ from what Bullek et al.

reported. In addition, our study reveals the shortcoming of the

spinner metaphor for lay users and how it can be improved.

Xiong et al. [47] analysed the effects of using different

short textual descriptions to inform users that their informa-

tion is protected with DP on their willingness to share differ-

ent types of information (sensitive and nonsensitive). They

slightly modified and adapted descriptions from the compa-

nies/organizations that deployed and communicated DP to

the public. Their results show that although users struggled to

understand the DP descriptions, the descriptions explaining

implications, that is, what happens if the aggregator’s database

is compromised, could facilitate people’s data-sharing deci-

sions and their comprehension of the local and central models.

Cummings et al. [17], in a series of online surveys, exposed

their people to short verbal DP descriptions derived from

publicly available descriptions of DP and investigated respon-

dents’ privacy expectations of DP-enabled systems and their

willingness to share data in such systems and showed that

common privacy concerns can be addressed by DP. However,

how DP is described in the real world haphazardly raises pri-

vacy expectations that may mislead users about the systems’

privacy features. Results of studies in [17, 47] show the need

for better DP descriptions for users.

To the best of our knowledge, no attempts have yet been

made to generate, test and compare metaphors for conveying

the underlying differentially private data analysis (both local

and central model) to lay users.

4 Method

Figure 1 shows an overview of our approach which is based

on a framework proposed by Alty et al. [9]. The framework

provides suitable tools and techniques for metaphor design for

interactive systems. Demjaha et al. [18] previously adapted

the framework and analytically and empirically evaluated the

efficacy of their explanation metaphors for E2E encryption.

Due to contextual differences, to reach our objective, we ap-

plied the adapted and extended version of the framework.

Particularly, two rounds of analytical evaluations are included

and the steps related to the integration of metaphors into the

user interfaces of real systems are excluded. More details on

phases 1 and 2 and the design of interviews as part of phase 3

are provided in Section 4.1 and Section 4.2, respectively.

4.1 Phase 1 and Phase 2
Phase 1: metaphor generation. We used both the extension
and the design metaphor techniques proposed by Alty et

al. [9] to generate metaphors in our work.

To begin with, we reviewed literature and media outlets

to see how others conveyed the concept of DP to users us-

ing metaphors or analogies. Our literature review uncovered

that, for the first time, Warner [45] proposed randomization

of responses by a spinner to improve the reliability of them to

sensitive questions. The spinner metaphor was later used by

Bullek et al. [12] to convey DP to lay users. The spinner has

also been used in media outlets to convey how DP works [2].

We searched the Web for differential privacy alone and in

combination with the keywords users, people, definition and

introduction. We examined each of the first five pages of the

results to find explanations (in any format, including videos)

describing the concept at a high level. Our search on media

outlets showed that DP is explained to people using an exam-

ple of tossing a coin for changing user responses [1], noisy

sound waves of radio channels [4] and a noisy portrait [3].

Investigating how companies described DP to their users did

not result in any other metaphors we could use in our study.

In phase 3, we monitored and analysed users’ language

when they talked about their perception, and opinions of DP

and the metaphors to which they were exposed to see whether

further metaphors could be derived.
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Phase 1: Metaphor generation Phase 2: Analytical evaluation Phase 3: Empirical evaluation

Define analysis scenarios

Analyse the metaphors using the 
evaluation matrix  (1st round)

Extract metaphors 

Expert analysis

Adapt the metaphors, 
functionality list and scenarios

Adapt and extend metaphors 

Evaluate the metaphors in online 
interviews with lay users

Analyse the metaphors using the 
evaluation matrix  (2st round)

Define functionality

Adapt the metaphors,
functionality list and scenarios

Analyse the metaphors using the 
evaluation matrix (2st round)

A B

Figure 1: The steps followed to address the research questions.

Phase 2: analytical evaluation. Metaphor-system pair-

ing is the step in Alty et al.’s framework [9] to analytically

evaluate metaphors for which system functionality should

be defined and then compared to features implied or con-

veyed by a metaphor. Therefore, we defined general pri-

vacy features of differentially private analyses and analysed

metaphor-system pairings based on a metaphor evaluation

matrix adapted from [18]. The matrix helps categorize the

comparison of DP features with the features a metaphor (M)

supports into desirable (DP+M+), undesirable (DP+M-), and

very undesirable (i.e. conceptual baggage – DP-M+) groups

of features. The template of the metaphor evaluation matrix

we used is provided in [29].

Eight privacy experts knowledgeable about DP from

academia and industry reviewed our materials in step A of

phase 2 (see Figure 1), including the description of scenarios,

the original functionality list, the resulting metaphors in phase

1 and our first round of analytical evaluation. The purpose of

the expert review was to improve the validity and to check the

authenticity of our materials. We reached the experts through

personal contacts and ongoing collaborations within joint

projects. Based on the reviews, we adapted the metaphors,

functionality list and scenarios and re-analysed the metaphors

(step B of phase 2). Section 5 presents our functionality list

and briefly describes the resulting metaphors from phase 2,

depicted in Figure 2, which we tested in our interviews.

4.2 Phase 3: Interviews
To evaluate the metaphors in Figure 2 and address our RQs,

we conducted online interviews (via Zoom) with lay users.

The interviews differed based on the data analysis scenar-

ios (SC1 to SC3 described in Section 2) and the related

metaphor(s) to which the interviewee was exposed. The inter-

views had three stages: 1) a prelude session, 2) a main session

and 3) an epilogue session. In the prelude session, after a

brief introduction to the study the interviewees were asked

for their consent and were provided with a link to answer op-

tional demographic questions (age group, gender, educational

background). The main session had two parts: 1) scenario

introduction and gauging expectations and opinions (before

exposure to metaphors) and 2) metaphor introduction and

gauging perceptions and opinions.

The first part of the main session started with an introduc-

tion of a persona followed by the data analysis scenario. A

persona was used to avoid the disclosure of personal informa-

tion. The interviewees were exposed to the related pictorial

presentation of a data analysis scenario (Appendix A). Si-

multaneously, the interviewer read the scenario description.

The interviewees were informed about the general privacy

problem in the scenario and the existence of DP to mitigate

the problem. However, the information on how DP would

work was not revealed yet. The description of SC1 read to

participants is reported as an example in Appendix B. After

the scenario introduction, participants played the role of the

persona and were asked to make a decision on sharing their

data based on the scenario. They then answered the interview

questions and provided input on reasons for their decisions,

requirements for further information on DP, perceptions of

the benefits and risks if they agreed to share data, expectations

of privacy protection in the scenario and factors that would

help them their trust in DP to protect their privacy.

In the second part, each interviewee was exposed to the re-

lated pictorial metaphor(s) for the scenario (Figure 2). At the

same time, the interviewer read the simplified description of

DP as the accompanying information defining the metaphor.

The exact accompanying information for each metaphor is

provided in Appendix C. Afterwards, participants were re-

quested to review the decision they previously made regarding

sharing their data and to elaborate on their decisions to see

how the DP description could have affected their decisions.

They then provided their opinions on the understandability of

the metaphor and how it could be improved. Questions about

users’ perceptions of distortion/perturbation and privacy pro-

vided by DP were asked. This was followed by questions

to check whether the metaphor could convey the features in

the functionality lists, including the privacy-accuracy trade-

off and users’ perceptions and preferences. Participants were

prompted to elaborate on their opinions about the remaining

privacy risks, whether they would trust DP to protect their

data, to describe DP in their own words, and to suggest al-

ternative descriptions of DP. The main session ended here

for the SC2 and SC3 interviews. However, for SC1, half of

the participants were first exposed to the spinner metaphor

and then to the noisy picture metaphor, while the other half

were exposed in the opposite order. After being exposed to

the second metaphor, participants answered questions about

their perceptions of the second metaphor. They also answered

178    Eighteenth Symposium on Usable Privacy and Security USENIX Association



Very low Low Medium High
The amount of added noise:

Accuracy of outcome:

Very 
high

No added 
noise

Original data

No accuracy
High privacy 

  Highest accuracy
No privacy 

Decreasing

(a) Noisy picture - local model

Original data collected: 
Selfie of users 

The original result of data 
analysis: 

High accuracy
No privacy  

Very low Low Medium High Very highThe amount of added noise:

Accuracy of outcome: No accuracy
High privacy 

No noise

(b) Noisy (combined) picture - central model
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(d) The noisy brain model - central model

Figure 2: The metaphors to which participants were exposed in our interviews.

questions about which of the metaphors was easier to under-

stand, conveyed privacy-accuracy trade-off in a better way,

associated perturbation/distortion with privacy protection in a

better way and which they preferred to be exposed to for DP

description.

The interview was concluded in the epilogue session in

which we asked participants to reflect on any issues we did

not discuss in the interview. All interviewees who completed

the interview were compensated with 20 GBP. The interview

guide is provided in Appendix D.

Sampling and recruitment. We recruited 30 interviewees (10

for each scenario) from the Prolific platform. We used Prolific

prescreening filters to recruit people whose current countries

of residency were EU countries, EEA countries, the UK and

Switzerland due to the scope of our funders. To sample lay

participants without knowledge of DP, we excluded those with

an educational background related to engineering, computing

(IT) and computer science. Furthermore, at the beginning of

the interview, we asked a few questions to gauge participants’

initial familiarity with privacy-enhancing tools (PETs) and

DP. We also conducted three pilot interviews (one for each

scenario), which did not result in any major changes. Our

participants’ demographics are reported in Section 6.

Data analysis. We analysed our empirical data using thematic

analysis [11]. Our data included approximately 36.6 hours of

audio recordings from the interviews (SC1=13.6 h, SC2=13 h,

SC3=13 h). A research assistant manually transcribed the au-

dio recordings. All authors read and familiarized themselves

with the content of the transcripts. Using NVIVO (software for

qualitative data analysis), one author analysed the transcripts;

this resulted in 1257 excerpts for SC1, 1255 for SC2 and 1142

for SC3. The other authors then reviewed the excerpts. All

authors met afterwards for a workshop to discuss the codes

and the code book and to agree on terminologies and resolve

conflicts (disagreement percentage was 2%). We then final-

ized the code books for each scenario that were used as a basis

for the following rounds of the analysis. Because we went

through several iterations to discuss the codes and resolve

conflicts, our disagreement percentage was calculated based

on the final round of codes. Next, each author independently

led a preliminary categorization (thematic analysis) of one

scenario, and then reviewed the other two scenarios. All au-

thors met afterwards in a second workshop to discuss the main

themes of all scenarios. Following agreement abot the main

themes, the second round of categorization of codes into the

agreed-upon themes and further sub-themes was conducted.

A third workshop was conducted to finalize the analysis and

results.
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Ethical considerations. The study was approved by the ethi-

cal advisor at Karlstad University. Interview data, including

Zoom session recordings, were collected on the legal basis

of informed consent given by the participants, and all data

were processed in compliance with the General Data Protec-

tion Regulation (GDPR). Participants were instructed to use

a non-identifying pseudonym as their Zoom name and to turn

off their cameras during the recording to prevent the leakage

of any identifying information. During the interviews, we

introduced the scenarios in terms of a fictional user (persona)

called Alex and asked the interviewees to answer questions

from the perspective of Alex or in general and thus NOT to

reveal any sensitive personal data, such as data related to their

personal health conditions.

5 Functionality list and adapted metaphors

The following is the adapted functionality list after receiving

feedback from experts:

(F1) A differentially private analysis, that is, a mechanism,

bounds and quantifies the probability of additional privacy

risk any individual would face because of their participation

in a data analysis.

(F2) The privacy of a differentially private analysis is con-

trolled by tuning a privacy loss parameter.

(F3) The smaller the value of the privacy loss parameter, the

better the privacy guarantee for an individual.

(F4) The smaller the value of the privacy loss parameter, the

less accurate the results of data analysis.

(F5) A differentially private analysis randomly perturbs data

on an aggregate level (i.e. the results of the analysis) or indi-

vidual level (i.e. the input data), depending on the context.

(F6) The amount of perturbation is controlled by the underly-

ing differentially private analysis.

(F7) A differentially private analysis is resistant to privacy

attacks based on auxiliary information, i.e. any past, present

and future information an attacker may have.

(F8) A differentially private analysis does not promise uncon-

ditional freedom from privacy risks.

F1 can be interpreted in different ways. For the central

model, it should convey that the results of a differentially

private data analysis do not significantly depend on any par-

ticular individual’s data. F1 can also be rephrased in terms

of plausible deniability for a particular data record in the lo-

cal model and participation in data analysis in the central

model. Although a metaphor may not directly convey F1, it

may imply one of its interpretations.

Considering our target group, we did not focus on the pri-

vacy loss parameter but on the role of perturbation in provid-

ing privacy and the effects of perturbation on the accuracy of

the results. Therefore, if a metaphor conveys that more pertur-

bation leads to better privacy but less accuracy we assume it

covers F3 and F4. Further, we avoided including additional

details to keep the features simple.

Table 1: Features of functionality list covered or not (Y/N) by

each metaphor.
Metaphor\feature F1 F3 F4 F5 F6 F7 F8 Context

Spinner Y Y Y Y Y Y Y Scenario 1

Noisy single picture N Y Y Y Y N Y Scenario 1

Noisy picture - combined Y Y Y Y Y Y Y Scenario 2

Distorted brain model Y Y Y Y Y Y Y Scenario 3

The development stages of our metaphors are defined

in [29] in detail. In sum, in phase 1 we adapted and extended

our initial metaphors (described in Section 4.1) because they

were not necessarily suitable for all scenarios and all models

of DP. In phase 2, based on the results of the expert analysis

and our analytical evaluation, we excluded the metaphor of

noisy sound waves of a radio channel due to features cate-

gorized as conceptual baggage and adapted our preliminary

spinner metaphor to better communicate F3, F4 and F6.

The metaphors shown in Figure 2 were all defined for an

eHealth application where users’ stress levels are determined

by analysing their face or lip expressions in pictures (selfies)

contributed by the users. For SC1, we chose the metaphor of

a noisy picture showing different levels of added noise with

different degrees of pixelation (Figure 2a) and an adapted spin-

ner metaphor showing two spinners with different biased out-

comes mediating different levels of perturbation (Figure 2c).

For SC2, a noisy combined picture metaphor was used to

convey that noise is added to the aggregated data (i.e. the

combination of pictures with lips is pixelated, Figure 2b) and

not directly to individual records (users’ selfies). For SC3, we

used a distorted brain, for which some of the neural connec-

tions are greyed out, as a metaphor of a differentially private

trained model (Figure 2d).

Table 1 shows whether each of our adapted metaphors con-

veys or implies the features in the functionality list, although

it is subject to the validation of users. Features F3 to F6 and

F8 are conveyed by all four metaphors. Until completely dis-

torted, we can still have a useful analysis that may carry a risk

of revealing information about individuals. F1 is implied by

the spinner metaphor. However, the noisy picture metaphor

for the local model (Figure 2a) does not cover F1 and F7.

The noisy combined picture metaphor may convey F1 and F7,

depending on the combination of all pictures picked for that

metaphor. In addition, users’ understanding of, for example,

how much the aggregate-level picture might be revealing and

if and how the added noise can circumvent privacy leakage

from a combined picture may play a significant role. The

distorted brain metaphor (Figure 2d) is quite abstract, and

whether it conveys F1 and F7 is greatly dependent on what

users know or understand from the concept of a model.

6 Interview results: Phase 3

Among the 30 participants (P1–P30), 13 identified them-

selves as female (SC3=2, SC2=7, SC1=4), 16 as male (SC3=8,
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SC2=3, SC1=5), and one did not answer demographic ques-

tions. Our interviewees were relatively young; 18 were aged

18–25, 8 were aged 26–35 and 3 were aged 36–45. They had

diverse academic backgrounds, including medicine, chem-

istry, psychology, cooking, international business and archi-

tectural design. Most were pursuing higher education studies.

However, four of the interviewees indicated they were high

school graduates or students. While the participants were

not generally knowledgeable about PETs, some were aware

of technologies or tools that help protect privacy. Encrypted

messaging in specific communication apps, cookie consent

forms, basic pseudonymization with reference to what Pro-

lific does to hide users’ real identity (e.g. using codes instead

of emails/full names) and virtual private networks (VPNs)

were mentioned in all three groups. Further, the participants

were not knowledgeable about DP and had not heard about it

before, meaning they were non-experts in privacy.

In total, our analysis resulted in 12 main themes. The main

themes are indicated by a (T) and a unique number (X). Sub-

themes follow the format TX.X. When reporting a scenario-

specific sub-theme, the scenario number follows the theme

number in this format: (TX.X-SCX). If a sub-theme was com-

mon between all scenarios we omitted the scenario number.

An overview of all themes is provided in Appendix E. We skip

the theme number in the number format of a sub-theme when

we report a sub-theme in this section for readability purposes.

For example, instead of reporting (T1.1) we simply report (1).

For SC1, the order of being exposed to the two metaphors

(spinner/noisy picture first) had no significant difference in

the results. The first four themes (T1–T4) are pre-explanation
themes and the rest (T5–T12) are post-explanation themes.

The explanation refers to the introduction of the DP metaphors

relating to each scenario (see Section 4.2).

Information needed for trust and data sharing: Themes

T1–T4 and T6–T8 address RQ1, as they shed light on the in-

formation affecting users’ trust in and decisions to share their

data with a DP-enabled system. The results show that the mere

presence of a privacy technique is seemingly enough to per-

suade users to share their data. However, lack of transparency

about DP leads to varied expectations and interpretations of

who gets access to actual (raw) data, different assumptions

(correct/incorrect) about DP and negative impacts on willing-

ness to share data with and trust in a DP-enabled system. Most

participants required usable transparency of DP, for example,

to know how DP works, protects, and uses personal data and

to know about the risks of identification.

T1: Factors affecting sharing of data. In all three scenarios,

participants mentioned positive (1) and negative (2) factors

affecting their decision to share their data with DP-enabled

systems. Positive factors are the existence of a protection

technique (1.1), transparency of DP (1.2), providing reassur-

ance regarding data safety and reliability (1.3), the specific

type of data and data processing purposes (1.4), good reputa-

tion/location of the company (1.5-SC2,3), the existence of DP

as a trust factor (1.6-SC2,3), contribution to the improvement

of the health app (1.7-SC1,2) and being anonymous (1.8-SC1).

The claimed existence of a privacy technique was important

and enough for several participants to decide to share their

data. In SC1, where the company does not have to be trusted,

anonymity was mentioned more often than in SC2 and SC3,

where the reputation of the company mattered for trust. P36

mentioned the following reason for deciding to share data:

“Because the site has a good reputation so I- I think my data
is safe". Participants had concerns about different kinds of

privacy risks that negatively affected their sharing decisions,

including the involvement of third parties and data/purpose

misuse risks (2.1), identification risks (2.2-SC1,2) and data

leakage/security risks (2.3-SC1,2). In addition, incorrect as-

sumptions about DP (2.4-SC1,2), such as being reversible,

negatively affected the decision to share. Before being ex-

posed to how DP works, participants had the opportunity

to make assumptions about its functionality (see also T3).

Although the existence of a protection technique motivates

people to share their data, the lack of transparency regarding

DP (2.5-SC1,2) negatively affects their decisions to share

data. Other hindering factors included not trusting the com-

pany (2.6-SC1), not trusting DP to protect privacy (2.7-SC1,2)

and a general lack of trust (2.8-SC3) due to the belief of the

persistent possibility of data leakage.

T2: Expressed needs for more privacy information. Across

all three scenarios, most participants expressed a need for

more information related to privacy protection (1) and more

specifically related to DP (2) that should be provided in an

understandable way (usable transparency) (3). P3 indicated

that concrete examples should be given to illustrate the pro-

tection and risks of using DP: “I might want to know what
exactly they would protect, like what goes under the protec-
tion model and what doesn’t [...] the data that they do protect
is sleep cycles, but they don’t protect the um. . . information
about maybe the steps I’m taking". The main needs were for

information about the provided privacy functionality (1.1),

further specific privacy protection information (1.2), data stor-

age information (1.3), whether sensitive data is processed and

with whom it is shared (1.4), information about anonymity/re-

identifiability when sharing data (1.5) and information about

protection against breaches and risks (1.6). Furthermore, the

need for more DP-related information (2) was also expressed,

including information on how DP works (2.1), how DP uses

and protects data (2.2), the accuracy of personal data that the

company receives (2.3-SC1) and information on how trust-

worthy DP is (2.4-SC3).

T3: Expectation of claimed protection (data access). Our

results show that the mere claim that DP protects data with-

out further information on how it works can lead to different

assumptions about DP (1) and its privacy features. It can also

lead to varied expectations and interpretations regarding ac-

cess to actual (raw) data (2) by different entities involved in

data analysis. Such assumptions and expectations may prevent
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users from sharing their data if they incorrectly assume that a

specific entity (e.g. the health company in SC1) gets access

to their data as they disclose them. DP has been associated

with anonymization/pseudonymization (1.1) or with encryp-

tion (1.2-SC1,2). Several participants still perceive the risks

of identification or data leakage/security risks (1.3-SC1,2)

even with DP in place, and/or (incorrectly) think that DP is

reversible (1.4-SC2) or assume that analysing data requires

access to actual raw data (1.5-SC2,3) or simply associate DP

with lower accuracy of data (1.6-SC1).

Assumptions about DP (1) played a significant role in par-

ticipants’ perceptions and expectations of the claimed protec-

tion and access to data by different entities. In all scenarios,

participants who associated DP with pseudonymization ex-

pected that the raw data would be shared with different entities,

depending on the context. For example, P2 stated that when

sharing with the health company: “I just assumed that some
more personal information would be anonymous, and the rest
would be like the raw data". In SC2 and SC3, participants

assumed that medical researchers and the IBA needed access

to raw data to analyse data, which is a false assumption. Like-

wise, in SC1, doubts about where the protection technique

comes into force and the fact that the app is provided by and

belongs to the company contributed to users’ confusion and

wrong incorrect assumption about access to raw data.

T4: Expressed trust factors of DP protecting data. In all

scenarios, transparency of DP (1), transparency of data pro-

cessing types and purposes (2) and good reputation of the com-

pany and its history of securing data (3) appeared as factors

affecting users’ trust in DP to protect their privacy. Trust fac-

tors also include being legally (GDPR) compliant (4-SC1,2),

having unlinkability features (5-SC1,2), the existence of dif-

ferent privacy assurances and guarantees (6-SC2,3), trusting

the company (7-SC1,3), having accountability measures in

place (8-SC2) and being a standardized technique (9-SC3).

Interestingly, although for the local model (SC1) the health

company does not have to be trusted, the trustworthiness of

the company appeared as a trust factor. P9 elaborates: “if I see
that the company itself has been trustworthy for several years
and has not had major controversy with previous products".

In addition, incorrect assumptions about DP impacted user

trust (10-SC1,2). This included the assumption of DP being

reversible, which negatively impacted trust, and associating it

with encryption, which positively impacted trust.

T6: Varied impact of DP descriptions on decisions to
share. The exposure to metaphoric descriptions of how DP

works had a varied impact on the participants’ willingness

to share their data. The metaphoric DP descriptions either

supported/increased the willingness to share (1) or decreased

the willingness to share (2). Some participants indicated that

privacy concerns are not critical for the decision to share.

For example, P7 stated: “considering I agreed earlier on my
data to be shared, I don’t think that would be that much of
a problem but this would be at the back of my mind". There

were four participants in SC1, six in SC2, and five in SC3

who decided to share their data and persisted in sharing after

exposure to the related metaphor. A few participants decided

to share, contrary to their previous decisions, or became more

inclined to do so (three in SC1, one in SC2 and two in SC3).

Trust in having privacy protection and safety due to DP (1.1),

the existence of distortion for privacy protection (1.2), trans-

parency of DP (1.3-SC1,3), trusting the company receiving

the data (1.4-SC2), the type of data requested (not perceived

as sensitive) (1.5-SC1) and perceived common good benefits

of sharing (1.6-SC2) were the factors that supported/increased

willingness to share data. Interestingly, misconceptions about

DP can also have a positive impact on data sharing (1.7-SC2).

The perception of aggregation being secure enough for pri-

vacy protection increased the willingness to share in SC2. For

example, P11 stated that: “the first image with no noise is a
mixture of the selfies [...] there is some sort of privacy cause
it’s not my actual picture." Trading accuracy for privacy (2.1)

and the type of data requested (2.2) were the factors in all

scenarios that negatively impacted the willingness to share.

Participants were mostly not happy to share the type of data

they considered very personal. Many voiced the need for more

information (2.3-SC1,2) or concerns about the risk of identifi-

cation (2.4-SC1,2), which were other factors that decreased

their willingness to share. Further, misconceptions about DP

once again negatively impacted users’ perception of its pri-

vacy protection (2.5-SC1). For example, after being exposed

to the metaphor, P7 stated: “I cannot guarantee about the
privacy which I’m letting it go [...] I mean if I had some noise
it’s already blurred, but there are many ways which we can,
you know, remove the noises."

T7: Perceptions of information provided/missing. Most

participants (eight in SC1, eight in SC2 and five in SC3)

perceived the metaphors as easy to understand. In SC3, par-

ticipants expressed confusion about the model and distor-

tion. They desired more information about what distortion is,

how it happens and what its role is in privacy protection and

more concrete examples. In all scenarios, most participants

expressed interest in receiving more detailed information on

how DP works but in simple and clear language. For all three

metaphors, people thought there was a lack of information on

how distorted/perturbed data can be useful for the analysis

and wanted to know if they would have control over the level

of distortion. For the noisy picture metaphor, they specifically

wanted to know if the process was reversible and thought

the levels of accuracy/privacy shown needed elaboration. Par-

ticipants also suggested some improvements for the spinner.

Some indicated that the “YES/NO" on the first spinner was

confusing and suggested replacing it. P4 stated: “YES/NO
you’re not sure what they’re talking about...that can maybe
be mistaken as yes or no question". In SC1, most participants

believed the noisy picture was easier to understand compared

to the spinner metaphor; it was appreciated because of its

brevity, clarity, simplicity and graphical visualization.
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T8: Expressed trust factors (post-explanation). Most par-

ticipants stated they would generally trust DP to protect their

privacy. Transparency of DP (1), type of data/purposes of

processing (2), accuracy (accurate results) (3) and understand-

ing of protection provided by DP (4) were the common trust

factors in all scenarios. Having control of the distortion level

(5-SC1,2), a balanced trade-off (6-SC2) and aggregated data

(7-SC3) were also factors indicated to enhance users’ trust.

Misconceptions about DP were reported to negatively impact

users’ trust (8-SC2). Many shared the misconception of DP

being reversible, which led to distrusting DP. P16 stated: “I
don’t trust this because it’s very easy to reverse it...it can be
made by humans so we can reverse it" and P6 stated: “pixels
themselves are related to the maths and how the math ... aids
the encryption and I’d be worried if it’s done by maths can
the process be reversed".

Perceptions of privacy features of DP and the extent of the
suitability of metaphors: Themes T5 and T9–T12 relate to

RQ2 and RQ3, as they specifically reveal users’ perceptions

about the claimed data protection of DP and their understand-

ing of its different privacy features implied or conveyed by our

metaphors. In sum, participants correctly perceived that per-

turbation leads to privacy protection. They also understood,

to varying degrees in all scenarios, that perturbation protects

against identifiability and provides plausible deniability. How-

ever, in all scenarios most of the participants understood the

trade-off between accuracy and privacy protection. An analy-

sis of users’ perceptions of privacy features of DP revealed

several misconceptions, including reversibility of the process

(e.g. data distortion) and the perception of DP as encryption.

People also had varied perceptions about protection against

adversaries with auxiliary information, preferences for the

level of distortion and acceptance of and perceptions about

remaining risks across all scenarios.

Table 2, which is an updated version of Table 1 based on

the themes relating to RQ3, summarizes the extent of the suit-

ability of our metaphors. Y in the table implies that the feature

was understood by the majority of participants (80% or more),

while N means that the feature was not understood by most

of them (20% or less). P shows diversity in understanding,

that is, an indication that the feature was perceived by some

of the participants. P* means that although the auxiliary in-

formation was perceived to be of no help for re-identification

by some participants, the reasons behind it were related to

the misconception that aggregation would sufficiently protect

their privacy.

Table 2: Features of functionality list understood (or not) by

data subjects: Yes (Y), No (N), Partially (P)
Metaphor\feature F1 F3 F4 F5 F6 F7 F8 Context

Spinner Y Y Y Y Y Y P Scenario 1

Noisy single picture P Y Y Y Y N P Scenario 1

Noisy picture - combined P Y Y P Y P* P Scenario 2

Distorted brain model P Y Y P Y P* P Scenario 3

T5: Perceptions of claimed protection of DP. Analysing

users’ perceptions of claimed privacy protection that they

assumed was conveyed by the metaphors revealed their mis-

conceptions of DP (1) and their perception of claimed pro-

tection by distortion (2). The only common misconception

among all scenarios was the perception of DP (noise addi-

tion/perturbation) being reversible (1.1). However, in SC1

the reversibility of DP was triggered by the noisy picture

metaphor and not by the spinner metaphor. Other common

misconceptions, at least between two of the scenarios, in-

clude the perception of DP enabling selective disclosure (1.2-

SC1,2), the perception of perturbation on individual data

records instead of on the aggregate level in SC2 or on the

model in SC3 (1.3- SC2,3). Further, there was the percep-

tion that aggregation provides enough privacy (1.4-SC2,3).

For example, P15 stated: “I believe that the picture is safe
enough because it is a combination and it’s not linked to
any specific person". Some participants believed that distor-

tion would selectively add noise to parts of data or exclude

sensitive parts of data and share the rest; for example, P14

stated: “But since they can’t hide everything using this system
some of my other data probably, which are not this important,
can be probably leaked". In SC1, based on the noisy picture

metaphor, the description was taken literally (1.5-SC1) and

led to the perception of distortion as pixelation of data, or as

P9 expressed it: “I think they also try to either blur or in this
case the classic mosaic censorship". Further, the pixelated

picture metaphor led to the perception of DP as encryption

(1.6-SC1). In SC2, it was assumed that how DP works was

a secret, which led to the misconception that knowledge of

DP by someone could reveal information about individuals

(1.7-SC2) if that person accessed differentially private results

of analysis. For example, P12 stated: “Because they know the
algorithms and the mathematical equation that are needed to
get this level of distortion. They could reverse it".

Almost all participants in SC1 and half of the participants

in SC2 and SC3 perceived that perturbation protects privacy

(2.1). However, in SC1 participants’ opinions varied regard-

ing the metaphor that better conveyed that distortion protects

privacy. While almost half of the participants believed that the

noisy picture better showed the amount of distortion and how

it protected privacy, two believed that the spinner metaphor

better communicated the unidentifiability feature.

Further, distortion was believed to protect against identifi-

ability or to provide plausible deniability (2.2) to a varying

degree in all scenarios. While in SC1 the majority understood

it well, in SC2 and SC3 few perceived it correctly. However,

using the example of having a unique feature in a popula-

tion resulted in helping participants (almost all in SC2) to

perceive the need for distortion even when aggregation is

in place and that it can protect against identifiability, even

with unique features (see also 7). The metaphor in SC3 led to

confusion about distortion and privacy protection (2.3-SC3).

The brain icon often contributed to participants’ confusion

and was partly misinterpreted and taken literally as images
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of users’ brains. People had different perceptions of what

a model was and what it meant to distort a model. In SC1,

a comparison of opinions on two metaphors revealed there

were different perceptions on the level of privacy protection

based on the metaphors (2.4-SC1). The spinner was perceived

to provide better privacy protection. This was among the

reasons why almost half of the participants expressed a pref-

erence to be exposed to a system illustrated by the spinner

metaphor than to one illustrated by the noisy picture metaphor.

Interestingly, the results in SC1 revealed that the perception

of distortion (gained from the metaphor) is not easily trans-

ferable/applicable to other contexts (2.5-SC1). Although it

generally made sense to the participants that distortion could

protect privacy, it was hard to understand what distortion was

and how it would affect data and its accuracy if we had data

types other than pictures or YES/NO questions.

Perceptions about the claimed protection after exposure to

the metaphors showed varied perceptions about data access

by different actors (3) across all scenarios. Understanding

of what the company could access contributed to people’s

correct perception about data access by different actors in

SC1. However, in SC2 and SC3 the misconception of how

DP works and confusion about the concept of a model and

its distortion resulted in only about half of the participants

having a correct perception about data access by different

actors.

People also had various perceptions about protection

against adversaries with auxiliary information (4) across all

scenarios. In SC1, based on the noisy picture metaphor, the

auxiliary information was perceived to be helpful for the iden-

tification (4.1-SC1). However, based on the spinner metaphor,

the auxiliary information was perceived to be of no help for

re-identification (4.2) of users, given users could lie in the

answers perturbed by the spinner. Almost all participants

(9/10) in SC1 believed that no one could distinguish actual

and random answers from each other. In SC2 and SC3, aux-

iliary information was mostly perceived to be of no help for

re-identification. However, the reason for this perception was

the misconception that aggregation would sufficiently protect

their privacy and no one with or without extra information

about users could identify them.

T9: Perceptions of the accuracy-privacy trade-off. There

were various perceptions about the accuracy-privacy trade-off

of DP (1) among participants in all three scenarios. Most par-

ticipants in all scenarios understood the trade-off. In SC1, ev-

eryone understood the trade-off for the noisy picture metaphor,

and the majority stated that the trade-off is better conveyed

by the noisy picture than by the spinner; that is, it shows

a clearer progression of noise and its effects on accuracy.

However, problems in understanding different terminologies

or trade-off elements (2) were reported, which contributed

to the misunderstanding of the trade-offs. There were dif-

ferent perceived consequences of trade-offs (3) among the

participants in all three scenarios. Several consequences of a

lack of accuracy regarding the expense of privacy protection

were perceived, including misguided or inaccurate informa-

tion (3.1-SC1, SC2, SC3), service dissatisfaction (3.2- SC1,3),

unreliable recommendations (3.3- SC1,3), application useless-

ness (3.4- SC1,3) and trust concerns (3.5-SC3). In addition, it

was noted for SC1 that the context matters when it comes to

trade-offs. For example, P4 stated: “.. because this is health
issue so it’s not always good to share the wrong information".

Furthermore, in SC3 it was noted that distortion in long term

could lead to false results and would provide no benefits.

T10: Preferences about distortion levels. The general pref-

erences about distortion levels varied across the scenarios.

In SC1, participants’ preferences regarding the noisy picture

varied from no noise to high noise. However, there was a

consensus in SC1 regarding the spinner picture; all of the

participants preferred the spinner with less probability of re-

vealing true responses. In SC2, four participants indicated

that a balance between privacy and utility is important. For

example, regarding distortion preferences P12 stated: “in the
medium distortion I think there is the perfect balance". Like-

wise, in SC3 five participants indicated a preference for a

medium level of distortion to balance privacy against utility.

In addition, it was indicated in SC1 that the level of perturba-

tion/distortion depends on context (i.e. health) and the amount

of data to be shared.

T11: Varied acceptance/perceptions of remaining risks.
There were five, six and five responses in SC1, SC2 and SC3,

respectively concerning the remaining risks the participants

perceived (1). Many indicated their perceptions of risks were

part of their general perception of privacy risks online, such

as through hacker attacks or through the possible misuse of

the vast amount of personal data collected about people. For

example, P9 stated: “Every single minute of our life.. we are
being tracked be it by the Internet browsing history or Google
Maps... It’s a privacy concern but nothing new". However,

when it came to accepting the remaining risks, only one in

SC1 refused to accept the remaining risks. There were five re-

sponses from SC1 and seven responses from each of SC2 and

SC3 that indicated the participants would accept the remain-

ing risks (2). There were three, one and three participants,

in SC1, SC2 and SC3, respectively, who indicated that they

either have no concerns about or no knowledge of any re-

maining risks (3) and that they trust the mechanism to protect

their data. However, most participants across all scenarios

indicated that information about the remaining risks is needed

for decision making (4).

T12: Users’ input/suggestions for DP alternatives. Dis-

tortion was described in different ways (1). In all scenar-

ios, several participants described distortion as the change

of original data to protect privacy (1.1). Distortion was also

described as something that masks/hides data (1.2 - SC1,2)

or filters/removes data (1.3-SC3). Nonetheless, how people

described the privacy features of DP varied in different sce-

narios (2). In SC1, all those who were exposed to the spinner
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metaphor first and asked to described DP in their own words

highlighted the plausible deniability without referring to the

privacy-accuracy trade-off (2.1-SC1,2,3). However, most of

those who were exposed to the noisy picture metaphor first

referred to the trade-off and the effects of distortion on the

accuracy of data (2.2-SC1,2). In SC2, half of the participants

referred to the trade-off (2.2-SC1,2). The rest just highlighted

the privacy protection features of distortion. They confirmed

the importance of including the trade-off feature in their de-

scription only after being prompted by the moderator. In SC3,

most participants highlighted the protection/security that DP

provides and did not mention the trade-off (2.1-SC1,2,3). Par-

ticipants were confused about the meaning of distortion in the

context. For example, P29 said: “They won’t send our face
but what they are sending?". When asked to describe DP, four

participants still referred to distortion on individual selfies

than distortion on an aggregate level.

The participants’ alternatives to the metaphor to describe

DP (3) include DP as pseudonymization (3.1) in SC1–SC3,

DP as a generalization (e.g. using ranges instead of single data

points) (3.2- SC1,2), and DP as encryption or a technique that

mixes data in SC1 and SC2 (3.3-SC1,2). Further, participants

in SC1 and SC3 suggested text-based metaphors/examples

(3.4-SC1,3) to describe distortion and the trade-off between

privacy and accuracy. For example, P30 stated: “That some of
the words are. . . made completely meaningless". Analysing

users’ descriptions and suggested alternatives did not result

in any suitable new metaphors for DP.

7 Discussion

Metaphors can influence how people think about a wide range

of issues (e.g. [40]), concepts and experiences [23, 37]. How-

ever, metaphorical descriptions may come with specific prob-

lems. For instance, metaphorical mappings are partial. They

highlight some features of a target domain and de-emphasise

others [44] or imply features that do not exist [9]. Cogni-

tive, affective and social-pragmatic factors also moderate the

power of metaphors [44]. Our interview results showed the

plausible suitability of our metaphors, each to a varying de-

gree (see Table 2), to convey the privacy features of DP to

lay users. However, at the same time, our study reveals and

confirms several challenges that require further attention if

we intend to use metaphors:

Privacy-accuracy trade-off in focus. Because the fea-

ture of accuracy loss is prominently demonstrated by the

metaphors, some participants defined DP as accuracy loss

and/or emphasised the accuracy loss characteristic more than

the privacy protection features of DP. This also contributed

to participants’ accuracy loss-related concerns regarding DP

and was a factor for not trusting DP.

Earlier work on differential identifiability [10, 32] suggests

that information on identification risk reduction is of more

relevance for policy makers than information on how to ap-

proach the trade-off; therefore, it should be in focus when

explaining DP in an understandable way. Our interview re-

sults confirmed that identification risks are of special interest

and are a general concern even for lay users. Therefore, we

recommend future research on the effects of DP explanations

(in metaphoric or other forms) that emphasise the reduction

of identification risks when explaining DP to different groups

of users. This is in line with the recommendation of Wu et

al. [46] based on a related study on mental models of encryp-

tion. They suggest improved risk communication focusing on

the why in terms of benefits for the user rather than on how
the technology works. Our metaphors mainly convey how

the technology works by showing privacy protection through

the addition of noise. In addition to communicating the bene-

fits of reduced identification risks (and thus emphasising the

“why”), users should be guided regarding adequate identifica-

tion risks per context and the implications (similar to what is

also suggested by [35]).

Conveying the feature of plausible deniability. In con-

trast to the privacy-accuracy trade-off, other features of DP,

such as plausible deniability (F1), were not as clearly con-

veyed to the participants, with an exception of the spinner

metaphor. Plausible deniability can be perceived as a bene-

fit by users for accepting deferentially private data analyses.

Therefore, it should preferably be communicated to users in

accordance with Wu et al.’s recommendation of focusing on

the benefits for users [46]. However, an illustrative example

for the noisy picture metaphors (pixelating pictures) provided

in a follow-up question (to Q24) during the interviews helped

several participants understand that even people with uniquely

identifiable features should not stick out in differentially pri-

vate data releases. The noisy picture metaphors could be

improved by directly integrating the following illustrative ex-

ample as a metaphor extension for SC2: “One of the pictures
shows a person with a unique characteristic (e.g. a spot on the
lips), which is still visible in the combined picture, while not
visible any longer in the perturbed combined picture". This

extension helps clarify plausible deniability and also shows

that aggregation alone is not sufficiently protective. There-

fore, our suggested improvement can also address another

common misconception and incorrect threat model concern-

ing statistical inference attacks that several participants had

for SC2. Previously, Wu et al. [46] recommended explain-

ing the strength of a technology in terms of the capabilities

of likely attackers; our proposed improvement follows this

recommendation.

Misconceptions based on digital world analogies. Mis-

conceptions about DP are likely triggered by participants’

knowledge of security technologies that they are familiar with

and that they relate to DP by assuming that DP would have the

same features. For instance, the noisy picture metaphor based

on pixelation could be related to encryption and could lead

to the assumption that DP is reversible, a misconception that

largely appeared for the noisy picture and brain metaphors in
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all scenarios but was not observed for the spinner metaphor.

Similarly, two of the participants (out of four) who were fa-

miliar with VPNs and their feature of hiding IP addresses

perceived DP as selectively hiding data (“black out”, “filter
out” data), and one participant who heard of firewalls under-

stood DP as a means of access control. Similar issues with

digital world analogies that are made and that may impact the

users’ mental models of new privacy technologies they are

unfamiliar with were observed earlier [7, 8]. Hence, besides

considering real-world analogies, DP metaphors should ad-

dress the challenge of catering for digital world analogies that

users may make.

Usable transparency: challenges and possible solutions.
Transparency about various aspects related to DP was named

a trust factor by participants, who demanded information in

a clear and easy-to-digest form. However, not all the aspects

of interest, including all essential privacy features of DP, can

be conveyed well by a single metaphor. In addition, interest

in transparency of DP may vary significantly among differ-

ent people. While about half of our participants stated their

interest in how DP works, others were only interested in its

privacy functionality, remaining risks and consequences. Fur-

ther, our results showed that individuals had varied and not

always correct perceptions of the different privacy features of

DP (e.g. F5, F7, F8). In addition, our findings confirmed the

problem that individuals lack clear and correct mental models

of threats, which was also highlighted by [38] in a study on

metaphors for E2E encryption.

Therefore, we suggest complementing metaphor illustra-

tions with additional information when suitable. The addi-

tional information should highlight important aspects not suf-

ficiently conveyed by the metaphor and should allow users

to easily access additional information of their choice (e.g.

by using multi-layered policy statements with links to sub-

pages with various information and varying details on DP).

In conformance with the recommendation by [38], future

work should focus on finding information and complement-

ing metaphoric illustrations that can change mental models

and correct persistent misconceptions that individuals com-

monly have.

Metaphorical explanations: a quandary. Finally, our

study also demonstrated and confirmed that metaphoric ex-

planations inherently suffer from several shortcomings that

we need to consider and counteract when we use metaphors

to explain privacy technologies to users. Complementing

metaphors with suitable additional information, as suggested

above, can be one way to counteract these shortcomings.

Problems to abstract: Users might either take metaphors

literally or have problems applying the explained features to

another context. For instance, our study revealed that the noisy

picture metaphor for distortion was generally understood for

pictures as data types. However, when asked to apply the

concept of distortion to numbers, several participants literally

applied it by hiding/blurring numbers.

Different perceptions of the level of privacy protection
across metaphors: Two metaphors for the same concept may

result in different perceptions of the level of privacy protection.

Half of our participants in SC1 preferred to be exposed to the

spinner metaphor because they assumed it provided a better

privacy-accuracy trade-off, although almost all believed that

this trade-off was easier to understand with the noisy picture.

The diverse levels of abstractions of the underlying system

as a result of using different metaphors impose the risk of

different (inaccurate) perceptions of privacy protection.

Conceptual baggage: Our interviews confirmed that

metaphors may convey negative or positive features that the

system does not have. Such features, if positive, may create an

incorrect sense of privacy protection or, if negative, may affect

trust and data sharing decisions. For example, our interview

results revealed that a noisy picture metaphor conveyed that

people with auxiliary information could identify users. Our

results likewise revealed that adding noise to pictures could

have resulted in the perception that this process was reversible.

This conceptual baggage of the noisy picture metaphor nega-

tively impacted our participants’ trust and data sharing.

Limitations. We conducted the interviews online with par-

ticipants’ cameras turned off to preserve their privacy, which

could have hindered our observations of their attentiveness.

However, all participants appeared to be very engaged and

attentive in the interviews. Further, our sample mainly con-

sisted of young educated participants, which could have con-

tributed to their understanding of the privacy technique de-

scribed. However, it could have also negatively impacted their

understanding of metaphors, that is, misconceptions due to

associating DP with other familiar techniques.

8 Conclusion

This article presents our investigation of the suitability of

metaphors to explain differentially private data analyses to

lay users to facilitate their informed decisions. We highlight

that there is a high interest in usable transparency of DP and

privacy protection in general, with different preferences for

various aspects (privacy functionality and/or structural infor-

mation on how DP works) and levels of detail. Our results

showed the plausible suitability of the metaphors presented

to explain some privacy features of DP to users. We also dis-

cuss the misconceptions that result from the metaphors and

the challenges of using them. While some of the issues can

be addressed by improving the metaphors, others are rooted

in the inherent limitations of metaphors. Further research is

needed to address these challenges and investigate the type of

information that should be provided to lay users to comple-

ment metaphoric illustrations to explain the functionalities of

DP and correct common misconceptions.
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A Data analysis scenarios - Figures

Figure 3 shows the three data analysis scenarios in our study.

B Example of scenario description

Scenario 1. “The app notifies its users, including Alex, that

it is possible to receive supportive recommendations to help

them cope with stressful conditions if they want and agree.

To do so, the health company needs to: a) receive stress-

related information from different users. Stress-related infor-

mation may include, for example, users’ responses to daily

questions about their moods or users’ selfie pictures on dif-

ferent occasions when they feel stressed or not. b) Combine

and analyse the information it collects from different users to

gain insights into stressful conditions and provide remedies

and assistance to cope with stress.

In this scenario, Alex trusts the wearable device and her

phone but not the health company. Therefore, the information

the health company receives from users through the app can

negatively affect Alex’s (and other users’) privacy. Thus there

is a privacy problem. The health company may learn about

Alex’s stress problems and stressful situations.

To protect users’ privacy and mitigate the privacy problem,

the app applies a privacy mechanism on Alex’s (or any other

user’s) input data before the personal data leaves Alex’s (or

any other user’s) device. This satisfies so-called differential

privacy, a formal notion of privacy that provides provable

privacy assurances. To a certain extent, this differentially

private mechanism prevents leakage of Alex’s (or any other

user’s) actual stress records."

C Metaphor descriptions

The metaphors were accompanied by descriptions that the

moderator read to the interviewees.

Description of metaphor in Figure 2c: “Now imagine, in

the scenario described, that the health app requests its users

including you (as Alex) to answer some sensitive YES/NO

questions about their stress conditions. The health company

then receives the responses and can use the responses to anal-

yse, for example, the proportion of users who say YES or NO

to each question. The health app will protect users’ privacy

by using a differentially private mechanism, as depicted in

this figure.

Your health app on your phone uses a spinner wheel to

perturb (change) your responses to the questions with a con-

trolled and known probability based on the underlying mecha-

nism before sharing them with your health company. The app

spins the wheel. If it lands on YES, your true response will

be revealed. If it lands on NO, it will spin the wheel again.

If it lands on YES the second time, it will reveal YES and

if it lands on NO, it will reveal NO regardless of your true

responses. The purpose of perturbing your responses is to

assure your privacy. The mechanism guarantees that what the

health company can infer about your true responses is limited

and negligible. You can deny, to a certain extent defined by

the mechanism, if a given YES or NO response is your true

response.

This figure is not a precise representation of the underlying

mathematical mechanism that perturbs users’ data; it is just

a simplified example of what perturbation means. Note that

the outcome of the spinner, whether it lands on YES or NO,

remains hidden from the health company. Although the health

app deliberately perturbs its users’ responses, the health com-

pany can still benefit from the collected responses to infer the

proportion of users who said YES or NO to each question."

Description of metaphor in Figure 2a: “Now imagine, in

the scenario described that the health app requests its users

including you (as Alex) to share their selfies with the health

company. The health company can then use the selfies and

analyse, for example, the most common facial expressions

of users when they are stressed. The health app will protect

users’ privacy by using a differentially private mechanism, as

depicted in this figure. First, you share your selfie with the
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Figure 3: Data analysis scenarios.

app. Then your health app perturbs (carefully distorts) the

details of your picture by adding a specific amount of noise

to it (e.g. a medium amount of noise) based on the underlying

mechanism before sharing it with your health company. The

purpose of distorting your selfie is to assure your privacy. The

mechanism guarantees that what the health company can infer

about your true selfie is limited. You can deny, to a certain

extent defined by the mechanism, if a shared selife is your

true selfie.

This figure is not a precise representation of the underlying

mathematical mechanism that perturbs (distorts) users’ data;

it is just a simplified example of what perturbation means.

Although the health app deliberately adds noise to its users’

selfie pictures, the health company can still benefit from the

collected selfies to infer the most common facial expressions

of users when they are stressed."

Description of metaphor in Figure 2b: “Now imagine

your health company wants to analyse what the common lip

expression is when people do (not) feel stressed and it requests

users, including you as Alex, to share their selfies so it can

combine and analyse them. The health company will protect

its users’ privacy by using a differentially private mechanism

to analyse their data, as depicted in this figure.

Before revealing the common lip expression, the health

company perturbs (carefully distort) the details of the com-

mon lip expression based on the underlying mechanism by

adding a specific amount of noise to it (e.g. a medium amount

of noise). The purpose of distorting the common lip expres-

sion is to assure users’ privacy by limiting the effects of each

individual’s selfie on the analysis results, i.e. the common lip

expression. Therefore, the mechanism guarantees that the like-

lihood of privacy harm users may face by being identified as a

result of sharing their selfies and having their selfies analysed

together with those of other users is limited and insignificant.

This figure is not a precise representation of the underlying

mathematical mechanism that perturbs the results of data

analysis; it is just a simplified example of what perturbation

means.

Note that although the health company deliberately per-

turbs the results of data analysis, in this case the common

lip expression derived, the distorted results of the analysis

can still be useful for the receivers, for example, the health

researchers."

Description of metaphor in Figure 2d: “Now imagine

your health company wants to create a model that can recog-

nize a user’s emotion from his/her facial expression. Again,

note that you can think of a model as an artificial brain that

learns from its inputs. In other words, a model can be trained

based on the characteristics of its inputs to do a special thing.

The health company requests its users, including Alex, to

share their selfies and then uses the selfies to train a model so

the model can recognize emotions based on facial expressions.

For example, the model can predict if a user is very happy,

sad, confused, stressed, furious, etc. In this figure, you see

a trained model based on users’ selfies. Now if the trained

model receives a user’s selfie as its input, it can predict the

user’s emotion.

As mentioned previously, the health company protects the

users’ privacy by using a differentially private mechanism to

train the model, as depicted in this figure. Before sharing its

locally trained model with the analyser, the health company

perturbs (carefully distorts) the trained model based on the

underlying mechanism. This means that the health company

distorts the information the model has learned from selfies ran-

domly but in a controlled way, for example, using the medium

level of distortion. The purpose of distorting the trained model

is to assure users’ privacy by limiting the effects of each indi-

vidual’s selfie on what the model has learned from the selfies.

Therefore, the mechanism guarantees that the likelihood of

privacy harm users may face by being identified as a result

of uploading their selfies and having their selfies used with

other selfies to train the model is limited and insignificant.

This figure is not a precise representation of the underlying

mechanism that distorts a trained model; it is only a simple

example of what distortion means.

Although each health company deliberately distorts its

190    Eighteenth Symposium on Usable Privacy and Security USENIX Association



trained model, the final model is better than each of the locally

trained models at recognizing the emotions. The final model

made by the analyser is also a distorted model that protects

users’ privacy."

D Interview guide

This is our interview guide for the first scenario (depicted

in Figure 3a). As mentioned in Section 4.2, half of the inter-

viewees assigned to this scenario were first exposed to the

spinner metaphor (Figure 2c) and then the metaphor of the

noisy picture (Figure 2a). The other half were exposed to

the same metaphors but in the reverse order. The interview

questions for other scenarios were adjusted to fit the context.

Welcome and introduction. Participants are welcomed

and instructed about the setup of Zoom and turning off their

video. An introduction to the study, the goal and the different

parts of the interview are provided. The consent form is given

to the interviewees, and once they agree the session starts and

the recording commences.

Scenario introduction and expectations discussion. The

moderator first describes the persona and then describes one of

the scenarios to the interviewee by showing the related figure

(see Figure 3) and reading the related description provided

in C. The following questions are asked.

Q1. Have you heard about any privacy protection tech-

niques (techniques to guarantee users’ privacy and to improve

it)? Have you ever heard about differential privacy?

Q2. In what context did you hear about it?

Q3. Do you know what differential privacy is? Can you

explain it in your own words?

Participants are then told to pretend they are Alex, who is

using a wearable device, and have received the notification in

the scenario while answering the following questions.

Q4. Would you agree to share your data to be analysed

in the way described? What factors did play a role in the

decision for Alex?

Q5. How did the differential privacy mechanism play a role

in your decision? Would it matter if another mechanism were

used to protect your privacy instead of differential privacy?

Q6. What should have been different so you would agree?

Q7. What do you want to know about the mechanism ap-

plied (the differentially private mechanism) to protect your

privacy? What information would you like to be added to the

scenario?

Q8. What would be the benefits for you if you agreed?

What would be the risks for you?

Q9. In this scenario, from whom do you expect your ac-

tual stress-related data to be hidden? (follow-up: could your

health app see your actual stress-related data? What about

your health company?)

Q10. In this scenario, it was mentioned that your privacy

is protected against potential privacy risks using a specific

mechanism. What factors do play a role for you to trust this

mechanism to protect your data?

Metaphor introduction and perceptions gauging. The

moderator shows a specific metaphor depending on the data

analysis scenario for the interview and reads the description

of the metaphor to the interviewee. The descriptions of the

metaphors are provided in Appendix C. Participants are told

to consider the description of differential privacy and the

scenario when answering the following questions.

Q12. Would you change the decision you made on behalf

of Alex in the previous step after receiving more information

about differential privacy? Why?

Q13. In general, do you think that receiving information

about the underlying privacy techniques a system uses would

help you decide to use a system? How (in what way) could it

be helpful?

Q14. Is the description of differential privacy understand-

able and easy to grasp for you? What is not clearly described

or is missed in the description? How can the description be

improved?

Q15. Is there any information that is surprising to you—

you did not expect? Please elaborate.

Q16. Would you like to know more about the technical and

mathematical details of the underlying differentially private

mechanism? Why?

Q17. The mechanism perturbs (changes) your data in a

controlled way. Can you explain in your own words what it

means to perturb your responses? How does data perturbation

protect your privacy?

Q18. How would your privacy be better protected—using

a spinner with a bigger area for YES or a smaller area for

YES? What happens if the area for YES is zero and is 100%

for NO?

Q19. Which of the spinners do you prefer to be used to

perturb your data? Why?

Q20. Can you explain whether there is a trade-off between

the accuracy of the data analysis results and the privacy of

your data?

Q21. How would you as Alex be affected if the data anal-

ysis results are not accurate? Would you rely on the recom-

mendations the app gives you to cope with stress? Why?

Q22. Imagine that as Alex you agreed to share your stress-

related information in the scenario. Which of the following

entities would be able to see your (Alex’s) actual stress-related

data? (Why do you think so?): a. Hackers who access the

database of the health company. b. People who know how

the differentially private mechanisms work if they access the

perturbed data.

Q23. Would the health company be able to prove that a

YES answer is your true answer? Would a close friend (if

she/he gets access to your perturbed answers) be able to prove

that a YES answer is your true answer?

Q24. Imagine you agreed and that the health company

analysed the proportion of users who said YES or NO to
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each question, based on the perturbed responses it received.

If you did not agree to share your responses, how would it

affect the proportions of YES/NO responses to a question that

is calculated by the health company based on the perturbed

responses it receives? (follow-up: Do you think the proportion

of users who said YES/NO to each question greatly depend on

your decision to share your responses? What if the responses

were not perturbed?) (Follow-up (SC2): Imagine you as Alex

have a feature that no other user has. For example, you have a

dark spot on your lip. Therefore, the common lip expression

derived will include a dark spot as well. How would it change

if your selfie was not included? Now imagine that we distort

the common lip expression so that the dark spot is not shown.

How would the distorted lip expression change if you did not

agree to share your selfie?)

Q25. How would you describe the likelihood of remaining

privacy risks? Would you accept the remaining risks? Would

more information about the remaining risks be of your use in

deciding to share your data or not?

Q26. Now that you know more about differential privacy,

would you trust this method in general to protect your privacy?

Why? (If the answer is NO:) What are your concerns in this

regard?

Q27. How would you describe differential privacy to some-

one who does not know about it? Can you think of any al-

ternative description/example of perturbation (data changes)

other than the one we used to describe the concept?

Second metaphor introduction and discussion. The mod-

erator reads the second metaphor and then asks:

Q28. Can you describe how your privacy (as Alex) will be

protected by perturbing (distorting) your data? How would

your privacy be better protected, by adding more noise or by

reducing the noise?

Q29. How can data distortion affect the accuracy of data

the health company receives?

Q30. Which of these two description better conveys the

trade-off between accuracy and privacy? Why?

Q31. Which of these two descriptions is easier for you to

understand? Why?

Q32. Which one do you prefer to be exposed to when you

want to decide to use a differentially private system? Why?

Q33. Which of these two descriptions better helps you

to relate data perturbation (changing your data or distorting

your data) to privacy protection? (follow-up: What are the

shortcomings of this description? How it can be improved?)

Feedback and thanks. The moderator asks the partici-

pants if they have any comments and/or questions. Then the

moderator thanks the participants for their participation.

E Themes
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Abstract
User-centric digital identity initiatives are emerging with a
mission to shift control over online identity disclosures to the
individual. However, there is little representation of prospec-
tive users in discussions of the merits of empowering users
with new data management responsibilities and the accept-
ability of new technologies. We conducted a user study com-
prising a contextual inquiry and semi-structured interviews
using a prototype decentralized identity wallet app with 30
online participants. Our usability analysis uncovered misun-
derstandings about decentralized identifiers (DIDs) and pain
points relating to using QR codes and following the sign-
posting of cross-device user journeys. In addition, the tech-
nology did not readily resolve questions about whether the
user, identity provider, or relying party was in control of data
at crucial moments. We also learned that users’ judgments
of data minimization encompass a broader scope of issues
than simply the technical provision of the identity wallet. Our
results contribute to understanding future user-centric identity
technologies from the view of privacy and user acceptance.

1 Introduction

Identity fraud impacts around 10 million Americans per year
[70] and costs the global economy $5 trillion per year [57]. In
addition, over 90% of American consumers believe they have
lost control over how their personal information is collected
and used [60]. At the same time, a groundswell of new digital
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infrastructures [51, 75] and political initiatives are creating
a renewed vigor to explore new and better ways to transact
online using our identity. A common goal is to leverage user-
centric identity technologies while improving access to vital
services, including those provided by governments, healthcare
providers, travel hubs, and financial institutions. The Euro-
pean Union pursues a mission to create a European Digital
Identity [29]. National governments are drafting identity gov-
ernance frameworks, e.g. United Kingdom [69], Canada [21],
and the United States [17]. Large companies also modify their
product offerings [40,52] to accommodate privacy-friendly
decentralized identity (also referred to as self-sovereign iden-
tity) [59].

One technology that is fast emerging as a cornerstone of
most, if not all, future proposals for user-centric digital iden-
tity schemes is the identity wallet: a tool that enables end-
users to prove aspects of their identity online in a secure and
privacy-respectful manner. An identity wallet enables users
to have meaningful control over the transfer and disclosure
of verified personal information when identity is federated
between online services. One core function of the technology
is to collate cryptographic attestations of personal attributes
(e.g. age, name) or entitlements (e.g. right to work) from an
identity provider in a form verifiable by a second online ser-
vice. German law already permits identity wallets to be legally
used within anti-money laundering regulations to access fi-
nancial services [22] and the federal government has already
deployed its own identity wallet [6]. Private companies have
also created identity wallet technologies for deployment in
their products [30, 45, 46].

While the velocity of design and rollout of identity wallets
is increasing, we lack knowledge about the characteristics of
a successful user-centric identity wallet. We see three reasons
we must further investigate these new technologies. Firstly,
an identity wallet is a complex technology that integrates mul-
tiple processes that pertain to security and privacy; secondly,
there is an untested assumption that the perception of en-
hanced control over the disclosure of personal data will drive
user acceptance. Finally, while identity wallets are still in a
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formative stage, there are few reported trials or experiments
focused on the user experience.

In this paper, we report the results of a user study of an iden-
tity wallet prototype designed using tools for decentralized
identity [59] – the most privacy-respecting vision for online
user-centric identity. We conducted a user study comprised
of a contextual inquiry and semi-structured interview with
30 participants recruited from the United Kingdom and the
United States. Our findings cut across the domains of usability,
security, and privacy. For example, while the most ambitious
vision of decentralized identity requires user autonomy for
identity data and credential storage, there was a dominant
expectation that (at least) one trusted party provides account
recovery if wallet data were lost or corrupted. The root of this
finding is that participants reported not being fearful of losing
an identity wallet. Also, the accuracy of user judgments about
the oversight held by external parties was mixed, which is a
concern if the assumed benefit of identity wallets to users is
an acute understanding of data control. More generally, we
learned that today, participants are dependent on paper-based
methods to identify themselves to identity-critical services.
However, we also found that while poor experiences onboard-
ing with paper documents are common, participants increas-
ingly have experiences with improved technology for docu-
ment scanning, data parsing, biometric checks, etc. Therefore
there appears to be an arms race between new user-centric
identity methods that preserve privacy and more efficient
ways to capture and parse privacy-invasive data for identity
purposes. The contribution of this paper is as follows:

• We present insights into the user perceptions and accep-
tance of the key components of a decentralized identity
wallet: decentralized identifiers (DIDs), verifiable cre-
dentials (VCs), and identity proofs. More specifically,
we shed light on the perceptions of user control deliv-
ered by identity wallets in the context of decentralized
identity, in that technically constructed privacy benefits
might constitute small drivers for uptake.

• We propose a method to capture users’ mental models
of security and privacy in the context of identity wallets
that is also applicable to other user-centric technologies.
Our lightweight mental model scale prompted partic-
ipants to express their intuition and understanding of
the technology and geography of data. The technique
informs approaches for determining how well users’ un-
derstanding of user-centric services impacts acceptance,
an important issue with, e.g. FIDO2 authentication [43].

• We detail usability measures and user journey challenges
inherent to decentralized identity wallets. We also draw
parallels to similar issues inherent to other user-centric
technologies, such as FIDO [16] and FIDO2 [43], where
learnability is a particular challenge for end-users. Fi-
nally, we propose improvements for identity wallet tech-
nology.

The remainder of the paper is organized as follows: Section
2 details related work, and Section 3 introduces key concepts
of identity wallets and the design of our prototype. Our user
study design is detailed in Section 4, followed by presentation
of results (Section 5), limitations (Section 6) and discussion
(Section 7). Our concluding remarks are in Section 8.

2 Related Work

2.1 Federated Identity Management

Federated Identity Management (FIM) is the technology and
process to transfer trustworthy attributes from one security
domain to another. FIM techniques and technologies are stan-
dard in orchestrated and closed deployments (e.g. a work-
place), but it is a more significant challenge to achieve FIM
on the open Internet where, back in 2001, users had an aver-
age of 16 accounts to manage [63]. In FIM deployments, the
number of parties involved in an identity transaction increases
from two parties to three, and we get what is known as the
trust triangle [59] that has three roles: issuer, verifier, and
holder (or, identity provider, relying party, and user).

The seven laws of identity [14] are heuristics that support
the evaluation of identity schemes and are particularly rele-
vant to FIM. Microsoft designed CardSpace around 2006 to
instantiate those seven laws and create a universal identity
layer for the Internet. Indeed, one claimed design priority of
the Microsoft Infocard system was the user experience [15].

Landau and Moore [42] propose that FIM is a technology
of great promise whose wider adoption has so far been disap-
pointing, and also describe some of the economic tussles that
can make or break FIM in a specific application. They pro-
pose that so far, identity providers and service providers have
tussled about who controls user data rather than the provision
of benefits to users. Gov.Verify is one British government sys-
tem that federates citizen identity across government services.
Gov.Verify is beset by privacy concerns [8] along with citizen
concerns about interacting with the government via private
companies [12].

2.2 Web Single-Sign On

Single-sign on is one critical application of FIM, and this
exists on the open web, most commonly in the form of the
standards-based OpenID Connect (OIDC), or OAuth 2.0 [1].
Google provides an OIDC compatible sign-on, but Facebook
Connect provides a proprietary sign-on technology that lever-
ages OAuth 2.0. While technically different, Facebook’s sin-
gle sign-on mechanism is conceptually similar. One signif-
icant difference is that OIDC offers a taxonomy of the at-
tributes and data formats that an application can provide and
consume, whereas OAuth 2.0 does not [18]. Facebook pro-
posed in 2010 that there were more than 250 million users
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of Facebook Connect [71], and research has expressed con-
cern that users were not making informed consent for sharing
attributes with online services [27].

A study of web single sign-on relying parties sug-
gested Facebook followed by Google were dominant identity
providers, and that 75% of relying parties request more than
authentication state from identity providers [18]. One reason
for a relying party to prefer one identity provider relates to
the attributes that an identity provider can provide to a rely-
ing party. These attributes could be trustworthy to different
degrees. For example, a first name and surname may not be
reliable from Google. However, Facebook performs some ba-
sic validation of names, which might make Facebook more
desirable if an application requires the user’s "real" name [31].

2.3 User Centricity and Decentralized Identity
User centricity is a crucial framework in Federated Identity
Management (FIM) because it forces reflection on how to im-
plement FIM to respect the privacy of the end-user. There are
three dimensions to user-centricity: user control, architecture,
and usability [7]. For example, technologies such as those
compliant with FIDO standards [35] are user-centric.

Decentralized identity – also known as self-sovereign iden-
tity (SSI) [59]) – is borne out of dissatisfaction with the pri-
vacy properties and power dynamics inherent to some user-
centric identity technologies. Decentralized identity manifests
as principles to reinforce the goal that the user is central to
the administration of their identity [3]. Furthermore, several
specific elements are commonly associated with decentralized
identity: (i) an eco-system of multiple identity providers, (ii)
a decentralized trust registry [56] - a root of trust that contains
tamper-resistant shared records and has no single point of
failure, and (iii) an identity wallet for end-users that stores per-
sonal information and provides cryptographic techniques for
privacy-friendly information disclosure. For the latter, Decen-
tralized Identifiers (DIDs) [65] are user-generated identifiers
that decouple identifiers from identity providers and are verifi-
able through public-key cryptography. A verifiable credential
(VC) [72] can digitally represent attributes found in physical
identity documents such as name or date of birth and new
things that have no physical equivalent, such as ownership of
a bank account. In addition, VCs contain digital signatures,
which makes their authorship verifiable and their contents
tamper-resistant. Zero knowledge proofs [34] are also con-
sidered to be relevant techniques. Candidate schemes that
embody these techniques have already been proposed [48]
and the user experience of constituent technologies will be
critical for future uptake [25, 26].

3 Identity Wallets

The design of user-centric identity infrastructures requires
the existence of a means to provide the user with control of

personal data and disclosures. In most cases, this necessitates
the existence of a conceptual or visual control panel where
the user can inspect the status of their entitlements and data
and provide consent to, and initiate, information disclosure.
There are numerous examples of approaches to design this
control panel. This could, for instance, be a simple user in-
terface displayed by a website requesting consent to disclose
information to another party. For example, in the Microsoft
InfoCard project, the identity selector [15] was built into the
Windows operating system and provided a point of control
where the user can select which cards (credentials) to disclose.

In the context of decentralized identity [59], this control
panel takes the form of an identity wallet which stands to in-
herit additional complexity than seen in previous user-centric
systems such as InfoCard for multiple reasons. For example,
the integrity and authenticity of identity information depends
upon public-key cryptography secured primarily by the wallet,
the design of an identity wallet is geared to portable devices
which might be lost, the user journeys cut across multiple
devices and workflows are asynchronous, and the wallet must
also interact with a decentralized trust registry. Furthermore,
the wallet software may not be controllable by an identity
provider or a relying party.

We wanted to understand the dominant design approaches
inherent to decentralized identity wallets. Therefore we firstly
gathered publicly available decentralized identity wallets that
we could find, namely: uPort [46], Connect.Me [30], Lissi
[45], ShoCard [58], and SelfKey [64]. None of these apps
appeared authoritative. Therefore, we abstracted the user jour-
neys to create an identity wallet app template (which can be
seen in Figure 1). We learned that there are three key journeys
envisioned in identity wallet apps:

1. Connect Identity Wallet - The wallet scans a QR code
created by the online service and looks up the public
key of the online service from a decentralized registry
using its W3C Decentralized Identifier (DID) [65]. The
wallet generates a new DID and shares this with the on-
line service, and negotiates a shared key with the online
service using its public key. This process results in a
secure connection between the identity wallet and the
online service.

2. Obtain Credential - The wallet requests a W3C Veri-
fiable Credential [72] from the identity provider for at-
tributes that were verified apriori. The identity provider
sends a credential request to the identity wallet. The user
must read and accept this credential request, and then
the credential – digitally signed by the identity provider
– is sent to the wallet for secure storage.

3. Enrol Using Proof - The end-user navigates to a new
online service and selects to enrol using an identity proof.
The online service sends a proof request JSON structure
to the identity wallet that lists the attributes that the user
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Figure 1: In order to understand the characteristics of existing decentralized identity wallets, we evaluated the user journeys
of several publicly available wallets. We found that there were three journeys that apps had in common: (i) Connect Identity
Wallet, (ii) Obtain Credential, and (iii) Enrol Using Proof. We also found that user journeys within the identity wallet are brief
and usually involve a task switch to interact with the system of an identity provider (IdP) or relying party (Rp) using a different
app or device.

must evidence before enrolment. The user then responds
by matching a credential with each attribute and sending
the proof, along with cryptographic proof that the wallet
owns the credential(s).

We also learned that each user journey in the app is brief
and requires the switch to another app or device to interact
with the online system of the identity provider or relying party.

3.1 Open Challenges
An identity wallet combines processes that are individually
challenging according to user-centered security and privacy
research, such as understanding privacy policies, obtaining
informed user consent, personal information storage, and cryp-
tographic key management. Prior work has also highlighted
the specific challenges facing user uptake of identity manage-
ment technologies such as an unclear user proposition [20],
lack of perceived urgency to adopt identity management tech-
nology [68], and a focus from the technology designers on
owning data of the user [42]. However, it remains unclear if
identity wallets will solve, or suffer from, the same issues.

Moving data-sharing processes online generally brings
challenges, for instance, in how users can be supported not to
over-disclose personal information when interacting with ser-
vices [41]. Identity wallets act then as a consolidated tool to
manage how data is shared with requesters, removing web in-
terfaces as a potential source of confusion or friction. Identity
wallets are, in essence, an attempt to provide a user-centric
solution for individuals’ data-sharing practices. Encompassed
in this challenge is how to encourage adoption of complex yet
well-intentioned technologies while providing the necessary
assurances, as with encrypted communications (e.g. [32, 67]).

Secondly, the design promise of an identity wallet is that it
should deliver enhanced end-user control [7] over the storage
and disclosure of identity attributes when compared to incum-
bent, paper-based methods. However, it is unclear whether
the dominant technical framing of user control will constitute
a driver of uptake for end-users. Finally, while the need for
identity wallets is widely assumed, their current state as a con-
cept means we cannot yet enumerate the challenges they will
present to the security and privacy of end-users. Therefore
there is a pressing need to research these challenges before
large-scale deployments occur. For example, one aspiration
is that 80% of Europeans will be using identity wallets by
2030 [29].

4 User Study

We conducted a user study to explore our overarching research
question: What are the user-centered privacy and security
challenges facing decentralized identity wallets? We scoped
our interest in this broad research question through three sub-
questions: i) Which problems do users have today to prove
identity online? ii) How are the privacy properties of the
technology valued by end-users? iii) What are the usability
properties of identity wallets?

4.1 Methodology
To explore our research questions, we performed a contextual
inquiry [61] which is a well-established method in human-
computer interaction for uncovering requirements and prob-
lems relating to a context of use. Our contextual inquiry
was composed of three tasks for participants to complete,
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where data included insights from "thinking aloud" and a
semi-structured interview. The most challenging aspect of
addressing the research questions was to gather experiences
of a technology that is nascent and where end-to-end imple-
mentations are not openly available. Therefore, we needed to
develop our own prototype that was broadly representative of
identity wallets that can be found today to simulate the experi-
ences that users might have in practice, and draw conclusions
for that entire class of technology. Future-oriented prototypes
can be of great value in usable security and privacy research as
they can facilitate problem-scoping and problem-solving [49].

Conducting a contextual inquiry (including think-aloud
techniques) to gauge potential user acceptance of future-
facing prototypes is a well-established practice in user-
centered security and privacy research. For example, Lyastani
et al. [37] at IEEE S&P 2020 instrumented a dummy online
service with FIDO2 authentication libraries in order to col-
lect usability insights on FIDO2 passwordless authentication,
which was not widely deployed at that point in time. Sun et
al. [68] at SOUPS 2011 instrumented a prototype to simu-
late a browser-enabled version of OpenID, though behind the
scenes their prototype contained a man-in-the-middle proxy
to relay login details (since websites were not compatible
with the technology). Brostoff et al. [12] explored the use of
federated government ID to access healthcare information
using low fidelity prototypes before such a service had seen
deployment.

In order to explore our interest in perceptions of privacy
features, particularly user control, we created a concise men-
tal model scale designed to try to hone in on security and
privacy perceptions of a specific identity wallet component
and also to reveal participants’ intuition about their control
over personal data. This mental model scale sought to check
the functional mental model participants had of some prop-
erties of an identity wallet and how they relate to tasks; this
is as opposed to a structural mental model of the underly-
ing details of how the system works [23]. Such approaches
are helpful to probe users’ understanding of the properties
of, for example, end-to-end encryption (E2EE) [19]. Simi-
lar approaches to relate beliefs to the functional workings of
security-related technologies can probe, for example, beliefs
about the safety of online browsing and the use of dedicated
security software [74]. Here we probe a mix of functional and
sentiment-driven perceptions.

Finally, we chose to situate the context of the study in
the banking and financial services sector since the industry
faces multiple problems in verifying customer identity in the
face of anti-money laundering regulation [36]. In addition,
novel proposals aim to provide a digital identity infrastructure
specifically for banking [28, 76]. Furthermore, banking is a
use case of importance to members of the public that we
hoped would provoke curiosity and insight.

4.2 Prototype

Our prototype worked end-to-end and had three components:
the identity wallet mobile app, the backend distributed ledger
network, and the end-user facing websites to depict the iden-
tity provider (IdP) and the relying party (Rp). Screenshots of
the Android prototype are in Figure 2. We created the identity
wallet app for the Google Android platform and used the Hy-
perledger Indy SDK (herein Indy SDK) [39]. The Indy SDK
provides functionality for several fundamental components of
a decentralized identity wallet: W3C Decentralized Identifiers
(DIDs), W3C Verifiable Credentials,and data retrieval from a
Hyperledger Indy ledger.

We created websites that resembled fictional banks: Al-
paca Bank (IdP) and Bank of Carpathia (Rp). These sites had
plausible domain names for financial institutions and LetsEn-
crypt [44] TLS certificates. We hosted the service providers
on Amazon Web Services, and both entities could read and
write to the Indy ledger. A snapshot of the user interface of
these services is in Figure 2.

We also created a five-node Hyperledger Indy network [39].
Indy records references to verifiable credentials and provides
functions for revocation. The IdP can write to the Indy ledger
to add a credential reference to a cryptographic accumulator,
and the Rp can read the same cryptographic accumulator to
verify the validity of credentials bundled in a proof.

4.3 Method

Before the study, we sent the participant a URL to the study
information sheet and captured their consent to participate
using an eSignature tool. Then, after agreeing on a convenient
time for the study, we asked the participant to install the iden-
tity wallet app on their mobile device via a private URL in
the Google Android Play Store.

We conducted the study as follows: The participant con-
nected to the video call; the experimenter then checked that
the participant joined the meeting on both a laptop and a
mobile device. The experimenter firstly gave a brief verbal
description of the study and allowed the participant to ask any
questions. Next, the experimenter led the participant through
a semi-structured interview that generally covered their online
identity experiences. We then asked the participant to screen
share on their mobile device while connected to Zoom, and to
carry out individual steps for the following tasks while think-
ing aloud [61]: making a connection, obtaining a credential
from the IdP, and building a proof. The experimenter noted
the critical incidents encountered using Nielsen’s usability
incident taxonomy [54] as the participant thought aloud. The
experimenter then led the participant through a second part
of the semi-structured interview, using a mental model scale
to identify their perceptions of privacy and the identity wallet
concept, and the System Usability Scale [11] to assess the
subjective usability of the identity wallet app.
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Figure 2: Screenshots from different aspects of our identity wallet prototype: (a) introductory screen, (b) privacy policy, (c) a
news feed that illustrates recent and relevant events, (d) the identity provider web page, (e) an example of a verifiable credential
(VC), (f) the relying party’s web page, (g) a proof request from the relying party that details the attributes that the bank needs
from the end-user, and (h) the process of building an identity proof, by selecting which attributes to share and which VC to use to
evidence that attribute.

The full study questionnaire accompanies this paper in the
Appendix and has the following sections:

Current forms of identity and identification. Questions
focused on how participants currently identify themselves, the
techniques they use, how they perceive the process, and if they
encounter any challenges (usability, security, and privacy).

Interactions with the identity wallet. Questions following
participants’ interaction with the identity wallet app focusing
on their perception of the identifier, credentials, and identity
proof.

Reflection on identifiers and proofs. Questions focused
on how participants perceived the opportunity to generate
an identifier for themselves using the identity wallet app, to
control the information they share with the Rp, the fact that
their transactions are invisible to the IdP, and the security and
privacy offered by the identifier, credentials, and proofs.

Usability and user expectations. Questions focused on
the usability of the identity wallet app, participants’ trust in
the app, and, in general, how they saw the identity wallet app

fitting into their existing practices to identify themselves.

4.3.1 Qualitative Analysis

We extracted audio from the video recording of each partici-
pant and performed a complete transcription of all sessions.
The process yielded approximately 30 hours of transcribed
audio data. Transcripts were then anonymized and subjected
to a deductive thematic analysis using the method proposed
by Braun and Clarke [9]. Our deductive analysis focused
on identifying text that pertained to the sub-research ques-
tions that we describe in Section 4. Since we designed our
user research sessions to address the research questions, our
analysis procedure resembled an inductive analysis. First, we
summarized each text extract with an open-ended code. After
creating a preliminary codebook, regular meetings were held
amongst the research team to understand better and refine the
code book and to group codes into themes.
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4.4 Participants
We recruited 30 participants for the study with an even split
between male and female participants. Seventeen were from
the United States and thirteen from the United Kingdom. Par-
ticipant ages tended to the younger end of the spectrum: two
in the range 18-24; 12 in the range 25-34; 10 in the range
35-44; 4 in the range 45-54; and finally, two aged 55+. Partic-
ipants were generally highly-educated, with 73% educated to
at least a bachelor’s degree level and 17% with a background
in computer science.

Due to restrictions on in-person research as a result of
Covid-19, we conducted the study remotely and recruited
participants using the research participant recruitment service
user interviews1. We paid each participant $50 for a one-hour
session. Given the nature of this online platform, we can
assume this platform enabled us to recruit adults who were
savvy users of the World Wide Web. The user interviews
platform has been used in other user-centered research studies
[10,38]. We required that participants have a Google Android
phone (minimum version 10) and one additional computing
device, e.g. a laptop, to access the websites of our prototype
online service providers.

4.5 Ethics
We received research ethics approval from the authors’ respec-
tive organizations. The study adhered to the principles of the
Menlo Report [24]. Participants received an information sheet
with details about the study. They were free to participate and
could withdraw at any time. There were no disadvantages for
those who took part. The study complied with GDPR require-
ments; for example, we only collected data that was relevant
to the study.

5 Results

5.1 Quantitative Results
5.1.1 Task Timings

Using the recordings of the video calls with participants, we
measured the time to complete each of the three tasks. Figure
3 illustrates the distribution of task lengths broken down by
task. Such data gives a sense of the learnability and efficiency
of usage of the identity wallet.

For task one, the median completion time was 225 sec-
onds (Inter-Quartile Range = 160), for task two: 121 seconds
(IQR=49.5), and task three: 177 seconds (IQR=84).

5.1.2 User Journey Issues

Four classes of issue contributed to lowering the task com-
pletion efficiency: QR codes, security and privacy misunder-

1http://www.userinterviews.com

Figure 3: Distribution of task completion times recorded for
(top) Task one; (middle) Task two; (bottom) Task three. Task
one shows the greatest spread, partially due to the fact that
this task requires interaction with QR codes and also user
authentication to the IdP.

standings, device switching, and authentication.
QR codes contributed to the most significant proportion

of user journey disruptions, some minor and some severe
[53]. An example of low severity issues includes difficulty
focussing the phone camera on the QR code; an example of
a higher severity issue is when the user tries to scan the QR
code in the native camera application on the mobile device
rather than in the identity wallet app.

Misunderstanding relates to instances where the correct
understanding of the identity wallet was not in place, which
created a barrier to progress in the task. For example, con-
fusion why the identifier of a newly received credential was
different to the recently generated decentralized identifier
(DID); the user perceives the credential ID and DID as al-
phanumeric passwords, and the user was concerned about
the memorability of both; concern that a mistake had taken
place since the user sent a credential issued by the IdP to the
Rp; expectation that the IdP and Rp shared a database, so the
authentication material for the IdP should be the same on the
Rp website.

Other significant sources of hesitation and confusion in-
cluded device switching, where participants were unsure
whether to interact with the IdP, the Rp, or the identity wallet.
The authentication category relates to issues that emerged
from the entry of an alphanumeric password that was required
to access the services of the IdP. The password was not a
mnemonic and was seemingly randomly composed, which
introduced some issues. Example issues relate to matching
case sensitivity, copying and pasting, and locating symbols
on keyboards with different language layouts.
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Question X=Decentralized Identifier X=Verifiable Credential X=Identity Proof
Yes No Unsure Yes No Unsure Yes No Unsure

X is secure and cannot be forged. 50% 11% 39% 59% 4% 37% 69% 8% 23%
X minimises the personal data that I need to share* 75% 4% 21% 70% 11% 19% 88% 8% 4%
X will be trusted by Alpaca Bank (IdP) 75% 0% 25% - - - - - -
X will be trusted by Bank of Carpathia (Rp) - - - 81% 11% 15% 100% 0% 0%
I trust the X 64% 0% 36% 81% 0% 19% 85% 4% 12%
I need to keep X secret 79% 4% 18% 85% 7% 7% 73% 12% 15%
Alpaca Bank (IdP) can control X - - - 33% 37% 30% 31% 54% 15%
Bank of Carpathia (Rp) can control X 11% 61% 29% - - - - - -
X has the features I require for my task 68% 0% 32% 85% 0% 15% 92% 0% 8%
I would be worried if I lost X 43% 50% 7% 48% 52% 0% 38% 54% 8%

Table 1: The table displays the results of administering the mental model scale to participants. We administered the set of
questions associated with each component after the relevant task in the user study. We did not ask specific questions (denoted by
a dash above) if a different formulation of the same question was more pertinent to discussing a particular decentralized identity
component. (*) indicates the question is paraphrased for brevity. The full text of the question can be found in the appendices.

5.1.3 System Usability Scale (SUS)

We calculated the SUS for each participant using a widely ac-
cepted method [11]. The SUS data were normally distributed
(Shapiro-Wilks test p = 0.2), and the identity wallet received
an SUS score of µ = 71,σ = 16. The overall SUS score is
not a percentage and is graded on a curve. A score of around
71 implies that an identity wallet is ranked slightly above the
50th percentile. However, there is a relatively large standard
deviation. A system where users are likely to be net promoters
would receive an SUS score of at least 80 [11].

5.1.4 Mental Models

Table 1 illustrates results from our mental model scale. Re-
garding security perceptions, we learned that 50% had posi-
tive intuition about the security of the decentralized identifier
(DID); the corresponding result was 59% for verifiable cre-
dentials and 69% for identity proofs. These numbers are not
particularly high and reflect concerns that participants gener-
ally had about how this process could be more secure than
processes involving existing paper-based methods.

One question we designed to test participants’ understand-
ing of the DID related to whether the relying party (Rp) could
control it. The correct answer is no – since the user had not
encountered the Rp at that point of the study – yet 11% re-
sponded yes, and 29% were not sure. Further questions about
whether the IdP could control the verifiable credential or the
identity proof were more challenging to answer and resulted
in a split of yes, no, and unsure. In reality, Alpaca Bank (the
IdP) could revoke the verifiable credential without the user’s
oversight. Therefore, the IdP has considerable power to con-
trol the verifiable credential’s utility and the identity proof’s
verifiability.

At least 50% of participants expressed no concerns about
losing access to their decentralized identifier, verifiable cre-
dential, or identity proof. The result reflects an expectation

that one of the parties in the scenario would correct the prob-
lem and re-establish user access to their data.

In terms of utility, of all three components, participants
perceived the decentralized identifier (DID) to be the least
helpful wallet component for the completion of their task
(68% agreed with its utility). Participants were generally slow
to appreciate the merits of DIDs compared to other aspects of
the wallet technology.

5.2 Qualitative Results

The 30 participants generated 506 codes which led to four
main themes: i) current challenges with identity (20.9% of
codes, n = 106), e.g. participants highlighting oversharing of
data and acknowledging improvements to identity processes;
ii) assurances about the identity wallet service (35.6% of
codes, n = 180), e.g. assuming the presence of trustworthy
organizations and expressing concern over bad actors; iii)
expectations of the identifier (12.1% of codes, n = 61), e.g.
contributing to user confidence about the security; and iv)
examining stakeholders and their roles (28.4% of codes, n =
144). Finally, some participants’ responses did not adequately
address the research questions and were consequently difficult
to code. These were coded as ‘other’ (2.9% of codes, n =
15). We first summarize our findings concerning the current
challenges users might face with identity. We then discuss
participants’ expectations of the identity wallet service and the
identifier, followed by their perceptions of the stakeholders
and roles. The results discussed in the first section will provide
context to support the remaining results.

5.2.1 Challenges Users Have with Current Forms of
Identity

We identified one theme from participants’ statements relat-
ing to current forms of identity, that is, Status quo is limited,
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convenient, and improving. This theme captured the chal-
lenges participants encountered with identity and possible
improvements. Passports and driver’s licenses were the domi-
nant forms of identity referenced by participants, with driver’s
licenses dominant for participants from the USA, and a mix
of both used by UK-based participants.

The majority of participants’ concerns related to overshar-
ing of data (20 participants), and we typically observed re-
sponses in one of two ways. First, a resignation to oversharing
data and users thinking that there was little they could do to
share less data or control what happened to their data, e.g.
(P22): "You know I work in information technology already
and part of me says the idea that you keep your information
secure and people not knowing it is a ship that has probably
already sailed". Second, some participants drew comfort de-
spite an apparent oversharing of their data for several reasons
(where they provided information that was not necessary for
a given process). For example, the feeling of comfort due
to their having control over access to the identity document,
legal structures which protect the use of their data, and their
ability to define how the identity document should be used.
Four of these participants expressed sentiments related to both
comfort and resignation.

Other challenges experienced by participants related to the
amount of time identity and related processes took. This was
both online and in-person. Participants’ statements referred
to the inconvenience of delays which did not meet their ex-
pectations for more immediate service, e.g. (P18) referred
to delays when they needed to replace a lost identity doc-
ument in person: "I mean down here in [LOCATION], the
process is annoying because there’s always a long line out-
side especially early in the morning to go back to get another
license you’ll be sitting out there for hours." However, partic-
ipants also experienced convenience and ease of use, as well
as improvements to the identity process. In the latter case,
the information they needed to provide to identify themselves
was reduced, e.g. when opening (bank) accounts (P14): "It’s
no longer, oh yeah, like I need a copy of your driver’s license,
proof of address and utility bill. Here’s your account details
and that’s it. Oh my god that used to take like a week."

When we asked participants to reflect on the security and
privacy of their current forms of ID, they shared perceptions
of forgery, whereby they were worried about losing their iden-
tity document, thought that their identity documents could
easily be forged, but were also skeptical whether there was
any value for a criminal to forge their ID documents. While
current forms of ID received criticism for insecurity, this mat-
ter did not seem to be something participants had considered
before in detail. Participants focused on who they were identi-
fying themselves to so as to address concerns about misuse of
the identification document e.g. (P13): "... I’m only showing it
to people who are like from an organization that is like nation-
ally recognized", and the length of time the ID document was
out of their possession, e.g. (P16): "it’s got my information on,

the address and everything but it’s only a quick look anyway.
It’s not like it’s going to be in their possession quite some
time, because then obviously I would question that as you’ve
seen it why do you need to hold on to it."

Participants also made positive statements as they com-
mented on onboarding improvements that they had experi-
enced, for example, services using existing information, which
the user perceives as minimising their effort (P21): "There’s
a thing called government gateway and when you need to
renew your passport or your driver’s license they’re almost
interconnected. So I know when I first got my driver’s license
I didn’t really have to do anything they had my information
from my passport, so if they could maybe get their checks
done through like a government site or a you know post of-
fice they also do like an identity service as well." However,
life changing problems occurred for participants where iden-
tity processes did not work well e.g. (P10): "And so, when I
bought my first house you know 10-12 years ago, they were
not able to give me the keys after the closing. [I]had to wait
a few days, I think... three or four days, because my name
comes up in some kind of watch list or something."

5.2.2 Assurances about the Identity Wallet Service

The majority of participants (22) questioned who controls
what as they sought to understand the use of the identity wal-
let app and the three tasks involving the identifiers, credentials,
and proofs. They emphasised their personal agency in these
three tasks, rather than having the IdP or Rp in control, e.g.
(P22): "I would say no it’s not Alpaca bank controlling, it’s me
controlling it. I mean they can offer to give me the credential
but I am the person who is controlling it and allowing them
to do so." On the other hand, participants also thought that
the identity provider controlled the information shared with
the Rp. From their statements, it was clear that they did not
perceive that the service was designed to empower them first
in decisions on data sharing, e.g. (P23): "I think Alpaca Bank
are deciding what this Bank of Carpathia can know about me,
so I would say they are in control because they’re the ones
that are divulging information to the second party involved.
So I would think that they could potentially withdraw your
social security number if that is what they chose to do." Partic-
ipants were in favour of a separation of concerns and did not
expect the IdP and Rp to share information with each other,
e.g. (P3): "... I don’t think that the Bank needs to have any
idea that I’m doing something with a different bank. That’s
my private business, so I like that it kind of mentions that and
I think that’s important." As such, we see this design feature
meeting some, but not all of participants’ expectations. Con-
cerns about the empowerment of users to truly control their
own data-sharing in the face of service demands has parallels
to social media platforms, for instance Facebook [50], where
Nadon et al. also noticed the potential for users to feel per-
sonal failure if they over-shared once given control. This also
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contrasts with Farke et al.’s study of online activity data [33],
wherein negative consequences of services holding data may
not promote action, whereas here in the context of sharing
identity information, comparable levels of transparency are
evident but it raised questions about where the data was going
and to who. Similar concerns have been surfaced when users
are confronted with access of data on Google accounts by
approved third-party services [4].

Foundations of trust were also highlighted in most of the
participants’ (23) statements. Trustworthy entities were high-
lighted with a focus on some organizations being better at
such service provision than others, therefore they or their
products being perceived as trustworthy, e.g. (P10): "I don’t
know if I trust my device as being as secure as like potentially
you know, the bank’s devices or network or their security is
probably more enhanced than just my phone." This statement
highlights the expectation that the user trusts their device and
is willing to use it for identity, thereby flagging a critical issue
for adoption if this assumption does not hold in practice.

Privacy and security evaluations were carried out with
primarily positive feelings expressed about using the app for
identity and how secure participants thought the process was,
e.g. (P10): "Because it seems like, you know, it might be that
if, even if I lost a proof, there might be some other part of it,
that is needed to you know to complete any kind of functions
with the banks."

The user interaction did not seem to match participants’
mental models as they flagged what they perceived as sharing
violations where the focus was on perceptions of either shar-
ing too much information, sharing with unexpected recipients,
or, notably, being asked to share what they perceived as too
little information, e.g. (P7): "Where they’re not asking for
driver’s license or social security number seems too conve-
nient, because those are two usually two critical pieces of
identity..." It would seem, in this case, that participants’ expec-
tations have shifted to match practice, and requests to share
less information than they expect might be met with suspicion
or mistrust. Other issues which did not match participants’
mental models include the language used, and the novelty of
the process since use of the identity wallet app was unrelated
to existing practices.

Participants were fearful of bad actors (11 participants),
thinking that use of identity wallet apps would open new
avenues for attack (P11): "Oh man, I can see just a whole new
breed of hackers. Oh God, as we speak they’re breeding."

5.2.3 Expectations of the Identifier

This theme captured participants’ (23) expectations tied to the
identifier. Here, participants were confident about the security
of the identity wallet app as a result of the randomness and
uniqueness of the identifier, as well as its apparent entropy.
This highlights ways in which users can perceive design fea-
tures to convey assurances about security.

The identifier represented something participants thought
only they should know and as a result should be kept confiden-
tial. From participants’ statements, we understood that this
expectation of confidentiality was linked to their use of the
identifier to open a bank account. While this was a misconcep-
tion akin to a folk model of security [73], participants notably
suggested a behavior which was more rather than less secure.
The perceived need to keep the identifier confidential was also
linked to its similarity to a password, e.g. (P16): "You don’t
give out your password, so why would you go on sharing your
unique code for your identifier... ."

Participants were confused about the need to generate their
own identifier and expressed concern that other users might
not understand the procedure, e.g. (P6): "So I will say that I
am used to things like these really long string of numbers and
letters. But I think that would probably throw off the average
user."

5.2.4 Examining Stakeholders and Their Roles

Participants (19) weighed up the interaction, assessing it
based on the efficiency, usefulness, and intuitiveness of the
identity wallet app. Issues emphasised included the time and
effort participants expected use of the identity wallet app to
take especially when considering they would interact with
several relying parties (P21): "For me, it feels too time con-
suming. And the criteria is not the same for every bank or you
know every place that you’re looking to identify yourself so
I’d rather do it on a case by case basis, rather than having
something you know, an app on my phone." This then may
create a kind of fatigue similar to the ‘authentication fatigue’,
the perceived high effort required to access services to reach
personal goals [62]. A knock-on effect here could be, as found
with the Passfaces authentication technology [13], that the
relative cost of a security technology compared to the primary
task may be so high that users would delay important tasks
and need more time to access services.

Fifteen participants stated that they found the identity wal-
let app easy to use, however, they also questioned the value
of the app, e.g. (P21) "I mean I’m able to use it. Whether I
want to use it is a different thing." Additionally, they did not
find the processes intuitive or familiar, (P24): "I think it’s still
a bit... It’s definitely different than a lot of other apps that
are used, so there is a learning curve, especially for someone
that, I think I’m pretty technologically competent and I think I
would still have a bit of a difficulty with this here and there."

When queried about how they expected to recover from
failure or loss, nineteen participants expressed confidence in
fallbacks. They expected that recovery was a basic feature
and automated. Notably, participants were concerned about
the location of the backups e.g. (P25) "I wouldn’t expect it to
be on your phone. I don’t think it’s very safe to have every-
thing just on your phone. I would expect it to be somewhere
and just be able to get it back from a backup place" and
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had different perspectives about who was responsible for the
backup, e.g. the app provider (P13): "So, because, like, I mean
at the end of the day, all these I’m assuming that all these
data points are feeding into IdentiCorp’s like their, whatever
their database for something like that. So I think it’s the first.
I think they are respon. . . like they are going to be the, the
one that I should reach out to instead of other organizations."
Note that IdentiCorp was the name used in the study to re-
fer to the wallet provider. Participants expected that backups
were kept but they did not think that they were responsible
for this. Additionally, they expected that recovery would be
a hassle. Similar concerns to these have been raised about
FIDO2 authentication technologies (e.g. [47]), wherein users
also need to place a great deal of reliance on the service to
make meaningful use of it.

While minimisation is a key feature of decentralized iden-
tity, eighteen participants had varying interpretations of min-
imisation. Exercising control over the information that was
shared was a notable feature as they could choose not to share
information if they deemed it unnecessary, e.g. (P20): "I re-
ally did like the fact that I could choose like the optional ones
and choose not to disclose [those] that weren’t necessarily
needed by the other bank." At the same time, participants
perceived that there was limited control as they would not be
able to refuse to give information which was requested, e.g.
(P5): "If [Bank of] Carpathia wanted to know exactly how
much I make a month, they would ask for it. And I wouldn’t
be able ... to say no." As such, the environment supporting
minimisation also needs to ensure users are not penalised for
withholding information. Participants perceived minimisation
to be futile, questioned what was being minimised, and per-
ceived that it was their effort rather than the data that was
being minimised.

6 Study Limitations

As with any research, our findings are subject to limitations.
The pre-screen of participants may introduce bias into the
results. For example, we specified that participants must be
active users of Google Android. While Google Android is
the dominant mobile operating system according to market
share [66], we additionally specified that the personal device
of the participant supported at least Android 10. Therefore,
along with the fact that we recruited participants from user-
interviews.com we can characterize our participant pool as
Internet-savvy ’early adopters’ of technology rather than rep-
resentative of a perfectly random sample.

Identity wallets are a nascent technology, and we cannot
be certain that today’s design trends will be the same design
trends years from now. However, we are confident that the
user journeys we replicated capture the core functions of how
identity wallets must behave, even if minor details of the user
journey change over time.

We did not take steps to evaluate the generalizability of

our results. The quantitative results we report are descriptive
statistics, and the qualitative results are innately not general-
izable. However, our research method did surface challenges
and problems captured using a trustworthy method, and result-
ing insights are transferable to other contexts with caution.

7 Discussion

7.1 Security Perceptions Enhanced by Trust

We learned that participants had mixed perceptions of the
security of the decentralized identity system. We found that
50% felt that decentralized identifiers were secure (concern-
ing forgery), 59% felt verifiable credentials were secure, and
69% felt this way with identity proofs. However, we captured
mixed rationales underpinning this argument, highlighting
the subjectivity inherent in answering the question. Specific
security concerns voiced by participants include the risk of
leaking personal information from the user interface of the
mobile device and the risk of providing data to the wrong
online service during enrolment.

Several threads fed into a positive perception of security
– including the identity wallet collating accurate personal in-
formation and the acquisition of credentials from financial
institutions, but also through misunderstandings of the tech-
nology. On the latter, we noted multiple assertions that the
randomized alphanumeric composition of the Decentralized
Identifier (DID) represents the secure encoding or encryption
of personal information. Of course, this was not true, yet the
perceived presence of cryptography provided a sense of confi-
dence and comfort. This observation brings to mind ongoing
debates around how to create security cues for users of en-
crypted communications apps (e.g. [67]). Due to the lack of
widely used security cues in decentralized identity prototypes,
our intuition is that participants derive most security comfort
from the trust of the key actors in the study scenario rather
than confidence in technical mechanisms.

7.2 User Control and Necessity of Fallbacks

The shared vision of decentralized identity intimates that the
user can operate with autonomy from third parties and ex-
ercise control (in the purest sense) over the disclosure of
verifiable personal attributes. Probing the understanding of
user control in our research was particularly interesting con-
cerning the verifiable credential. We observed an almost even
33% split between yes-no-don’t know regarding whether the
identity provider could control the verifiable credential. In
simple cases, the identity proof is a signed wrapper containing
verifiable credentials; however, more participants indicated
they were in control of the proof than the verifiable creden-
tials. These results show that ascribing control to actors and
techniques in a decentralized identity scenario is challenging,
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primarily due to the interrelationships between key technolo-
gies and the opacity and complexity of the infrastructure.

Participants reporting a positive sense of control over the
identity wallet were generally not concerned about losing ac-
cess to their identity wallet application or stored data. The
lack of fear was primarily due to the view that one of the
trusted parties in the scenario would be ready to restore ac-
cess to lost data. Combined with our observation that it is
challenging for users to articulate where control lies in the
identity network, it presents a challenge in enabling users to
pinpoint their locus of control and thus correctly identify risks
to the continuity of access to services. There are parallels with
the sense of ‘distributed responsibility as noted by Abdelaziz
et al. [2] where users may not even know how to recover their
identities without the help of a service provider.

7.3 Privacy Appraised More in the Value Ex-
change, and Less in the Identity Wallet

At the point of the study where the user sent an identity proof
to the relying party, we captured the most lively discussion
about data minimization. For example, despite leveraging ad-
vanced disclosure functions of the identity wallet (e.g. zero
knowledge, or optional disclosures), participants predomi-
nantly evaluated privacy based on the value provided by the
magnitude of the disclosure rather than on the technical tools
at their disposal. We also noted that while participants may
be surprised if they must disclose a seemingly long list of
attributes, once a certain threshold of disclosures is approved,
we noticed that participants could become numb to the dis-
comfort of sharing additional attributes. A comparable phe-
nomenon has been noted during e.g. reviewing Google ‘My
Activity’ data collection information [33], where users have
been seen to lack a sense of action due to the number of data
disclosures they would need to process.

That end-users evaluate privacy in an overall transaction
allows what we might expect from the privacy in context
framework [55]. However, this suggests that innovation in
user control cannot exist only in end-user technology and
that suitable innovation in data collection practices must also
come from service providers.

7.4 Identity Wallet Usability Not in a Vacuum
The identity wallet has inherent complexities that create us-
ability challenges. The identity wallet resides at the inter-
section of the systems of three principal actors, the identity
provider, the relying party, and finally, the wallet provider.
Technology that resides at the boundaries between systems
can create challenges for adhering to many of the heuristics
for good usability [53]. Furthermore, the dominant terminol-
ogy used in decentralized identity prototypes is esoteric: i.e.
"decentralized identifiers", "verifiable credentials", and "iden-
tity proofs". While these terms initially create intrigue, they

ultimately form a barrier to the system’s learnability and limit
users’ confidence to persevere and resolve problems. Previous
endeavors in the identity domain have experimented with opti-
mal names for system components. For example, Microsoft’s
CardSpace [5] used the term ’card’ to refer to a specific cre-
dential. Future research can seek to refine this terminology
and find consensus between service providers to use terms
consistently.

7.4.1 Design Considerations for Identity Wallets

Our research suggests practical ways to improve future (de-
centralized) identity wallets and related technologies.

• Minimize reliance on QR codes. QR codes were at the
root of many user journey disruptions, and there may be
efficiency gains in minimizing their usage. Rethinking
the assumption that the user interacts with a laptop and
mobile device simultaneously would open new avenues
of interaction — e.g. mobile inter-app communication.

• Provide meaningful errors in blockchain SDKs. At
times, we found it impossible to explain to participants
why a cryptographic signature check might sporadically
fail when expected to succeed (e.g. in an identity proof).
We also had difficulty quickly understanding and ex-
plaining blockchain-specific errors.

• Deploy Decentralized Identifiers (DIDs) only if essen-
tial. DIDs are more complex than traditional email-based
usernames. If DIDs replace traditional usernames, there
will be undesirable scenarios where users must type a
DID string, or where a service cannot authenticate a DID
due to system problems elsewhere. Therefore designers
must deploy DIDs only if essential to a use case.

8 Conclusion

There is a growing expectation that political and technical
initiatives towards digital identity will gather pace in the fore-
seeable future. However, user perspectives have not been a
driving force in shaping those ongoing initiatives. The find-
ings of this study point to the dominance of paper/card-based
identity methods for online identity verification and a large
gap between identity verification today and what it might be
in the foreseeable future. Our results suggest that technical
narratives might not be a compelling driving force for future
uptake and that, as previous work in identity management has
highlighted [20], the user proposition should receive further
thought. What seems most salient to drive adoption is the
existence of supporting (infra)structures, the appeal of the
list of available verifiers, and the low complexity of using a
new identity wallet tool. Future work might evaluate identity
wallet apps in the wild to identify opportunities to close these
gaps between technical idealism and everyday reality.
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A Information Sheet

What is the purpose of the study?
We are inviting you to take part in a research study to help

us investigate and understand users’ experience of a digital
identity wallet app. The app gives users a way to identify
themselves (that is, who they are) in order to access various
services over the Internet.

Why have I been approached?
We need to recruit several adult participants to take part in

the study. You have been approached in an effort to recruit
people who have a Google Android phone (running at least
Android 10), some experience with Internet banking and bank-
ing apps, and who have installed (or can install) the Zoom
application on a laptop/computer and a mobile phone.

Do I have to take part?
Participation is entirely voluntary. If you change your mind

about taking part in the research study, you can withdraw at
any point during the study.

What happens during the study?
The research study will take place remotely over Zoom.

You will be asked to install the digital identity wallet app on
your Google Android phone. You will join the Zoom call both
from your computer and your mobile phone and will share
the screen on the mobile phone so we can see how you use
the app. The digital identity wallet app will not collect any
information from your phone, and at the end of the study, you
can uninstall it. You will be given three tasks to carry out
using the digital identity wallet app and you will be asked to
share your thoughts of the experience as you carry out the
tasks. After you complete the tasks, you will be asked to fill
in a questionnaire about the app and your experience and to
answer a few questions about the process. The study will last
approximately 45 minutes. The research study will be audio-
and video-recorded for review and analysis in order to gain
insights into users’ experience using the digital identity wallet
app. No identifying information will be shared outside the
research team.

What are the possible disadvantages and risks of taking
part?

We do not anticipate any disadvantages or risks associated
with participation in this study.

What are the possible benefits of taking part?
While individual benefits may be limited, your participation

will help us to build an understanding of users’ experience
of digital identity wallet apps. It is hoped that the results of
this research study will contribute to the development of such
apps in the future.

Who is organising and funding the research?
The research is conducted by Maina Korir and Dr. Paul

Dunphy from the OneSpan Innovation Centre.

Will my participation be confidential?
Yes. We will not share personally identifying information

outside of the research team.

What happens if something goes wrong?
In the unlikely case of concern or complaint, please contact

Dr. Paul Dunphy, Principal Research Scientist at the OneSpan
Innovation Center (paul.dunphy@onespan.com).

Where can I get more information?
If you would like more information, please contact the

researcher: Maina Korir (maina.korir@onespan.com).

Data protection
All collected data will be de-identified soon after the re-

search study and before the data is analysed. Participants will
be given a pseudonym to refer to their data during the data
analysis process meaning it will not be possible to link this
data back to any of the participants.

B Consent Form

Participants could indicate yes or no in response to the fol-
lowing:

• I have read and understood the information sheet and
have had the opportunity to ask questions about the
study.

• I consent voluntarily to be a participant in this study and
understand that I can withdraw from the study at any
time if I so choose.

• I understand that taking part in the study involves join-
ing a Zoom call, installing and using a mobile app, and
taking part in an audio- and video-recorded interview to
discuss my experience of using the app.
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• I agree to the interview being audio- and video-recorded
and to the interview being transcribed and personal iden-
tifiers removed.

• I understand that information I provide, which cannot
identify me, may be published in journals, conference
proceedings and reports.

• I understand that personal information collected about
me that can identify me, such as my name will not be
shared beyond the research team.

• I understand that my data will be stripped of personal
identifiers during the transcription process. I understand
that data that cannot identify me will be encrypted and
stored for the duration of the project.

• After the data has been stripped of all personal identifiers
and has been anonymized I agree that the information I
provide during the interviews can be quoted in research
outputs.

C Interview Script

We asked participants the following questions, touching on
the issues identified in the different categories:

Current Forms of Identity and Identification

• For the purposes of this interview, what name can I use
to refer to you?

• Name selected, if I asked you to prove that you are name,
what would you do?

• Have you been in a situation where you’ve been asked
to prove that you are name?

• Could you tell me about the experience?

• How do you feel about using a item indicated by partici-
pant as a means of ID?

• Are there ways that a participant’s ID document is a
secure form of ID?

• Are there ways that a participant’s ID document as a
form of ID offers you privacy?

• How do you feel about an opportunity to decide what
piece or pieces of information to share to identify your-
self?

• If you could change one thing about the process of iden-
tifying yourself online, which one would you pick?

• Why would you choose to focus on that?

Interactions with the Identity Wallet
Scenario

Imagine that you are Alex. Alex is a customer at Alpaca
Bank. Alex opened a bank account in person at the bank
branch closest to where they live. Alex now wants to open
another account with a second bank - Bank of Carpathia. You
will carry out three tasks to achieve this goal using the digital
identity wallet app. The building blocks of a new privacy-
respectful identity wallet app are: identifiers which you will
interact with in the first task, credentials, which you will in-
teract with in the second task, and proofs, which you will
interact with in the third task. You will carry out each task in
turn and I will ask you a few questions about the experience
between each task.

Reflection on Identifiers and Proofs
Participants were given instructions to carry out the steps

for the three tasks: identifiers, credentials, and proofs. They
then answered the following questions:

• MyIdentifier is secure, that is, it cannot be forged

• My Identifier will minimise the information about me
that I have to share to identify myself

• My Identifier will be trusted by Alpaca Bank

• I trust My Identifier

• I need to keep My Identifier secret

• Bank of Carpathia can control My Identifier

• My Identifier has the features I require for my tasks

• I would be worried if I lost My Identifier

We replaced ’MyIdentifier’ with ’verifiable credential’ and
’proof’ for the second and third tasks.

Usability and User Expectations

• Based on your experience using the digital identity wallet
app today, what would you say is the best thing about
the app?

• What would you say are the limitations of the app?

• Are there any needs or challenges you have faced with
identity that the digital identity wallet app addresses?

• Are there any needs or challenges you have faced with
identity that the digital identity wallet app does not ad-
dress?

• In what ways do you see the digital identity wallet app
fitting into your regular practice of identifying yourself?
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Abstract
Trusted Platform Modules (TPMs) provide a hardware-

based root of trust and secure storage and help verify their
host’s integrity. Software developers can interact with a TPM
and utilize its functionalities using standardized APIs that
various libraries have implemented. We present a qualita-
tive study (n=9) involving task analysis and cognitive inter-
views that uncovered several usability and security issues with
tpm2-tools, one of the widely used TPM library APIs. To-
wards this end, we implemented a study environment that we
will release as open source to support further studies.

Our results support two major conclusions: 1) tpm2-tools
APIs, as designed, are not designed to be developer-friendly,
and 2) One of the major causes for these usability issues is in
the TPM specifications. Since other libraries also mirror the
specifications and provide no significant usability improve-
ments, our results are likely to indicate similar issues with all
current TPM library APIs. We provide recommendations for
improving the TPM library APIs documentation and software,
and we highlight the need for HCI experts to review TPM
specifications to preemptively address usability pitfalls.

1 Introduction

A Trusted Platform Module (TPM) [51] is a tamper-resistant
chip that is used as a hardware-based root of trust in many
modern applications [34, 61]. TPMs can carry out common
cryptographic operations, such as secure key generation, en-
cryption, hashing, and signing. Furthermore, since the TPM
is physically isolated from the processing system of its host,
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copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
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it can be used for securely storing a small amount of sensitive
data (e.g., keys and certificates), which can further be utilized
for verifying the integrity of its host. TPMs also provide vari-
ous non-cryptographic security features for imposing access
control restrictions on the objects created or stored in the TPM.
Such restrictions play a crucial role in hardening the security
of applications built using TPMs. The Trusted Computing
Group (TCG) defines standard specifications that cover TPM
architecture and implementation [56], and several high-level
Application Programming Interfaces (APIs) to interact with
the TPM hardware [52, 54, 55]. The latter is implemented by
various software libraries, and is the scope of our study.

APIs play a crucial role in modern software development
because they provide reusable components for developers
to build applications efficiently and in less time. Neverthe-
less, APIs tend to be complex, and making them usable (or
developer-friendly) has been an ongoing research theme. Pre-
vious works have analyzed various APIs that offer security us-
ing cryptographic features to understand and improve their us-
ability [13,40]. In this work, we extend this research theme for
TPM library APIs, which offer additional non-cryptographic
features (e.g., access control). We believe that the combina-
tion of these security features adds more to the complexity
of TPM concepts and hinders the APIs’ usability and secu-
rity. Our work explores them by systematically analyzing the
implementation of tpm2-tools, a widely used TPM library
API with 85830 downloads (refer to Appendix A).

Our main goals are to understand the usability and secu-
rity pitfalls of TPM developers and review the current API
implementation to provide concrete design guidelines for us-
ably secure API development. In this realm, we conduct a
qualitative study with TPM developers using mixed methods
(task analysis and cognitive interviews). We identify common
use cases of TPM, conduct a thorough review of the available
APIs, literature survey of the prior art, and combine them to
design tasks and questionnaires for our participants. We also
involve the participants in a follow-up interview to understand
their experiences, perceptions, and opinions about the APIs.
We conduct thematic analysis and code analysis to identify
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themes and common coding patterns that give an overview of
the usability and security pitfalls of tpm2-tools library APIs.
Based on these results, we provide concrete recommendations
for the library documentation and software.

Contributions: First, we built a study environment that
supports all major TPM libraries and works right out of a
browser [6]. It is the only available platform for studying
TPM-related tasks to our best knowledge.

Second, we show that the tpm2-tools APIs are not user-
friendly based on a systematic study involving an analysis
of developers’ inputs collected through tasks and interviews.
Although various guidelines are available to design usably
secure APIs, we find that the tpm2-tools library have not
seriously considered or implemented them. Consequently, de-
velopers struggle to use the APIs efficiently and are prone
to make trivial mistakes that undermine security. The com-
plexity of the topics and lack of developer-friendly APIs and
supporting materials could pose a major barrier for developers
to fully utilize TPM’s capabilities. Our work identifies and
highlights various usability pitfalls that impact security and
provides concrete recommendations to address them.

Third, we highlight that standard specifications are a po-
tential venue to influence the usability of technologies. We
observed that the TPM API implementation strictly follows
the standards and found many instances where the pitfalls
could be traced back to them. Thus, we believe that there is a
need for HCI experts to be involved in the design and review
of standards to preempt any possible usability pitfalls that oth-
erwise would be propagated to the software implementation.

2 Background

This section covers the background of TPM security features.
We explain the following components: cryptographic opera-
tions, hierarchies, TPM-specific restrictions, platform config-
uration registers, authorizations, and sessions. The TPM uses
these components to provide security-related functions, such
as key generation, the hardware-based root of trust, device
identity, remote attestation, and secure storage.

The TPM supports common cryptographic operations such
as encryption, signing, and hashing. Additionally, it pro-
vides secure key generation functionalities, where the TPM-
generated keys can be used internally for cryptographic oper-
ations, or they can be exported for external applications. The
keys that reside within the TPM are protected by a logical
abstraction (i.e., collection of objects) called a hierarchy. The
TPM provides four hierarchies: owner, endorsement, platform,
and NULL. The first three are meant to be used by the TPM’s
owner, manufacturer, and host platform. The NULL hierarchy
is reserved for short-lived objects that are expected to be lost
on reboot. In addition to keys, a hierarchy can include another
kind of object: a sealed data blob, a structure for protecting
small amounts of user data in the TPM.

Each hierarchy is associated with a random seed, which is
used to generate primary keys that can serve as the root in a
tree of other (child) objects inside the hierarchy. Primary keys
are stored inside the TPM and cannot be exported or read ex-
ternally, whereas child objects (such as sealed data blobs and
non-primary keys) are generated on the TPM but stored in the
disk until loaded back for actual use. Since the child objects
leave the trust boundary of the TPM when exported, they can
be misused. In such cases, the child’s security is guaranteed
by wrapping, a mechanism where the child’s sensitive part is
encrypted by its parent key and can only be decrypted upon
loading into the TPM.

The TPM gives users control over the usage of TPM-
generated keys by allowing them to impose different restric-
tions over the key’s purpose, duplication, and usage. The
purpose restriction implies restricting the key for encryp-
tion/signing or only for decryption by setting the attributes
sign and decrypt, respectively. The term duplication in the
TPM context refers to the possibility of a key having more
than one parent. The duplication restriction includes setting
the fixedParent attribute to allow the key’s parent to change
within the same TPM or fixedTPM attribute to allow the key
duplication for using it on a different TPM. Finally, the us-
age restriction refers to restricting the key, by setting the
restricted attribute, to sign/decrypt only TPM-internal data.
Please note that these attributes can only be set during the key
generation; hence, the restrictions cannot be updated later.

TPM manufacturers utilize and predefine the key restric-
tions to provide two special keys: the endorsement key (EK)
and the attestation key (AK). The EK is a restricted encryp-
tion primary key generated from the endorsement hierarchy’s
seed; it is certified by the TPM manufacturer as proof of its au-
thenticity. The AK is a restricted signing key protected by the
EK as its parent. The TPM can use the AK to prove its unique
identity, e.g., during remote attestation. It guarantees that a
specific, legitimate TPM has produced the signed message.

TPMs provide Platform Configuration Registers (PCRs)
as an option for secure storage. PCRs are a set of 24 registers
used to store hashes of different system components (e.g.,
firmware, kernel, hypervisor, operating system and files in
the filesystem) usually during the boot sequence. PCRs are
considered secure storage because a user cannot directly write
hash values into the PCRs. Instead, they can provide the hash,
and the TPM will extend one of the PCRs by concatenating
it with the preexisting PCR content. The concatenated result
is fed to the hashing algorithm to compute the digest, which
is then stored in the PCR as the new value (referred to as
measurements) to represent the state of a TPM’s host platform
at that given time. The hashing algorithm used determines the
size of the measurement. The TPM supports multiple hashing
algorithms and the group of PCRs associated with the same
algorithm are referred to as a PCR bank.

PCR measurements can be used in remote attestation to
verify that the integrity of a device has not been tampered
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with. TPM uses quotes – the measurements and other infor-
mation (e.g., clock and number of reboots and suspends)– and
signs it with a restricted key (e.g., AK). This process of ob-
taining a TPM-equivalent of message authentication code is
called quoting. A verifier uses the quotes to detect tamper-
ing by checking the contents against reference known values.
Furthermore, since an AK signs the quote, it guarantees the
verifier that the measurements are trustworthy and generated
by a legitimate TPM. If tampering (e.g., changes to firmware
or kernel) is detected, the verifier can also identify the exact
component that is tampered with because each PCR contains
a measurement that represents a specific host component.

The TPM provides a limited amount of Non-Volatile Ran-
dom Access Memory (NVRAM) that can be used to store
persistent data. Users may use NVRAM for secure storage
because access to NVRAM can be restricted with TPM se-
curity mechanisms such as sealing. When an NVRAM area
is sealed against a particular state of the host, its content can
only be read if the state is unaltered.

Similar to sealing, TPM provides other types of restrictions
for TPM objects (e.g., keys, sealed data blobs, or NVRAM
areas). For example, a user can create policies to define re-
strictions on how an object can be used. Furthermore, it can
also impose restrictions against TPM-internal and TPM-
external states. The TPM-internal states include the PCR
state, NVRAM contents, and TPM counters, and the TPM-
external states may be passwords, state of external hardware
(e.g., biometrics or GPS information), and signatures from
smart cards. These restrictions are set when an object is cre-
ated, and they will be checked before the object is used.

A user may need to use session-based authorizations to
comply with the restrictions imposed on objects in the TPM or
to authorize commands. Sessions are a way to communicate
authorizations to the TPM since they carry the information
needed to prove that the user can perform the intended action.
The authorization contained in a session may be reused to
execute several commands repeatedly, as sessions preserve
the state between commands. For example, HMAC sessions
may be used to communicate a password more securely, as the
password only needs to be specified once during the creation
time of an object (e.g., a key). In such sessions, the password
is used as an input to calculate the HMAC of each command
and response from the TPM, which allows authorizing an
action without actually sending the password.

3 Related work

TPMs have been used in a wide range of security-critical ap-
plications [26,27,37,38,48]. Security flaws in the TPM could
undermine the security of the applications that use it, and find-
ing such flaws is attractive to researchers. Prior research works
have analyzed the TPM architecture and specifications to ver-
ify the security guarantees of TPM [22–24, 49, 62]. These
existing studies mainly on formal methods for analyzing TPM

specifications. To our best knowledge, analysis of TPM soft-
ware libraries and their API implementation has not been
studied. In our study, we explore this topic by involving the
TPM developers to understand how they use the APIs and
investigate how the API implementation could pose security
and usability barriers.

We build upon the prior research that identified various hu-
man factors of secure application development. In particular,
we draw insights from the studies that evaluated cryptographic
libraries [13, 17, 28, 35, 40, 44] due to an overlap of crypto-
graphic features offered by TPM library APIs. These studies
have found that lack of usable APIs and documentation are
major barriers to developers. Our study evaluates whether
these issues are replicated in the TPM ecosystem.

Similarly, previous studies have identified that developer’s
background [19, 43, 63], information sources [14–16], and
workplaces [18, 32] are some of the other factors that affect
secure application development. We are particularly interested
in the information sources referred to by TPM developers as
supporting materials. They may have to refer to a broader set
of sources, e.g., library documentation, TPM specifications,
and other security guidelines, and their effect on the way
developers use TPM library APIs is yet unknown. In our study,
we explore the role of such sources in TPM development.

4 Research Methodology

We first created a pool of potential participants and sent them
a preliminary survey (refer to Appendix B) inviting them to
participate in the study. This survey helped us filter suitable
participants and identify the common use cases for designing
the tasks. In parallel, we conducted an independent analysis
of the TPM ecosystem to scrutinize the intrinsic details of
concepts, software libraries, and supporting resources (e.g.,
standards and documentation) available for the developers.
This helped us define evaluation criteria for the tasks. Sim-
ilarly, we conducted a literature review of previous usable
security research works (e.g., [13, 47]) , that served as a refer-
ence when preparing our questionnaires. Next, we designed
TPM-related tasks and questionnaires to collect practical and
conceptual barriers (mental models) while coding with TPM
libraries. We built our study environment (refer to §4.1) us-
ing open source modules and hosted it on our servers. After
participants completed the tasks, we conducted cognitive in-
terviews to understand their experiences while dealing with
TPMs (refer to §4.3). During the interview, we allowed them
to introspect about their experience with the TPM ecosys-
tem and provide suggestions for improvement. Finally, we
conducted a two-stage analysis (refer to §4.4) of the data we
gathered from the study environment and the interviews.

Participant demography. We targeted experienced develop-
ers with TPM experience such that we could design realistic
tasks leveraging TPM-specific security features. We aimed to
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evaluate usability and security pitfalls closer to real-life TPM
usage, as opposed to struggles with its steep learning curve.
We used purposive sampling (refer to Appendix C for more
details). Our results are based on the responses from the 9
participants who matched the criteria for our target population
and went through the entire study protocol. We offered them
a compensation worth 100 C. Participants were male (aged
18–59) with a security background, <1–5 years of TPM, >=2
years of coding experience and a bachelor’s degree.

Ethical and privacy considerations: We followed best prac-
tice guidelines throughout our study [47]. Our institution’s
review team approved our study and confirmed that it meets
the ethics and privacy standards. After a careful review of
our methodology, the review team drafted a GDPR-compliant
privacy policy and participation consent form. We presented
both of them to the participants before the study began. Ac-
cordingly, the collected personally identifiable information
(e.g., email and names) was solely used for contacting the
participants. We excluded such data from the analysis and
discarded it immediately by the end of the study. Further-
more, we used open-source components to build our study
environment, hosted it on our servers, and ensured that the
participants’ data was entirely under our control.

4.1 Task and questionnaire design

Tasks. We identified four common use cases of TPM from
our preliminary survey as follows: encryption (symmetric and
asymmetric), storing measurements of files on PCRs, secur-
ing secrets on the TPM, and remote attestation. We also iden-
tified various cryptographic and non-cryptographic security
features. We designed simple tasks around the use cases and
added conditions with a combination of security features to
evaluate functional correctness and the participant’s security
choices. Such conditions allowed us to understand whether a
knowledgeable developer (from a coding and security point
of view) would be able to choose suitable cryptographic pa-
rameters and impose TPM-based security restrictions while
dealing with common use cases. The tasks required the par-
ticipant to use well-known TPM commands. Each task was
divided into simple steps (refer to Appendix D) to ensure
better understanding and obtain higher completion rates. We
ran a pilot study to evaluate this. We improved the text and
adjusted the tasks’ complexity based on the feedback.

Table 1 summarizes the mapping of use cases and security
features of our tasks. We assigned four tasks to the participants
and did not impose time restrictions for completion. As the
first task, five of them got asymmetric encryption and the
rest got symmetric encryption. The remaining three tasks
were common to all. We assigned a specific library to each
participant based on their preliminary survey responses: one
was assigned IBMTSS and the rest tpm2-tools. However,
switching libraries was allowed, and the participant whom we

assigned IBMTSS switched to tpm2-tools.

Questionnaires. We collected data about the participants’
backgrounds and understand their perceptions and opinions
while using TPMs (refer to Appendix F). After showing the
general instructions, we asked basic questions about the partic-
ipant’s demographics, TPM background and contact details.

After each task, we presented task-specific questions where
the participants had a chance to report their perceptions and
opinions about the task. In particular, we wanted to under-
stand their familiarity and complexity perception about the
task; also their security and correctness perception about their
response. We also asked questions about the type of resources
they used, the reason for not completing the task (if applica-
ble), and their opinion on the usefulness of the error messages
in fixing their mistakes or making secure choices. The ques-
tionnaire used a 5-point Likert scale.

After attempting all the tasks, we presented an exit ques-
tionnaire to ask about their use of supporting materials for
TPM-related activities. This question was asked to compare
with a similar question asked in the task-specific questionnaire
and to understand whether they had to refer to new types of
materials for our study. We also asked them why they referred
to supporting materials outside the library documentation.

4.2 Study environment

We built our study environment as an online Integrated Devel-
opment Environment (IDE) and hosted it on our servers. Refer
to Appendix G for the technical details. We designed the study
environment using our personal experiences to mimic the real-
world TPM development conditions with minimal participant
effort, and our participants confirmed its ecological validity
during the interviews. Each participant got a dedicated server
accessible over a unique URL and only needed a browser
to participate. The IDE allowed interacting with the TPM
emulator using function calls provided by each supported
library (see Appendix A for details of supported libraries).
The participants were free to switch between libraries at any
point during the study by choosing from a dropdown menu in
the IDE. We also added two additional features to the IDE to
reboot and reset the TPM to its initial state.

Figure G.1 shows the interface of our study environment.
The environment started with a Welcome page, which con-
tained the study’s purpose and logistics, an instructional video
that covered basic features and navigation of the environment,
and links to FAQs. This page was followed by the Demo-
graphics page. Then, every task was shown on two pages:
one for the task description and IDE and the other for the
task-specific questionnaire. In the end, the Final questions
page included the exit questionnaire. Participants were free to
move between tasks and attempt them any number of times.
But we stored everything they executed in the IDE.
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Task Security features DescriptionCrypto Non-Crypto
Asymmetric encryption C2 NC1, NC2 • Create secure encryption keys using the TPM

• Perform asymmetric encryption
• Impose restrictions on key attributes to allow duplication of the key, which

makes it exportable to other devices
Symmetric encryption C1 NC4, NC5 • Create password-protected symmetric encryption keys using the TPM

• Perform symmetric encryption
• (Optional) Use TPM sessions to authorize the use of a password protected key

Storing measurements C4 NC6 • Perform secure hashing
• Identify suitable PCRs for storing measurements
• Extend measurements to all available PCR banks in the TPM

Securing secrets — NC1, NC3 • Create NVRAM index to securely store information in the TPM
• Use the correct parameters for NVRAM index creation
• Seal the reading operation against a PCR state
• Lock the NVRAM index against future writes

Remote attestation C3 NC1, NC2, NC6 • Create secure keys using the TPM
• Impose restrictions on the key used for signing a quote
• Create a quote with the TPM including the state of the kernel (stored in PCR2)
• Verify if a given quote is valid for remote attestation

Table 1: Mapping of use cases and security features into tasks (also refer to Appendix E and D)

4.3 Interview

We conducted semi-structured interviews with 9 participants
to extract in-depth qualitative insights beyond the task analy-
sis. In particular, we were interested in understanding partic-
ipants’ mental models and experiences while working with
TPMs. We also wanted to know how they would resolve the
usability and secure programming barriers that we identified.
Two of the authors facilitated the interviews, one for leading
the conversation and the other for observing and note-taking.
We prepared the main questions we wanted to cover with our
participants. We analyzed each participant’s responses to pick
the most suitable version of their code snippets and relevant
observations from their questionnaire responses. During the
interviews, we showed these responses and used appropriate
probes to obtain in-depth information about our main question.
We invited the participants for a one-hour online interview,
and asked for consent to record and auto-transcribe the call.
The interviews were loosely structured into three segments.
Refer to Appendix H for more details.

(1) Introduction. We first reminded the participants about the
study details and explained the purpose and structure of the
interview. Next, we probed them with open-ended questions
about the working mechanism of TPMs, their use cases, and
their relevance to participants’ work. We also confirmed that
the participants were comfortable with the study environment
and had a positive overall experience with the logistics.

(2) Task- and questionnaire-specific observations. We were
interested in understanding the participant’s motivation be-
hind specific choices, as well as their mental model and
problem-solving approach when completing the tasks. We
showed them their responses and asked them to outline their
approach. We used necessary probes (e.g., “how did you pick
the cryptographic algorithms for creating the keys?”) to un-

derstand further their thoughts on the security and correctness
of their approach. We also probed to check their awareness
of alternative approaches and discussed their advantages and
disadvantages. In addition, we tried to understand how they
search for relevant information about TPM-related topics.

(3) General discussions. We probed the participants on gen-
eral topics outside the tasks and questionnaires. For example,
we asked the participants for their usual approach to solving
TPM programming tasks. Also, we collected their suggestions
on improving the TPM ecosystem and offered them a chance
to address anything that was not directly part of our questions.

4.4 Overview of analysis

Our analysis included two phases. In the first phase, we an-
alyzed the data collected from the study environment, such
as the code snippets executed in the IDE and the responses to
the questionnaires. While we analyzed the code snippets for
correctness and security, our primary goal was to understand
the typical solutions and coding patterns of TPM developers.
Furthermore, we identified interesting code snippets and re-
sponses to use as probes for the interview. We present our
observations about common coding patterns in §5.2.

In the second phase, we conducted independent and itera-
tive analysis of the interview transcripts for thematic coding
(refer to §5.1). First, we identified three broad categories un-
der which we could explore themes. Then, two of the authors
independently coded the transcripts (using an inductive ap-
proach) to generate a list of all potential codes that would suit
these categories. We noticed that no new concepts emerged
from the last two interviews, which indicates saturation. This
process was repeated several times, until all concepts men-
tioned by participants were reflected, to refine the codebook.
We consolidated the codebooks with refined code names and
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guidelines. The codes represented concrete roadblocks or in-
fluencing factors for the TPM developers. We do not report
any measure of inter-rater reliability (IRR), because we re-
port no quantitative results and the iterative review of the
codes was the process to yield the themes we identify in
our work [36]. Furthermore, the codes themselves are not
the product of our work. We identified eighteen codes under
seven themes from our thematic analysis (refer to Table 2).

5 Results

In this section, we present our findings of themes from the
thematic analysis and common coding patterns of TPM de-
velopers. The results from thematic analysis (in §5.1) are
presented loosely as a tuple of observations and evidences
along with a brief discussion pertaining to each theme. Each
theme’s main observation is aggregated from analyzing the
developer’s perceptions and opinions of the questionnaire data
and thematic analysis of the interview transcripts. Relevant
snippets from the participant’s code submissions or quotes
from interviews are used for justifying the observations. The
discussion reflects our observation from the literature analy-
sis and conversation with the participants about the potential
treatment to some of the roadblocks they usually face while
working with TPMs. We have followed a similar approach for
presenting the common coding patterns in §5.2.

5.1 Themes emerged
Our thematic analysis yielded three categories: library, sup-
porting materials and user themes, as summarized in Table 2.

5.1.1 Library Themes

This category captures the reasons why something went
wrong when completing the study, which were related to the
library itself. We identified three themes as follows:

Naming conventions and usage. Participants P1–P3, P5, P8,
and P9 expressed difficulties with the naming conventions
used in the libraries and deciding when to use each command.
This theme includes codes around three areas: confusion be-
tween two available options with overlapping functionality,
names do not convey the functionality or cause confusion, and
inconsistency in syntax when specifying similar parameters
but for different commands.

For example, P1 was confused between the commands
tpm2_createprimary and tpm2_create. The former is
used to create primary objects (such as primary keys), and
the latter is used to create child objects (such as child keys
and sealed data blobs) that are protected by a primary key
in the hierarchy. P1 was confused because the difference in
functionality was not clear from the names of the commands.

While the library implementation follows the specifica-
tions [52], they can alleviate the confusion by providing

abstraction functions with more appropriate names. We sug-
gest that the functionalities of the original commands can
be split into two new commands: e.g., tpm2_createkey for
creating parent or child (with -P and -C as flags, respectively)
and tpm2_createblob for creating sealed data blobs. Never-
theless, such abstractions must retain the parameters used in
the original commands and implement secure defaults.

Output formats. P1–P4, P6, P8, and P9 had difficulties in-
terpreting the outputs of different commands they used for
completing the tasks. The problems include insufficient infor-
mation and a lack of clarity on how to interpret the output.

In the remote attestation task, the participants were asked
to verify a quote, which required using tpm2_checkquote to
verify the contents and signature of a quote. The output lacks
a success message, making developers rely on ad hoc methods
to confirm the verification. For instance, P9 said that “I think
I was doing just a minimal verification (...) I was executing
this command twice, one with the correct files and one with
false files to see if the end result was different”. The above
example is also the case where the output lacks information
about what is verified. Altogether, developers may wrongly
interpret the output and assume that the verification succeeded
as the command did not return any errors.

We also noticed a lack of details in the meta-
information shown to developers. For example, when
a key is created, the attributes of the key are printed
as fixedtpm|fixedparent|restricted|decrypt. This
meta-information works as a reminder of the capabilities and
restrictions of the key. Although our participants found this
meta-information helpful, and it seemed important, they ad-
mitted their reluctance to check each meta-information even
if they did not fully understand it. While the brevity of such
meta-information suffices for seasoned developers, the less-
experienced ones still have to refer to the documentation to
understand their meaning.

Clear description, success, and error messages are impor-
tant for the developers [29]. Hence, a possible treatment for
this situation is to return more verbose outputs that clearly
confirm a successful command or indicate what went wrong.

Error handling. All participants except P6 expressed difficul-
ties when interpreting error and warning messages provided
by the library. They found the messages to be unclear and
hence did not fully understand them. Also, the messages did
not provide any valuable feedback (i.e., lack pointers on re-
solving the errors), and the participants did not have enough
domain-specific knowledge to fix it by themselves.

For example, all participants of the symmetric encryption
task failed to specify an initialization vector (IV). Although a
warning message indicated that the IV was weak, everyone
ignored it because there was no feedback on how to specify
the IV. P5 commented that,

I didn’t really find a way how I could specify a better IV and, I
don’t know, I find it’s kind of destructive criticism when the
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program just tells me “well, you used the wrong IV”, but
doesn’t make any comments on how to do it better. So, if it
finds out hey, you are using a weak IV, it could suggest the use
of the appropriate flag to specify a better one.

We traced the cause of this problem to the example in
the documentation, which lacks an IV [10]. Therefore, we
believe that participants copied this example and ignored
the importance of an IV. One solution to this problem is to
update the code in the documentation. Also, the command
could return a descriptive error message that suggests how
to specify the IV and the correct flag to use. The library
developers can refer to the RUST compiler [60] as a good
example of suggestions to include in the error messages.

Themes Codes Participants

L
ib

ra
ry

Naming
conventions
and usage

Confusion between two
available options 6/9
Names do not convey func-
tionality or cause confu-
sion
Inconsistency

Output
formats

Insufficient information 7/9Lack of clarity on how to
interpret

Error handling Error message is unclear 8/9Lack of pointers on how to
resolve

Su
pp

or
tin

g
m

at
er

ia
ls Documentation

shortcomings

Lack of examples

7/9
Lack of background infor-
mation
Incorrect or missing expla-
nations
Complicated presentation
Not easily accessible

U
se

r

Mental models
Misunderstanding by user
(documentation is correct) 5/9
Misunderstanding due to
missing or incorrect docu-
mentation
Misunderstanding due to
unknown sources

Trust factors
Past experience or code

7/9Defaults and documenta-
tion examples are secure
TPM’s ability to handle se-
curity

Table 2: Identified Themes

5.1.2 Supporting Materials Themes

We asked participants what supporting materials they used
to complete our study’s tasks and in general when doing
TPM-related coding. Supporting materials refer to the library
documentation, TCG standards, and additional resources (e.g.,
blogs, personal notes, forums). Although all participants re-
ported using the library documentation as the primary re-
source, we found that participants with less TPM experience
reported relying on the TCG standards to get background
information and on third-party forums when they faced issues.

On the other hand, experienced TPM developers said using
only the library documentation to obtain ready-made code
examples that they can tweak. They know what to look for
based on previous experiences.

We now present the common themes around supporting
materials, especially their shortcomings. We limit the results
in this section to library documentation because the partic-
ipants did not provide details about the exact resource they
used, and also, we could not trace them. Nevertheless, we
believe that the shortcomings we report in this category may
also exist in all types of supporting materials.

Documentation shortcomings. Participants P1–P3, P5, P7
and P9 indicated a lack of examples, as well as a lack of back-
ground information about related TPM or security concepts.
They emphasized the need for customizable examples and
descriptive background information, primarily aimed at be-
ginners. In particular, P5 stated that

What I would really love would be example code. (...) I mean,
there is example code for the simple problems, but as soon as
you want to do something that goes away from the simple
problems, it gets a little difficult.

Participants P1, P5, and P7 highlighted that the documenta-
tion had incorrect or missing explanations and that they would
prefer clear explanations for using one approach over another.
An example of this theme arose in the securing secrets task,
where we asked participants to store a secret string “in the
TPM” and to impose restrictions on reading and writing that
secret. We expected them to create an area in the NVRAM
with the appropriate security controls for accessing the mem-
ory area. Instead, most participants (6/9) created a sealed data
blob, which is stored outside of the TPM. During the inter-
views, we learned that the participants were aware of both
approaches and the latter being a less secure one. However,
most participants mentioned that they avoided the NVRAM
approach because the documentation lacked a good explana-
tion. Also, it would be too time-consuming for them to figure
out how to complete our task using NVRAM. Hence, they
settled for the less-secure but better-documented approach.

Finally, P1, P3, P7–P9 indicated that supporting materials
had a complicated presentation or were not easily accessi-
ble. In particular, P9 said it was time-consuming to find the
command they would need from the library documentation:

The first task was taking a lot of time because I couldn’t find the
correct command. It was like, I know what I’m going to do, but
none of these commands seems to be relevant. (...) And then it
was almost by accident, that I found out the correct option.

All the aspects mentioned in this section could be tackled
by improving the documentation quality and adding more
background information about TPMs. Additionally, the doc-
umentation could include use case-based example tutorials.
The tpm2-tools library started adding these kinds of com-
prehensive guides [58] with code examples and background
information, but it has been defunct since February 2021.
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5.1.3 User Themes

Mental Models of TPM Concepts. We identified different
mental models formed by the participants that led to mis-
conceptions of TPM concepts. We observed an example of
a misunderstanding by the user in the asymmetric encryp-
tion task, where the participants had to create a key (using
tpm2_create) that is exportable to another TPM. P3 misun-
derstood the documentation and formed an incorrect mental
model about the trust boundaries of the TPM, believing that
any key created with a TPM can be loaded into other TPMs.
They stated that,

When I used the tpm2_create command, you can see that I
have given two files with -u and -r. So the keys are already
outside. So, I know that if I can load this key in another TPM, it
should work because normally any key can be loadable on TPM
as long as it is cryptographically valid.

It is true that the flags -u and -r return the public and
private keys in two separate files. However, the private part re-
mains protected by its parent key in the TPM, and it cannot be
used outside unless its restrictions are relaxed. This can only
be achieved by setting the fixedTPM and fixedParent at-
tributes of the key to False, which P3 missed. The man page
for tpm2_create [9] covers all flags and includes a link to a
separate page [4] that covers the flag -r in detail. The latter
page mentions the private key (i.e., the child key) being pro-
tected by its parent and further links to the TPM standard [51],
which explains these concepts in depth. Although the docu-
mentation is correct, we believe that its nested presentation
could have caused P3 to form a wrong mental model about
the trust boundaries of the TPM. A potential solution would
be to simplify the documentation by covering all necessary
details (e.g., command usage, TPM concepts, and concrete
examples) in a single page.

Another example from P3 is an incorrect mental model
about remote attestation, due to a lack of background infor-
mation in the documentation. They had not done any re-
mote attestation tasks before our study and only read the
tpm2_checkquote [8] man page. This man page does not in-
clude a high level of detail about all the requirements that need
to be verified to trust a quote; it only discusses the quote’s
signature and reference PCR values. This, along with the in-
sufficient information in the output of the command, implied
to the participant that verifying a quote meant just checking
the signature. However, this is only a part of the verification,
since the verifier must also check the signing key’s properties,
e.g. that it is restricted and comes from a legitimate TPM.
Such incorrect mental models may lead a developer to imple-
ment remote attestation insecurely. The library can address
this issue by improving the already existing tutorial for remote
attestation, which lives outside the documentation [57]. The
tutorial can be improved by adding concrete code examples
and moving it to the tpm2-tools documentation.

We also found several cases of incorrect mental models
and misconceptions, but we could not trace the exact source
that confused the participants. In such cases, we could only
confirm that the confusion did not originate from the docu-
mentation and speculate or attribute it to unknown sources. An
example of such a case emerged in the discussions about the
asymmetric encryption task. Many participants were unsure
of why they had to create parent keys before creating child
keys, but they blindly followed the documentation examples.
On the other hand, one participant (P8) had selected cryp-
tographic parameters only for the parent key but not for the
child key, as they believed the parameters would be inherited.
We believe that P8’s security background and the use of the
words parent/child appealed to them that the child key inherits
security properties from its parent. However, in reality, the
child key will only be as secure as the defaults defined for
the library, with no impact from its parent’s cryptographic
parameters. A possible treatment would be to simplify the
key creation process, e.g., by offering abstraction functions
to create both the parent and the child key.

Trust factors. We observed that the participants relied on
their trust in different factors when making secure choices.
For example, P1, P3–P5, P7, and P8 trusted and relied on their
past experience of completing similar tasks. As a result, they
preferred to use their old code snippets instead of figuring
out how to approach our study’s tasks from scratch. However,
one pitfall of this method is that outdated code snippets could
lead to trivial errors, e.g., due to software version mismatch.
One participant encountered such a situation and struggled
to complete a task before realizing that they wrote their code
using an outdated API version.

Similarly, we observed that developers tend to trust that
the library defaults and documentation examples are secure.
This was prevalent in situations where the lack of a relevant
security cryptographic background prevented the participants
(e.g., P1–P3) from feeling confident in making an informed
choice. Therefore, the library needs to provide secure default
values and examples to support less experienced developers.

Finally, participants P3 and P8 had implicit trust in the
TPM’s ability to handle security details, so they did not have
to make any explicit choices. This subtheme was prevalent
in the tasks where participants had to create parent and child
keys, where they would trust the TPM to take care of security
aspects of those keys. P3 expected that, when using the en-
dorsement hierarchy, the TPM would prevent the user from
creating signing keys that would allow a third party to cor-
relate a set of signatures and determine that they came from
the same TPM; whereas P8 expected the TPM to assign child
keys the same cryptographic parameters as their parent key.
We suggest that the library should clarify in the documenta-
tion which security aspects are covered by the TPM to inform
users about the security guarantees it can provide.
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5.2 Common coding patterns
This section highlights the common coding patterns followed
by participants. We limit our discussion to the features for
which we found interesting patterns.

5.2.1 While using non-cryptographic security features

Here, we cover the common patterns observed when using
the following non-cryptographic features of the TPM: use
of hierarchies (NC1), key restrictions (NC2), session-based
authorizations (NC5) and PCR usage (NC6). We evaluated
feature NC1 when creating TPM objects in the asymmetric
encryption, securing secrets, and remote attestation tasks. We
wanted participants to avoid using the NULL hierarchy since
objects in this hierarchy are lost upon reboot. Most partici-
pants selected the correct hierarchy for the use case but relied
on the defaults. This pattern highlights the importance of
providing relevant and secure defaults, as discussed in the
trust factors theme in §5.1.3. The exception to this pattern
occurred in the remote attestation task, where most partici-
pants explicitly selected the endorsement hierarchy due to its
privacy protections. We noticed that some participants were
reluctant to rely on defaults if the use case demanded a spe-
cific type of protection from the hierarchy and would instead
explicitly specify the hierarchy. We speculate that developers
hesitate to rely on defaults and tend to be extra cautious when
specifying parameters if the use case’s security requirements
are well understood. Hence, the library must create awareness
by highlighting such requirements in the documentation.

Then, feature NC2 was evaluated when participants set re-
strictions on the keys created for the remote attestation task,
where they were asked to create a restricted key for sign-
ing a quote. A signing key without the restricted attribute
could be misused during remote attestation to sign any data,
including a forged quote. Although the library offers a conve-
nience function tpm2_createak, which takes care of setting
the restricted attribute automatically, only two participants
used this function. Moreover, only 3/9 participants created
restricted signing keys, whereas the rest relied on the default
key attributes set at creation time. Again, we found that most
developers rely on key’s default attributes instead of setting
them explicitly and that convenience functions are rarely used.

We evaluated NC5 in the symmetric encryption task, where
participants had to encrypt and decrypt both a file and a string
multiple times using a password-protected key. When pass-
word authorization is used, the password is sent in plaintext
between the user and the TPM every time the participants
perform an operation. A local attacker can eavesdrop on such
communication to capture the password. A secure way to use
password protection is to utilize TPM session utilities, e.g.,
HMAC or policy sessions (refer to §2); however, none of the
participants used them. During the interviews, we found that
many participants had theoretical knowledge of sessions but
lacked the hands-on experience to use them.

Finally, feature NC6 was evaluated in the storing measure-
ments tasks, where participants had to pick suitable PCRs for
storing the measurements of a configuration file. We expected
them to avoid PCRs 16 or 23, which can be reset and repop-
ulated with arbitrary measurements during run-time by an
attacker. We found that 2/9 participants used PCR 23. During
discussions, they blamed the TPM specification [53], which
states that PCR 23 is meant for “Application support” and
deceived them into thinking PCR 23 is reserved for any appli-
cation needing to store measurements. However, the specifica-
tion also mentions that the operating system dictates its usage,
and it may be reset and used at any time. Unfortunately, both
participants had ignored the latter part and formed incorrect
mental models. This highlights the importance of the specifi-
cations in shaping users’ mental models and misconceptions.

5.2.2 While using cryptographic security features

We now report the common patterns observed while perform-
ing symmetric encryption (C1), asymmetric encryption (C2),
signing (C3) and hashing (C4). For cryptographic security
features C1, C2, and C3, we noticed that when participants
were asked to create keys for encryption and signing, they
first created a parent key in one of the hierarchies and then a
child key. Also, most participants specified the cryptographic
attributes (e.g., algorithm, key length, purpose, and duplica-
tion restrictions) only for the child key, whereas they relied
on the library defaults for the parent. We traced back the ori-
gin of such patterns to the documentation examples in the
tpm2-tools library that miss out on specifying the attributes
for the parent. Child keys are stored outside of the TPM (e.g.,
on the disk) until they are loaded onto the TPM for use; there-
fore, it is good that developers are cautious and explicitly
specify their attributes. Nevertheless, attributes of the parent
are equally crucial because child keys may be compromised
if their parent has weak or insecure attributes. We can con-
firm from our analysis that the defaults of the parent keys are
secure. Nevertheless, the library needs to be aware that the
developers have a high degree of trust in defaults, and it has a
responsibility always to keep the defaults secure and updated.

Another common mistake appeared in the symmetric en-
cryption task (feature C1). All four participants asked to com-
plete the task failed to specify an IV, which lowers the security
of the encryption process.

C4 was evaluated in the storing measurements task. We
noticed that 8/9 participants relied on the hashing functions
provided by the TPM to obtain the hash of the file they would
later extend to a PCR, where one participant used an external
library for hashing. TPM library developers should be aware
of such patterns and restrict the use of external libraries that
lie outside their control and may contain vulnerabilities.

On top of the above features, we observed an interesting
pattern in the remote attestation task where the participants
were asked to generate a quote. Including a random nonce
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with the quote allows the attestation server to defend against
replay attacks. Unfortunately, only 2/9 participants’ quotes in-
cluded a nonce, where one used a random nonce, and the other
had blindly copied the nonce from the man page example of
the tpm2_checkquote command. During the interviews, we
learned that most participants ignored using nonce because
the documentation is inconsistent and does not emphasize its
importance. Another reason for not using a nonce was the
lack of a threat model explicitly indicating a replay attack.
Some participants also noted that the library uses a relatively
unfamiliar term (-qualification) to refer to a nonce, which
does not immediately evoke the concept of a nonce.

The library can address the concerns presented in this sec-
tion by revising the documentation to be consistent, providing
secure defaults, clear explanations and examples, and using
familiar terminologies that could remind the developers about
common threats they should consider.

6 Recommendations

This section provides explicit recommendations, in the form
of concrete action points, for improving the TPM library API
documentation and software. Some of our recommendations
overlap with Green and Smith’s usable and secure API design
principles [30]. These include abstracted and readable API
design that does not go against developers’ habits and men-
tal models, non-ambiguous and safe defaults, and detailed
and visible errors and outputs. We observed that tpm2-tools
does not follow these existing guidelines; therefore, we reit-
erate and emphasize some of these principles in the form of
actionable recommendations for the library developers. The
emphasis of [30] is on making APIs easy to learn and use such
that the developers have no need to understand the complexi-
ties of cryptography and minimal reliance on the documen-
tation. While this standpoint is valid for mature ecosystems,
it is crucial to understand complex concepts in niche ecosys-
tems like TPM, as the knowledge is not widespread. We argue
that it is still the library’s responsibility to educate and assist
the developers. Thus, our recommendations also focus on im-
proving the documentation with missing details of the TPM
background as the first step towards more usably secure APIs.

6.1 For library documentation
Technical specifications and standards are meant to be detailed
and comprehensive. Despite that, many developers refer to
software documentation or tutorials written by other develop-
ers. Our study confirms this phenomenon. In particular, we
found that the participants’ primary information source was
the tpm2-tools documentation, and it influenced the devel-
opers’ decisions. Although questionnaire responses deemed
the tpm2-tools documentation satisfactory, our participants
expressed frustration during the interviews while referring
to them. Similarly, our analysis of the ecosystem revealed

several shortcomings. We now present them collectively as
concrete pointers to improve the documentation.

Include background information. Developers need to
clearly understand TPM concepts and how they can be lever-
aged for security functionalities. We argue that the current
documentation lacks background information about TPM con-
cepts. As some of the experienced participants in our study
pointed out, their theoretical knowledge and experience can
only give them a sense of familiarity. However, given the com-
plexity of concepts and the abundance of options available,
providing more information would help them confidently
utilize the needed options. Furthermore, we found several
examples of misconceptions and incorrect mental models by
less-experienced developers, which could also be addressed
by providing additional background information.

Provide code snippets for common use cases. Most develop-
ers use code examples from the documentation as their start-
ing point and repurpose them as per their needs. Although the
tpm2-tools documentation contains simple code snippets, it
lacks concrete examples for common use cases that require
the use of multiple commands (e.g., remote attestation). Our
participants also confirmed that they could not benefit much
from the simple snippets. In this realm, we recommend that
the TPM library uses the common use cases that we have
identified (refer to §4.1) as a starting point and include com-
prehensive examples around them in the documentation.

Improve entry-level documentation. Despite their prior cod-
ing and security experience, all our participants shared similar
struggles when they started developing with TPMs. They
found the TPM documentation to not be beginner-friendly.
Many beginners seem to have faced difficulties setting up
their development environment on their local machine and
setting up a communication interface with a TPM. We specu-
late that these difficulties, along with the complexity of TPM
concepts, would discourage the developers and may be one of
the reasons why there are few TPM developers. To this end,
our recommendation would be to improve documentation
with carefully curated content for entry-level developers. Our
study environment provides an online coding experience that
could be leveraged to teach how to code with TPM without
installing anything on a local machine.

Include guidelines for picking security attributes. We
found that developers selected security attributes and crypto-
graphic primitives based on their prior experience rather than
explicitly looking for existing guidelines (e.g., [41]). In the
case of TPMs, developers have additional non-cryptographic
security attributes to choose from, and a strong cryptographic
background would not be enough to help with their deci-
sion. We recommend including brief guidelines within the
documentation about both cryptographic and TPM-specific
security attributes. Having all required information in the
documentation would help developers formulate a security
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rationale and encourage secure choices. Any such guidelines
should cover the various attributes available but explicitly
promote the most secure ones (e.g., by using them in the
code examples). At the very least, the documentation should
include external links to any relevant guidelines.

Improve the documentation to address incoherence. We
observed that developers were confused by incoherent aspects
of the documentation on four occasions. The first occasion is
with the confusing naming conventions (refer to §5.1.1) — i.e.
when referring to commands or functions that share a common
prefix (such as tpm2_create vs. tpm2_createprimary).
The documentation could address this by alerting and remind-
ing the developer about the other commands. Secondly, many
commands are to be used in conjunction with suitable flags
and parameters, and the developers doubted of their choices.
Instead of just listing the available options, the documentation
should provide verbose descriptions and concrete examples.

The third occasion is when there are multiple approaches
for a task. For example, when to choose NVRAM over sealed
blobs for storage is trivial for experienced TPM developers,
whereas newcomers struggle to make the distinction. In such
cases, the documentation could compare the approaches and
help developers make the correct choice for their use case.
Finally, several instances of confusion exist due to inconsis-
tencies in the naming conventions across software versions.
For example, a participant complained about discrepancies in
flag usage between different versions of tpm2-tools. This
inconsistency breaks Green and Smith’s “ensure that APIs are
easy to read and update” principle, confuse the participant and
make them gullible to commit trivial mistakes. Along with
clear documentation, these confusions can be prevented by us-
ing common naming conventions that align with developers’
habits and mental models.

All our recommendations above provide essential compo-
nents that should reflect in the documentation. However, the
libraries must pay attention to balancing the depth and presen-
tation of information such that it neither overwhelms the new
developers nor bores the seasoned developers. One potential
solution would be to use documentation tools with rich text
features to improve readability and presentation.

6.2 For library software

Provide developer-friendly error messages. Designing ef-
fective error messages to provide feedback and assist develop-
ers is a longstanding research theme [33, 50]. However, many
libraries, including tpm2-tools, produce incomprehensible
error messages that are least useful and frustrate the develop-
ers. We have highlighted some of the examples in §5.1.3. A
common concern among our participants was that the error
messages lacked clarity and did not help resolve the problem.
Despite that, seasoned developers have adapted their mental
models of associating the ambiguous error messages with

something more concrete based on their experience. Since
new developers do not have this advantage, we suggest the li-
brary review existing error messages carefully. There is a wide
range of design guidelines on developing human-centric error
messages [20, 25, 46, 59], and we recommend the TPM com-
munity to adopt them. Similar to Green and Smith’s principles
“APIs should interact with the end user” and “APIs should be
hard to misuse”, we suggest revising the error messages to
be more specific and provide constructive feedback, e.g., that
suggests resolution or guides towards the right resources.

Provide concise output messages. Similar to error messages,
our participants were unsatisfied with the output messages of
tpm2-tools as they lacked clear feedback. Our recommenda-
tion is to review the output message formats to include the fol-
lowing necessary components. The output should show a suc-
cess message that not only assures the developer that the com-
mands have been executed without errors but also provides
them feedback on whether the command has achieved its goal.
Also, any interpretation and obvious additional steps (e.g.,
executing another command) to be taken must be clearly com-
municated. Additionally, the output should include a concise
description of meta-information (e.g., of the objects created)
if applicable. This recommendation is one way to make the
API self-explanatory and ensure that principle “APIs should
be easy to use” from Green and Smith is followed.

Utilize abstractions for sequential command execution.
There are several occasions where multiple commands have
to be executed sequentially. For example, for storing mea-
surements of a file in a PCR (in task 2), one can take
the hash of a file and then extend it to a PCR using
tpm2_hash and tpm2_pcrextend commands, respectively.
Alternatively, tpm2-tools offers an abstraction function
called tpm2_pcrevent which combines hashing and extend-
ing in one go. We strongly believe that such abstractions pro-
vide convenience to the developers and make their code less
error-prone by triggering a sequential execution of functions
that might be missed otherwise. Unfortunately, while there
are several abstraction functions available in the tpm2-tools
library, they seem to be underutilized. We recommend that
libraries promote and highlight the advantages of abstraction
functions whenever available. Also, they should identify oc-
casions where the order of command execution has to be pre-
served and provide abstractions for them. Even better would
be to provide abstraction functions for common use cases.

Promote secure cryptographic primitives. We recom-
mended in §6.1 that the documentation should include guide-
lines for picking security attributes. While security-conscious
developers may benefit from that, it is common for develop-
ers to rely on the default options, especially while picking
cryptographic primitives provided by the library. This finding
is also reflected in Green and Smith’s “Make defaults safe
and unambiguous” principle. Thus, libraries must avoid sup-
porting algorithms with known security vulnerabilities and
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set the defaults to the most secure primitive. If the insecure
algorithms have to be supported for legacy reasons, their use
should be discouraged, e.g., via warnings. When we exam-
ined cryptographic algorithms supported by the tpm2-tools
library, we found that the library does not support insecure
algorithms. However, the default options are set to the primi-
tive with bare minimum security in most cases. We suggest
that the library should consider updating defaults to the most
secure option available. We also remind that support for cryp-
tographic algorithms should be regularly audited, and support
for insecure ones (if found) should be discontinued.

7 Discussion

Our results hint at the importance of threat models in the
API ecosystem. We found that developers do not always feel
forced to make security choices unless a threat model is given
or they understand the threats to defend against. Documenta-
tion could bridge this gap by including common threat models,
extensive background topics and secure coding examples built
around common use cases. We believe that including threat
models in the documentation of security-critical technologies
would help developers cultivate intuitive security thinking
and form correct mental models.

Similarly, naming conventions, along with text and format
of errors and outputs, are crucial in invoking security thinking
among the developers. For example, using familiar terminolo-
gies (such as nonce) as part of the commands could do the
trick. However, in practice, software implementations often
blindly borrow the names and texts defined in the standard
specifications. This leaves minimal scope for improvement
in the later stages. In this realm, we recommend considering
usability and human factors already in the creation of the
specifications. In particular, HCI usability experts should re-
view the function names, text, and error and output formats.
We believe API design principles [30] that are typically rec-
ommended at the implementation stage can also be applied
while designing the specification.

Roadblocks faced by developers could easily make them
gullible to commit mistakes, which could have serious con-
sequences in the context of security-critical technologies. Li-
braries can learn from the common mistakes and address them
in the software development life cycle. Modern code repos-
itories provide an easy way of tracking end-user issues and
creating automated workflows for integrating their solutions
(e.g., as a feature) in software updates.

Our interaction with the developers drew attention to the
importance of communities, as they often seek help from
sources outside the software documentation. In particular,
they rely on peer support and prefer immediate help (e.g.,
ready-made code and error resolution tips). Unfortunately, the
generic venues for such help (e.g., Stack Overflow) lack use-
ful content for niche technologies, such as TPM. In such cases,
community forums of these technologies play a vital role. For

example, we observed that Tpm.dev is one such community
forum for TPM developers to discuss concerns and learn from
each other, irrespective of experience or library preference.
Tpm.dev has also recently started to share beginner-friendly
resources [11], written by seasoned developers. We have dis-
cussed our results with Tpm.dev to encourage their initiative
and hope they benefit from this study.

Limitations. One of the limitations of this work is the small
number of participants. Despite that, we believe our results
are generalizable due to the participants’ expertise. Simi-
lar to Nielsen-like heuristic evaluations [42], we argue that
the usability issue discovered for one participant is likely to
indicate a general usability issue [31, 39, 45]. The other lim-
itation is that our results are drawn only by observing the
tpm2-tools library. Despite being allowed to choose a dif-
ferent TPM library supported by our study environment, all
participants, including those familiar with multiple libraries,
used tpm2-tools. However, we consider our results gener-
alizable because the other libraries, similar to tpm2-tools,
closely mirror the specifications. A comparison is provided
in Appendix A. Our independent analysis confirmed that they
do not provide more user-friendly function abstractions or
naming. While the author of the IBMTSS library claims to
provide a simpler interface , there is no empirical evidence
to support their usability claims. Future studies can utilize
our study environment and insights from this study to vali-
date such claims or, even better, to conduct a quantitative and
comparative analysis between different TPM libraries.

8 Conclusions

We conducted the first qualitative study targeting TPM library
APIs and found that they are not developer-friendly. In par-
ticular, we identified specific areas where the TPM library
APIs contain usability and security pitfalls and provided rec-
ommendations to fix them. Our contributions also include an
open-source environment for TPM usability studies.

Our findings support those of past API usability and secu-
rity studies. Additionally, we found new insights by study-
ing the interesting combination of cryptographic and non-
cryptographic features of TPM that is rarely seen in previ-
ously studied security APIs. Some of the identified pitfalls
can be traced back to the TPM specification that forms the
design basis for software implementation. Based on this obser-
vation, we highlight an important issue: any technology that
follows standard specifications tends to accumulate usabil-
ity pitfalls, well before its implementation, in the standards
design. This is an opportunity for standardization bodies to
prioritize usability by involving HCI experts in the design
process. Previous studies have not highlighted this issue, and
no usability frameworks have been explicitly created for the
standards.We hope that our work inspires and steers future
research in this direction.
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Appendices

A TPM library comparison

Table 3: Comparison between TPM Library APIs

tpm2-tools
[7]

IBMTSS
[2]

go-tpm
[1]

wolfTPM
[12]

Programming
language

Shell C/Shell Go C

Date of
creation

August 2015 May 2015 February
2018

January 2018

Usage statistics + 507 GitHub
stars

11 Source-
forge

reviews

391
GitHub

stars

124 GitHub
Stars

85830
downloads

22136
downloads

dependency
of 58 Go
projects

75
downloads

Version used in
our study *

v5.0 v1.5.0 v0.3.2 v2.0.0

Supports
functions
needed
for study tasks

Yes Yes Yes Yes

Follows
the standards
closely

Yes Yes Yes Yes

Usability
claims

No Yes No No

* This was the latest release of the library at the time of the study design.
+ As of May 19, 2022.

B Preliminary survey

• Have you worked on hardware-based security (trusted
computing)?

• Have you developed using the Trusted Platform Module
(TPM)? Development of any kind that requires hands-on
skills

• What are you using/have you used TPM for? (As part of
work; Hobby projects; School/University projects; Other
(please specify))

• How many years of experience do you have with TPM
development (Less than a year; 1-2 years; More than 2
years)

• Which version of TPM have you used? (TPM v1.x; TPM
v2.0)

• Have you used any of the TPM simulators?
• Which TPM software stack (TSS) have you used or use?

[All that apply] (tpm2-software (tpm2-tss/tpm2-tools);
TPM 2.0 TSS by IBM, TPM TSS by Microsoft; go-tpm
by Google; WolfTPM; Other (please specify))

• What have you used TPM for? Feel free to describe it in
detail. If you have any open source projects, blog posts,
or products, we would love to have a look at them. (free
text)

• Are you interested in taking part in our study about the
usability of TPM libraries? The study will include some

simple tasks that involve using TPM libraries. Your ef-
forts will be fairly compensated.

• Please provide us your email. We will use your email
only for contacting you for the next phases of our study.
If not, your email will be deleted immediately and per-
manently. The email provided by you is not used for any
other purposes. (free text)

• Please tell us your name. We will use it only for address-
ing you when we send further communication about our
study. (free text)

C Participant sampling and recruitment

First, we created a participant pool of the target population
from personal contacts, mailing lists, forums, and code reposi-
tories. Then, we contacted them to take part in our preliminary
survey via emails and social media (Twitter and LinkedIn).
This survey collected participants’ contact and demographic
details, information about prior experience, TPM software
libraries, their use of TPM and willingness to participate in
the next part of the study. 36 out of 48 people expressed their
interest in participating in the second part. We prioritized 34
participants who matched the criteria for our target population.
We then invited them to participate via an email that contained:
a reminder of their preliminary survey, a brief description of
the goals, a link to their study environment, assigned library,
compensation details (worth 100 C), and the approximate
time needed to complete the study. 13 participants completed
all the tasks, and the majority (N=11) used the tpm2-tools
library. Our results are from a qualitative study of 9 of them
whom we interviewed.

D Task descriptions

Task 1 (Track A): Asymmetric Encryption

Step 1a: Create Key. Your task is to create a secure asym-
metric key of your choice for encryption purposes (e.g., for
encrypting a file on your disk) using the TPM.
While creating the key, make sure the following conditions
are met:

• The key should be exportable to other devices
• The key should be available across system reboots

Step 1b: Encrypt. Use the key you created in Step 1a to
encrypt path/to/file

Step 1c: Reboot and decrypt
• First, reboot the environment by clicking the “Reboot

TPM” button in the IDE.
• Then, decrypt the file you encrypted in step 1b.
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Task 1 (Track B): Symmetric Encryption
Step 1a: Create Key. Your task is to create a password-
protected symmetric key of your choice using the TPM.

While creating the key, keep in mind the following:
• You may have to repeatedly use this key for encryption

and decryption

Step 1b: Encrypt. Use the key you created in Step 1a to
encrypt the following:

• The string “TPMMakesMeFeelGreat”
• path/to/file

Step 1c: Decrypt
• Now, using the same key, decrypt the string

<enc.string> from step 1b.
• Also, decrypt the file <enc.file>.

Step 1d: Cleaning the environment (Optional step) Other
users may be using this environment in the future. If there is
any code cleanup you would like to add, you can do so now.

Task 2: Storing Measurements
Step 2a: Measure and store in PCRs. Your task is to mea-
sure the file path/to/file and store the measurements using
suitable PCRs.

The measurements stored in the PCRs are used in remote
attestation to validate that the host machine has the correct
configuration (based on config.json).

When storing the measurements, keep in mind the follow-
ing:

• The attestation server may request the measurements
from any PCR bank.

Step 2b: Read measurements. Read the contents of the
PCRs (extended in step 2a). This is done to ensure that the
measurements are recorded correctly.

Please make a note if you encounter any error(s).

Task 3: Securing Secrets
Step 3a: Store secret in the TPM. Your task is to store the
secret string “workingWithTPMisAwesome” securely in the
TPM.

The PCR allocation is as follows.
PCR 0: Core Root of Trust for Measurement,
PCR 1: Firmware, PCR 2: Kernel,
PCR 3: Config, and PCR 4-23: Unused.

While storing in the TPM, make sure that the following
conditions are met:

• The secret should only be readable when the firmware
has not been modified.

• The secret should not be modifiable after it has been
written into the TPM.

Step 3b: Read secret. Read the secret (stored in step 3a)
from the TPM. This is done to ensure the secret is stored
correctly.

Please make a note if you encounter any error(s).

Task 4: Remote Attestation

Step 4a: Get quote. Your task is to get a quote of a machine
for remote attestation.

The PCR allocation is as follows.
PCR 0: Core Root of Trust for Measurement,
PCR 1: Firmware, PCR 2: Kernel,
PCR 3: Config, and PCR 4-23: Unused.

While getting the quote, make sure that the following con-
ditions are met:

• The quote should include the state of the kernel.
• The quote should be signed using an appropriate key

to prove that the quote contents were generated by a
legitimate TPM.

Step 4b: Verify quote. You are provided with the fol-
lowing files in your environment under the directory
path/to/directory.
q1.msg: Quote file (signed by key1),
q1.sig: Signature file for q1.msg,
key1.pub.pem: Public part of key1 in PEM format,
key1.pub.tss: Public part of key1 in TSS format.

Your task is to verify that the quote contents of q1.msg can
be used for remote attestation.

While verifying the quote, make sure that the following
conditions are met:

• The content of the quote was generated by a TPM.
• The content of the quote has not been tampered with.

E TPM security features

Table E.4: List of cryptographic security features

Code Description
C1 Symmetric −→ Encryption
C2 Asymmetric −→ Encryption
C3 Asymmetric −→ Signing
C4 Hashing
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Table E.5: List of non-cryptographic security features

Code Description
NC1 Use of the TPM hierarchies
NC2 TPM key restrictions
NC3 Restrictions against TPM-internal states (e.g.

PCRs, NVRAM, counters)
NC4 Restrictions against TPM-external states (e.g.

password, signature, smart cards)
NC5 Session-based command or object authorization
NC6 PCR usage

F Questionnaires

Demographics
• How long have you been programming? (Less than a

year; 1-2 years; 2-5 years; More than 5 years)
• How long have you been programming with TPMs?

(Less than a year; 1-2 years; 2-5 years; More than 5
years)

• In which context do you usually deal with TPM related
topics? (Big company (>250 employees); Small and
medium enterprise (including startups); Academic insti-
tution; On my own free time after work; Other (Please
specify))

• What is your occupation?
• Are you associated with <library> in any of the fol-

lowing capacities? [All that apply] (Creator; Maintainer;
Regular contributor; I might have contributed something
minor; End user; Other (Please specify))

• Do you have a computer security background?
• What is your highest level of education? (No formal

education; Some high school; High school or equivalent;
Technical or occupational certification; Some college
course work completed/Associate degree; Bachelor’s
(or undergraduate) degree; Master’s degree; Doctorate
degree)

• Please tell us your gender. (Female; Male; I prefer not
to say; Other (Please specify))

• Where are you from? (dropdown)
• What is your age (in years)? (<18; 18-29; 30-39; 40-49;

50-59; >60)
• We will contact you again with respect to compensation

once the survey is over. Please leave your email address
below. (free text)

Task-specific questionnaire
• How familiar are you with the task that you have just

attempted? (Not at all familiar; Slightly familiar; Some-
what familiar; Moderately familiar; Extremely familiar)

• How frequently have you done tasks like this one?
(Never; Rarely; Sometimes; Often; Frequently)

• How difficult was this task? (Very difficult; Difficult;
Neutral; Easy; Very easy)

• Did you encounter any error messages? If yes:
Please rate your agreement to the following statements
on a scale from ‘strongly disagree’ to ‘strongly agree.’
(Strongly disagree; Disagree; Neutral; Agree; Strongly
agree)

– The error or warning messages were helpful in
improving my answers.

– The error or warning messages were helpful in
making secure choices, e.g. while selecting param-
eters for specific library functions.

• Did you manage to complete all the steps in this task?
If yes:

– I think my code snippet for this task is correct.
(Strongly disagree; Disagree; Neutral; Agree;
Strongly agree)

– I think my code snippet for this task is secure.
(Strongly disagree; Disagree; Neutral; Agree;
Strongly agree)

– Did you refer to any of the following resources
while completing the task? [All that apply]

* Official resources (Official library documenta-
tion; TCG Technical standards; I did not use
official resources)

* Additional resources (Mailing lists or com-
munity forums of the library that you used;
Third-party/generic TPM forums (e.g., stack
overflow, social media groups); Blogs, walk-
through and hands-on guides; Training and
workshop materials; Personal notes; I did not
use additional resources; Others (please spec-
ify))

– Did you observe anything interesting when com-
pleting the task? If yes, please describe it. (free
text)

If no:
– Why do you think you could not complete all the

steps? [All that apply] (I did not know how to do it;
I could not find suitable resources to help me com-
plete the task; I tried and gave up midway because
the steps were too difficult or time-consuming; The
description was not understandable; The task did
not interest me; Other (please describe))
If "I did not know how to do it" or "I could not find
suitable resources to help me complete the task:

– Did you refer to any of the following resources
while completing the task? [All that apply]

* Official resources (Official library documenta-
tion; TCG Technical standards; I did not use
official resources)

* Additional resources (Mailing lists or com-
munity forums of the library that you used;
Third-party/generic TPM forums (e.g., stack
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overflow, social media groups); Blogs, walk-
through and hands-on guides; Training and
workshop materials; Personal notes; I did not
use additional resources; Others (please spec-
ify))

Exit questionnaire
• In general, which of the following do you refer to for

your regular TPM-related activities? (Official resources
only; Additional resources only; Mostly official re-
sources, but sometimes additional resources; Mostly ad-
ditional resources, but sometimes official resources)

• Overall, I would rate the user-friendliness of <library>
as (Worst imaginable; Awful; Poor; Fair; Good; Excel-
lent; Best imaginable)

• How satisfied are you with the <library> documenta-
tion? (Not at all satisfied; Slightly satisfied; Moderately
satisfied; Very satisfied; Extremely satisfied)

• How do you rate the quality of the <library> documen-
tation? (Very poor; Poor; Acceptable; Good; Very good)

• How frequently do you refer to additional resources?
(Never; Rarely; Sometimes; Often; Frequently)

• If you refer to additional resources, what do you think is
the reason? [All that apply] (<library> documentation is
not clear; <library> documentation is incomplete/work-
in-progress; <library> documentation does not add
much beyond what is already there in the standards;
There are no examples (code snippets or pseudo-code)
of common use cases; Background information (e.g.,
TPM or programming concepts) is missing)

• Is there anything else you want to tell us about <li-
brary>? (free text)

G Technical details of the study environment

Figure G.1: Interface of the study environment

Our main goal for the study environment was to present
tasks and questionnaires in a single platform, as an online In-
tegrated Development Environment (IDE), to give a seamless
user experience. Also, we wanted to control both the frontend
and backend to tweak the user interfaces and capture crucial
details, such as partial and intermediate submissions. The
off-the-shelf solutions neither satisfied all our requirements
nor supported TPM functionalities. Hence, we built the study
environment from scratch using open-source components.

We used the SurveyJS library [5] to build a survey app for
the questionnaires. We then integrated the self-hosted version
of the Judge0 online IDE [3] with a TPM emulator [21] in the
backend. Please note that, unlike real TPMs, the emulators do
not include manufacturer-certified keys in the endorsement
hierarchy. However, they are a helpful utility to test TPM
functionality without having the hardware and in remote stud-
ies. We supported coding with widely used TPM libraries:
tpm2-tools [7], IBMTSS [2], go-tpm [1], and wolfTPM [12].

The backend also contained a MongoDB database that col-
lected responses to the tasks and questionnaires. We bundled
the survey app, IDE, TPM emulator, and the database into a
docker image and hosted it on our servers.

H Interview script

We present a skeletal structure of our interviews along with
some of the questions in this section. Please note that, for
each participant, we had created prompts using their code
snippets and questionnaire responses that we found to be
worth discussing in-depth. We used probes based on them,
which differ for each participant and cannot be generalized;
hence, we excluded them from the script presented below.

H.1 Introduction

Mutual introduction and reminder about the study

Ice breaker
• What do you use TPMs for?
• What are the common use cases of TPMs for you?
• How technology like TPM is contributing the field of

security?
• Where is TPM useful and where is TPM not useful?

Confirming ecological validity
• How did you feel about the study environment and logis-

tics?
• What about your prior experience or familiarity with

such studies involving coding tasks, mainly the IDE?
• Are there any troubling components in our study that

you want to highlight?
• Do you have any suggestions for improvement?
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H.2 Task- and questionnaire-specific observa-
tions

Task-specific

General approach to TPM programming:
• How did you figure out what commands to use?
• Describe your process when starting a task?
• How did you search for relevant information?
• What resources helped you get started with the tasks?

Task 1: Symmetric/Asymmetric encryption
• How did you pick the cryptographic algorithms for cre-

ating the keys?
• Could you describe any examples that might have helped

you when choosing other parameters? e.g., key length.

Task 2 :Storing measurements
• How did you select which PCR to extend with the mea-

surements of the configuration file?

Task 3: Securing secrets
• Could you describe how and where is this secret stored?
• Could you describe any other ways to complete this task?
• Knowing now that there are other approaches, do you

see any advantages or disadvantages of your approach
over others?

Task 4: Remote attestation
• How do you verify the quotes are good to be used for

remote attestation?

• Can you describe quote verification process?
• How do you verify the quote was generated by a TPM

and it has not been tampered with?
• How do you confirm that the quote is valid?
• How do you think the verification could be simplified?

Questionnaire-specific

Correctness and security
• How did you verify that the task conditions were met?
• Why do you think your answer is secure?
• How did you verify you answer is secure?
• How do you know the defaults (or chosen parameters)

are secure?
• Did you do any extra checks or referred somewhere?

H.3 General discussion

• Why do you think you had to look for help outside the
official documentation?

• Why do you think the non-official resources are more
reliable and useful than official resources?

• How do you think TPM library documentation and TPM
standards could be written to compliment each other?

• How do you think the library can be improved?
• How do you think developers can contribute to improve

the library further?
• Is there anything that you want to tell us regarding your

experience about the library?
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Abstract
Electronic voting researchers advocate for verifiable voting
schemes to maximise election integrity. In order to maximise
vote secrecy, so-called code-voting approaches were proposed.
Both verifiability and code voting require voters to expend
additional effort during vote casting. Verifiability has been
used in actual elections, but this is not the case for code
voting due to usability concerns. There is little evidence
from empirical studies attesting to its usability. Our main
contribution is to extend an existing verifiable voting system
(used for real world elections) with a code-voting approach
to improve the system’s security properties. We minimise
voter effort as corresponding QR codes are scanned instead
of requiring manual code entry. We conducted a user study
to evaluate the general usability of this proposal as well as
its manipulation-detection efficacy. In particular, we found
that extending the considered verifiable voting systems with
code-voting approaches to enhance vote secrecy is feasible
because we could not observe a significant decrease in general
usability while manipulation detection improved significantly.

1 Introduction

The pandemic caused an increasing number of organisations to
contemplate vote casting over the Internet for secret polls, and
governments are also considering online elections. However,
this requires deployment of various cryptographic techniques
to ensure vote secrecy and election integrity. One of these
techniques is individual verifiability. It allows voters to verify
that their vote is cast correctly and also that their vote has been

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
August 7–9, 2022, Boston, MA, United States.

recorded as cast. Another one is universal verifiabilty which
provides strong cryptographic proofs, that enable independent
third parties to verify that the final tally correctly reflects all
recorded votes. Together, they facilitated detection of attacks
on the election’s integrity and, in the absence of detected
manipulations, permits strong guarantees of election integrity.
The level of achieved vote secrecy depends on the verifiable
voting scheme being in place. However, most verifiable
voting schemes do not defend against a compromised voting
client (i.e., the voter’s laptop, smartphone or vote-casting
application) that can violate vote secrecy despite the presence
of verifiability.

From a usability perspective, individual verifiability is par-
ticularly challenging, as this requires voters themselves to un-
dertake extra steps in addition to casting their vote. Therefore,
it is not surprising that a range of usability and manipulation-
detection efficacy studies have been carried out, e.g. [1–17].
Yet, the studied verifiable voting schemes rely on the
trustworthiness of voting clients with respect to vote secrecy.

Our paper focuses on the verifiable voting system used in
Switzerland1 for elections and referenda. The usability of this
system and corresponding voting materials -– in general, as
well as with respect to its efficacy to enable voters to detect
manipulations — was evaluated and improved by [16,17]. The
Swiss system assumes that attackers cannot manipulate voters’
devices nor the vote-casting application. If this assumption
does not hold, vote secrecy could be violated.

One way to address the question of voting client trustwor-
thiness is code voting. This means that voters cast their vote by
entering so-called voting codes, which are uniquely assigned
and delivered to each individual voter: one per voting option.
Because the vote casting device cannot map the voting code
entered to any of the options, the assumption of trustworthy
voting clients is no longer required to ensure vote secrecy.
Code-voting schemes have already enjoyed attention from

1Switzerland is one of the few countries to allow Internet Voting for
political elections and referenda. As a direct democracy, it holds several
elections/referenda per year. Most of their elections and referenda are based
on simple ballots (m out of a small number of n options).
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security researchers, e.g. by [18–22]. However, these schemes
have not been used for real elections. Usability concerns are
often voiced by election officials due to the additional com-
plexity of handling these codes. To the best of our knowledge,
only two user studies were conducted in which code-voting
approaches were included. In [23], three different code-voting
approaches were evaluated in a within-subjects study. None of
these approaches provided any means of verifiability. In [24],
the authors compared three vote casting approaches (each with
a different security level), including one approach with voting
codes and a confirmation code to enable individual verifiability.
The within-subject study mainly evaluated acceptance of the
three approaches. While the authors also report on System
Usability Scales (SUS) for each approach, the code-voting and
verifying approach responses might have been influenced by
the fact that participants used two less secure and also less com-
plicated approaches beforehand. Note, the efficacy in enabling
voters to detect manipulations for code-voting based verifiable
schemes has not been evaluated by any user studies, yet.

In this paper, we make two proposals to improve the se-
curity of one concrete implementation of a verifiable voting
scheme: The Swiss voting system. In essence, first, we extend
the Swiss verifiable system by code-voting, thus improving it
towards vote secrecy (proposal-code-voting-with-QR-codes).
To address potential usability shortcomings, we propose that
voters are issued with QR codes, so that they can use a camera-
equipped device,most likely their smartphone, to cast their vote.
These QR codes also contain the so called initialisation code.
This allows us to use longer initialisation codes compared to
those voters need to manually entered in the original system.
Thereby, we also improve the security of voter authentication
compared to the original Swiss voting system. Second, we pro-
pose a variant of the Swiss system (proposal-standard-voting-
with-QR-codes) that does not rely on code voting but still uses
QR codes for the so called initialisation code. This second pro-
posal is equally vulnerable to vote secrecy violations from mali-
cious voting clients as the original system. However, it provides
more evidence with respect to voter authentication as compared
to the original system. Thus, from a security perspective, our
first proposal out-performs the second, and both out-perform
the original system and thereby also its improved versions from
[16, 17]. Note, from a security perspective, our first proposal
also out-performs the approaches evaluated in [23] (which uses
code voting, but does not provide any means to verify).

Besides proposing these two improvements to the Swiss
verifiable voting system, the goal of this paper is to report on
the evaluation of both systems in terms of general usability
as well as in terms of manipulation-detection efficacy. We
compared our results with those of the original system reported
in [16] and to relevant related work. We developed a study
protocol which facilitated remote participation, i.e., study
materials incl. the voting materials was sent through the
post, because Covid-regulations did not permit face-to-face
user studies. Using this protocol, we conducted a user study

– consisting of two between-subjects experiments – with
139 participants. The first experiment evaluated the general
usability of both proposals. The second experiment evaluated
their manipulation-detection efficacy.

In summary, our contributions are as follows2: (1) We make
two proposals to improve security of the Swiss voting system.
(2) We evaluate the general usability of these two proposals.
We compare our results in comparison to those reported by Ku-
lyk et al. in [16] for the original system.We did not detect a de-
crease in general usability of our proposals as compared to the
original system. The average SUS scores are compared to those
reported in relevant related work. (3) We evaluated the efficacy
of our two proposals with respect to manipulation detection.
Both performed significantly better in this as compared to the
original system (using the data from [16]). We also compare
the manipulation-detection efficacy of our proposals with those
reported in relevant related work. (4) We propose a study pro-
tocol which allows user studies to be conducted remotely in the
context of electronic voting. We also discuss lessons learned.

With our research, we are in particular the first to study
the efficacy in enabling voters to detect manipulations for
a code-voting based verifiable schemes. While there is also
room for further improvements to enable even more voters
to detect manipulations, our research shows that the Swiss
election officials should consider extending their system as
proposed in this paper. In general, our research indicates that
it is worth considering more QR-code-enabled code-voting for
verifiable voting systems, because they can be implemented
in such a way that their usability is comparable to the usability
of extant systems while it is not required anymore to trust that
voting clients are trustworthy.

2 Related Work

Several security analyses of electronic voting systems have
found serious vulnerabilities, e.g., [26–28]. These results
show the importance of verifiability. Verifiable voting schemes
enable voters, candidates, and election officials to check
whether or not the voting system has been manipulated.
Unsurprisingly, the research community focuses on such
verifiable voting schemes. Several were already being used
for real elections and secret polls.

Several studies have evaluated the usability of verifiable
electronic voting systems, e.g. [1–16, 24]. While most of these
studies focus on one of five approaches that enable voters to
verify, Marky et al. compared approaches with each other [15].
Most of the user studies reported good results for the general
usability. The manipulation-detection efficacy results were
mixed. In particular those studying actual systems in use have
shown less optimistic results with regards to manipulation

2One of the two proposals (i.e. the proposal-code-voting-with-QR-codes
was presented in a work-in-progress paper together with its general usability
evaluation [25] – but without the evaluation on its manipulation detection
efficacy.
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detection. This is the case for the Norwegian Internet voting
system in [11], and for the Swiss voting system in [16, 17].

Some researchers studied user perceptions and mental
models of verifiable voting systems. Distler et al. [14], for
example, found that users felt less secure after having verified.
Other works, e.g. [1, 9, 10, 13, 29], identified misconceptions
which prevented study participants from verifying their vote.
These studies have concluded not only that improvements
need to be made in the usability of verifiable voting systems
needs to be improved. They also stressed the importance of
properly communicating the ’extra’ steps needed to verify.

While verifiability is used to maximise the election integrity
guarantees, an important building block for maximising vote
secrecy is the use of voting codes. Here, voters receive an
individual code for each voting option. These codes are usually
sent via the national postal service. Instead of selecting their
option on the screen, they enter the corresponding voting
code. The security of code-voting schemes have already been
studied, e.g., in [18–22]. The usability of code-voting schemes,
however, has been the subject of only two studies, i. e. [23, 24].

The usability of three different approaches to implement a
non-verifiable code-voting scheme have been evaluated in [23].
In a between-subject study with 18 participants, they used the
SUS items to report on the usability of three approaches to en-
ter voting codes: (1) manually entering the code, (2) scanning
a corresponding QR code from a booklet of QR codes, and (3)
tangible objects. The focus of the study was on the process of
casting a vote, while other steps, such as voter authentication,
were not part of the participants’ task. Furthermore, there was
also no verifiability in place. The mean SUS performance for
the manual approach was 61.25, for the QR-code approach
84.02, and for the tangible objects 78.61. While the study
has several limitations, the authors found that code voting as
such can be usable. In particular they report that the QR-code
approach significantly out-performs the manual approach in
terms of usability. We were inspired by their work to further
consider code voting based on QR codes. However, we wanted
to propose an entire system that provides both voter authentica-
tion and verifiability – and not just consider vote casting alone.
We thereby explored using QR codes instead of having voters
manually entering codes, because QR codes have advantages
not only in terms of usability but also in terms of security: QR
codes enable voters to enter large codes much more efficiently
and effectively. Larger codes can significantly improve the se-
curity of verifiable voting schemes both with code-voting (see
our proposal-code-voting-with-QR-codes) and without code-
voting (see our proposal-standard-voting-with-QR-codes).

Three voting schemes on different security levels were
evaluated using a between-subjects study in [24]. One of
their schemes employed a verifiable code-voting. The authors
mainly studied the impact of explaining the need for the
various additional security-related steps (besides clicking on
the voter’s preferred candidate) on user acceptance. Because
of the need to explain each scheme, all participants interacted

with the three schemes in the same order. The authors conclude
that although the verifiable code-voting scheme obtained a
SUS value of only 67, the participants tended to prefer this less
usable system to a more usable but less secure system. The au-
thors also report that the SUS performance for the code-voting
approach was significantly lower than the none-code-voting
approaches. However, participants may have been biased when
judging the verifiable code-voting scheme, having already
interacted with two more usable approaches. The research
focus of this study differed from ours (acceptance versus
usability/manipulation-detection efficacy). In particular, the
authors did not study manipulation-detection efficacy. Fur-
thermore, the verifiable code-voting approach in [24] requires
voters to manually enter voting codes while in our proposal,
codes are entered by scanning corresponding QR codes.

3 Background

We begin by first explaining the Swiss online voting system,
as we propose security improvements for it (see Section 4).
We then summarise the usability improvements that have been
proposed for this system by Kulyk et al. [16] for this system.

3.1 The Swiss Electronic Voting System
In the Swiss voting system, the process of casting a vote
proceeds as follows (see also Figure 4 in the Appendix, which
shows the underlying voting scheme): Voters receive an
individual code sheet (usually called a polling sheet) via
the postal service, containing one initialisation code, check
codes for each voting option, one confirmation code, and one
finalisation code – all being unique for each voter. It should
be noted that Switzerland has no electronic ID system by
which voters could be authenticated online. Therefore, the
system generates an election-specific key pair for all voters.
The private key is derived from the initialisation code.

To start the vote casting process, voters manually enter
their initialisation code (which is provided to them on their
polling sheet) by typing the corresponding characters in the
corresponding field of the election webpage and then selecting
their voting option using the election webpage. The election
webpage then displays a check code with which voters are
supposed to compare the code next to their voting option
on their polling sheet. If the check codes match, the voter
confirms the correct code by (again manually) entering the
confirmation code. If the check code is incorrect (or no check
code is displayed), the voter is supposed to complain. Finally,
voters receive a finalisation code that should match the code on
their polling sheet, as a confirmation, that their vote has been
recorded. If this is not the case, again they are supposed to
submit a complain. It should be noted here that the check code
would be sufficient to verify. From from an organisational
perspective, however, it is recommended that there are two
additional steps and codes, respectively, in order to allow the
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system to be able to react to complaining voters; in this way,
voters reporting issues ca be offered an alternative voting
channel (postal or in person). Furthermore, the communication
between the voters’ devices and the election infrastructure is
secured on the transport layer using TLS.

Usability and Security Considerations. According to the
requirements in [30], the initialisation must have at least 20
characters, each check codes must have at least four digits,
the confirmation code must have at least nine digits, and
the finalisation code eight digits. Thus, in terms of general
usability, the most error-prone task is to manually enter
the initialisation code as well as the confirmation code.
More information on the underlying scheme, e.g. how the
election infrastructure3 computes the codes to be sent back in
distributed manner and how the votes are tallied in a verifiable
way, is provided at [31]. The Swiss voting system relies on
the trustworthiness of the voting client (i.e., the voters’ laptops
or smartphones, and the vote-casting application) for ensuring
vote secrecy. The voting system also assumes that the printers
in charge of printing the polling sheets do not maliciously
cooperate with the voting client to violate election integrity.
For the second assumption to be realistic, printing presses are
operated offline. We refer to this system including the voting
materials and user interfaces as the ’original system’.

3.2 Improvements and Study Reported in [16]

Two papers have proposed and evaluated usability improve-
ments for the Swiss system [16, 17]4. Both approaches
propose changes in the design of the polling sheet to a more
step-by-step instruction and a reduction in the information
provided on the election webpage. We base our research on
the improvement from Kulyk et al. from [16] for the following
reasons. First, Kulyk et al. studied manipulation-detection
efficacy with respect to two different manipulation approaches,
while Marky et al. studied only one. Second, the study design
in [17] is less reliable with respect to manipulation-detection
efficacy. The low reliability is due to: (a) In [17], manipulation
had to be reported using a corresponding button on the
election webpage, which is contrary to the adversary model
that assumes a potentially malicious voting client; and (b)
participants used the system twice, once without manipulation
and then with manipulation, potentially making it much easier
to detect a difference from the previous election, than if the last
election is some months or even years ago. Third, the authors
of [17] did not specify the details of their manipulations. Most
importantly, they failed to describe the changes introduced
to the user interfaces; thus it is not clear from the paper, how
easy it was for participants to detect the manipulation. Fourth,

3The election infrastructure is a composition of several services conducted
by independent parties. The details of their interaction are not relevant for
the usability of the cast as intended verifiability functionality.

4The authors of [15] also studied an improved version of the Swiss system.
However, the improved version is identical with the version studied in [17].

the data from Kulyk et al. [16] is available on the Internet5.
In [16], Kulyk et al. analysed the voting materials and the

election webpage of the Swiss system through several brain-
storming and feedback sessions with lay persons and various
experts. Based on the issued raised in these discussions – par-
ticularly those that may prevent voters from detecting manip-
ulations – Kulyk et al. proposed a revision of both the voting
materials (see Fig. 2 in [16]) and the election webpage (see Fig.
3 in [16]). The voting scheme is as described in Figure 4 in the
Appendix. It should be noted that, while their focus was on us-
ability improvements to the Swiss system6, our proposals focus
on security improvements and their potential implications for
both general usability and the manipulation-detection efficacy.

Both the original system and the improved system were
evaluated on two parameters: (1) the general usability based on
the System Usability Scale (SUS) and (2) their manipulation-
detection efficacy, i.e., whether voters could detect manipula-
tions of their cast votes. The evaluation was based on a lab study
of a total of 128 participants. Their study evaluated the general
usability of the original system compared to the improved sys-
tem (’general usabilitygroups’). In addition, the study tested
the manipulation-detection efficacy (’manipulation groups’)
by manipulating the votes cast during the study. Their research
included two types of manipulations, both of which would
enable attackers to change the intended vote to a vote preferred
by the attacker, if undetected. The difference between the
manipulations lay in the changes to the user interface: In the
first manipulation type (called ’replace-manipulation’), the
attacker would show the check code which the attacker would
obtain from the election infrastructure after having cast their
own vote (which is different from the vote cast by the actual
voter). This check code differs from the code that voters would
expect. Thus, the attacker would need to hope that voters do not
check whether the displayed check code is correct, because the
interface says ’Continue by scanning the confirmation code’.
In the second type of manipulation ( ’remove-manipulation’),
no check code would be shown; instead, the voter would see
a message confirming that their cast vote had been accepted by
the voting system. Afterwards, the vote casting would continue
– for both manipulation types – as described in the polling sheet.

Thus, Kulyk et al.’s user study consisted of six groups –
three groups using the original system and three using their im-
proved system. Participants were randomly assigned to one of
the groups. All groups were told that the study goal was to eval-
uate the system’s usability, and all participants were given the
task of casting a vote. All participants carried out the following
steps: First, they were given an information packet contain-
ing an informed consent form, general information about the
study, role card (including which option to select) and actual
voting materials (including the election letter and the polling
sheet). After the participants had read this information, they

5https://secuso.aifb.kit.edu/downloads/voting_
manipulations_2020.xlsx

6This is also the case for [17].
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could use the study laptop to proceed with vote casting. The
election letter explained to participants that they should contact
the (study) support in case of any problems. After these initial
orientation steps, the following steps differed depending on the
situation. Those participants assigned to the ’general usability-
groups’ and those from the other groups who did not report the
manipulation were asked to fill out a questionnaire. Those in
the ’manipulation groups’ were debriefed afterwards, i.e. they
were informed about the manipulation and that the actual goal
of the experiment was to study the manipulation-detection effi-
cacy. Those who reported the manipulation were first debriefed
and then asked whether they would be willing to continue the
study and to complete the survey questionnaire. The study
found that the detection rates for both types of manipulation
were significantly higher for their improved system compared
to the original system (76% versus 100% and 10% versus 43%).
The SUS scores were very similar for both schemes with 79.9
for the original system and 80.9 for the improved scheme.

We refer to this system including the voting materials and
user interfaces as ’system from [16]’.

4 Proposed Voting Systems

In this section, we describe the two extensions which we
propose for improving the security of the Swiss voting system.
Both extensions have been evaluated (see Sections 5 and 6).

4.1 Security Improvements with Voting Codes
(proposal-code-voting-with-QR-codes)

The first proposed improvement is to extend the Swiss
voting system using code voting. With this extension, the
individual polling sheet from the Swiss system also contains
one individual voting code per voting option on the ballot.
The voting codes are different for each voter. Thus, voters
must enter the voting code corresponding to their chosen
option. The different independent parties building the election
infrastructure together deduce the actual option from each cast
voting code during the tallying. As the voting client cannot
map the voting code to any of the options, there is no need to
operate with the assumption of a trustworthy voting client7.

While this proposal increases the security level compared to
the original Swiss system and to the improved system studied
in [16, 17], the actual usage of voting codes made the voting
process more complicated (and potentially less intuitive for
voters). Furthermore, in order to achieve an adequate level
of security, the codes need to be complex enough to prevent
the adversary from guessing valid voting codes. However, the
longer the voting codes are the more error prone and less usable
it is to enter these codes manually. To address this shortcoming,

7Note, however, that one needs to ensure that the mapping of the voting
codes to options for each voter remains secret to the adversary. Therefore it
is important that the printers are operated offline.

Figure 1: Vote casting with the proposal-code-voting-with-
QR-codes

we propose that voters use their camera-equipped computer
device, i.e. most likely their smartphones, to cast a vote by
scanning a corresponding QR code (containing the complex
voting code), as smartphones are now capable of scanning QR
codes. While the use of QR codes as voting codes was already
proposed by Marky et al. [23], the authors did not consider
any means of voter authentication and verifiability.

With this proposal, entering the initialisation code is not
needed as a separate step anymore: Given that QR codes can
encode a lot more characters than needed for the voting code,
they can contain both the initialisation code as well as the
corresponding voting code. The QR code can actually contain
an even longer initialisation code than the one used in the
Swiss voting system as it does not need to be entered manually
anymore. Moreover, the initialisation QR code can potentially
encode the voters’ actual cryptographic private key8. Hence,
the security level for voter authentication is also increased. We
also propose that QR codes are used to provide confirmation
codes on the polling sheets. With this improvement, voters
avoid having to enter any codes manually. The corresponding
(simplified) scheme is depicted in Figure 1.

To integrate these ideas we revised the voting materials
from [16] accordingly. The polling sheet is not one sheet
anymore. It is a leaflet (see Figure 10 in the Appendix) with
one voting card per each voting option (see Figure 5 in the Ap-
pendix). As we do not trust the voting client, scanning the QR
code for the selected option does not require having the check
code(s), nor the actual voting option present, nor the confirma-
tion code, nor another option’s QR Code. For similar reasons,
the finalisation code must not be visible when scanning the
confirmation code. Therefore, voting codes are presented on
voting cards, the confirmation code is on a different page. The
finalisation code is covered by a scratch field. Furthermore,
the voting card should be placed on the inner page so as to
ensure that the remaining voting cards are not too close by
when scanning. The election webpage was revised as well (see

8The Swiss system is design for contexts in which voters do not possess any
electronic ID. Instead an election specific key pair is generated. In the original
system, the voter receives the initialisation code from which the actual private
key is derived. With the QR code, the actual private key can be sent to voters.
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Figure 6 in the Appendix). The entire voting system was devel-
oped and improved through feedback from participants. We
refer to this first proposal, including the voting materials and
user interfaces as ’proposal-code-voting-with-QR-codes’.

4.2 Second Security Improvement (proposal-
standard-voting-with-QR-codes)

The security of the original Swiss voting system as well as
the system studied in [16, 17] can also benefit from using QR
codes and using the camera-equipped smartphone in the vote
casting process even in cases where there is no switching to
a code-voting scheme. We propose to use QR codes for both
the initialisation code and the confirmation code. In the Swiss
voting system, both codes need to be entered manually. By
using QR codes, more information can be transferred without
decreasing the usability. As explained in the previous subsec-
tion using QR codes containing the initialisation code would
increase the security for voter authentication as the actual
private key can be included. To illustrated the changes from the
original Swiss voting scheme, we provide a description of the
corresponding scheme in Figure 7 in the Appendix. We revised
the polling sheet (see Figure 14 in the Appendix) and the
election webpage (see Figure 8 in the Appendix), accordingly.
We refer to this system, including the voting materials and user
interfaces as ’proposal-standard-voting-with-QR-codes’.

4.3 Considered Manipulation-Types

As mentioned in Section 3.2, Kulyk et. al [16] examined two
different types of manipulations in [16], both of which simu-
lated an attack where the adversary attempts to cast a different
vote on behalf of the voter. However, such an attack would not
be possible in our proposal-code-voting-with-QR-codes, as
adversaries would need to know the voting code for the option
for which they want to cast a vote for – which is not the case
by design of code-voting schemes.

Nonetheless, adversaries can still attempt to nullify votes
by blocking the transmission of the voting code to the election
infrastructure and manipulating the voting client so that the
voter believes that their vote has been cast successfully. This
type of attack is less attractive than replacing the vote, as the
attacker would need to know how the voter intended to vote,
in order to block only those votes considered “undesirable”.
Otherwise the attacker might accidentally nullify the votes
in favour of their preferred candidate. While this might be the
case with high degree of certainty if the attacker knew enough
about the voter (e.g. geography, age), removing too many
votes would trigger suspicion if there was, for example, an
unexpectedly low turnout of a certain demographic (e.g. voters
living in an area historically known to support a particular
political party). This is another, albeit small, advantage of our
proposal-code-voting-with-QR-codes.

From a voters point of view such an attack would resemble
the remove-manipulation investigated in [16] (see Section 3.2):
after entering the voting-code, the election webpage would
confirm that the check code entered was correct. Figure 11 (a)
and (b) in the Appendix shows how the manipulated interfaces
could appear given such a manipulation. As such, Step 4 con-
firms that the vote was cast. Furthermore, it indicates that the
check code is correct and that the voter can continue their vote
casting process. For proposal-code-voting-with-QR-codes,
it is not possible for the adversary to show the finalisation
code, as they are unable to send a valid voting code to the
election infrastructure. Therefore, in order to avoid alerting the
voter, the adversary would need to change these steps as well:
Instead of asking voters to compare the displayed finalisation
code with the code listed on the polling sheet, the manipulated
voting client could ask voters to enter the finalisation code.

For the proposal-standard-voting-with-QR-codes, we
assume –similar to the remove-manipulation described in [16]
(see Section 3.2) – that the adversary forwards their altered
vote to the election infrastructure i.e. the adversary would try
to change the vote. Figure 11 in the Appendix (c) shows how
the Step 4 interface would appear if such a manipulation were
carried out. The remaining steps would be the same. If voters
did not notice that no check code had been displayed and
as such continued with the process, their altered vote would
actually be stored and tallied. Manipulation of voters under the
proposal-code-voting-with-QR-codes is potentially less obvi-
ous than for the proposal-standard-voting-with-QR-codes, as
only one step is changed instead of two. As mentioned above,
this type of attack would be more preferable for an attacker,
but it cannot be applied under a code-voting-based scheme.

For the voter who experiences the voting process, their
comparative perceptions for the proposal-code-voting-with-
QR-codes and the proposal-standard-voting-with-QR-codes
is shown in Figures 2 and 9 (see Appendix), respectively.

Figure 2: Manipulation for the proposal-code-voting-with-
QR-codes.
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5 Methodology

We first introduce our research questions and corresponding
hypotheses. This is followed by a description of our study
procedure. We then discuss ethical issues, how we meet data
protection regulations, and how we recruited our participants.

5.1 Research Questions, Hypotheses
Our proposals improve the security level of the original
scheme. We aim to answer the question, how these proposals
perform with respect to the general usability as well as in
terms of the manipulation-detection efficacy. Correspondingly,
we define the following research questions:

RQ1 How does each of our proposals perform in terms of
general usability (measured as the System Usability Scale)?

The study comparing the system from [16] and the original
system did not find any significant difference between these
two systems with respect to their SUS scores. However, both
our new proposals include steps that might be less familiar to
the users (i.e. scanning QR codes as compared to manual input
of codes) and less comparable with traditional paper-based
voting (i.e. using codes to enter a vote instead of choosing
among the voting options presented in plain text on the screen).
These new steps may have a negative effect on the general
usability. We therefore define the following hypotheses:

H1,1: The proposal-standard-voting-with-QR-codes has a sig-
nificantly lower general usability than the one from [16].

H1,2: The proposal-code-voting-with-QR-codes has a signif-
icantly lower general usability than the system from [16].

H2,1: The proposal-standard-voting-with-QR-codes has a
significantly lower general usability than the original one.

H2,2: The proposal-code-voting-with-QR-codes has a signif-
icantly lower general usability than the original system.

Note, we decided against conducting statistical tests
comparing to other relevant related work. As these studies
have not made their data publicly available, the validity of
such tests performed using only reported aggregate data (i.e.
average SUS value) would be limited. Instead, we compare
the descriptive data from related work in Section 7.

RQ2 How do both proposals perform in terms of
manipulation-detection efficacy (measured as the rate of
participants detecting and reporting the manipulation)?

We base our voting materials and election webpage for
both of our proposals on the revision from [16], which had a
significantly higher manipulation detection rate than the orig-
inal system. Therefore, we expect that our proposals will also
outperform the original system with respect to manipulation-
detection efficacy. We define the following hypotheses:

H3,1: The proposal-standard-voting-with-QR-codes has a
significantly higher manipulation-detection efficacy than
the original system.

H3,2: The proposal-code-voting-with-QR-codes has a
significantly higher manipulation-detection efficacy than
the original system.

5.2 Study Procedure
In this subsection, we describe how we conducted the study9,
i.e. the two experiments consisting of two groups each. The
study was conducted in German, as were the voting materials
and the election webpage. The text has been translated into
English for the purpose of this paper.

First, in order to address RQ1, we conducted an experiment
with two groups (i.e. for the proposal-standard-voting-with-
QR-codes and the proposal-code-voting-with-QR-codes) to
evaluate the general usability of the corresponding schemes.
We then conducted the second experiment in order to evaluate
the manipulation-detection efficacy – addressing RQ2. The
study protocol was very similar for these two experiments.
In the following paragraph, we describe the overall study
procedure and explain were it differs for the two experiments.

Both experiments were announced as a remote study to eval-
uate the usability of an online voting system. The ballot of the
simulated election contained four options. After having agreed
to participate in the study, participants received the study mate-
rials in an envelope, either via postal service or from someone
whom they knew. They received the study materials some
days prior to the start of the experiment. Both experiments ran
for two weeks each. The envelope had the following content:

• An information letter describing the study, the time
frame, the other materials included, the procedures, and
information that they can withdraw their participation
at any time. In a footnote of the information letter, the
link to the post-survey was included.

• A role card explaining who they were suppose to be in
terms of the experiment and which option they were to
vote for as part of the user study.

• An inner envelope with the actual voting materials,
i.e.: (i) the official election letter from the election
officials recommending them to first read the polling
sheet before casting the vote. Furthermore, it mentions
that in case of problems or questions they should call
the (study) support; (ii) the polling sheet (and for the
proposal-code-voting-with-QR-codes group, the cards
with the voting-code); see in the Appendix Figures 10
and 14 for the polling sheets of both groups and Figure
5 for the voting cards with the voting codes.

9Figure 15 in the Appendix provides an overview of the study procedure.
For a description of the different groups, see Figure 12 in the Appendix.
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Participants were instructed to open the envelope and to
read the information letter and the role card. Afterwards, they
were supposed to open the inner envelope with the voting
materials, then, to read the polling sheet before commencing
their actual vote casting. So far, the process was the sane for
all four groups. The following steps differ and are therefore
explained in separate paragraphs:

The two groups studied to assess the general usability
could cast their vote according to the polling sheet. After hav-
ing completed the vote-casting process, the election webpage
displayed the link to the post-survey. This survey begins with
information about the study and data collection. It contained
the informed consent. Then, this survey asked the questions
from the System Usability Scale (SUS) questionnaire and
collected feedback on the system. The survey also included
demographic questions. Finally, we asked participants to
refrain from speaking with each other about this study until
after they had completed their participation tasks.

The two groups to study the manipulation-detection ef-
ficacy received the manipulated interfaces as described in Sec-
tion 4.3. In the case that participants did not notice the manipu-
lation or had noticed it but did not call the (study) support, they
could just finish casting their vote. After they had completed
the voting process, the election page displayed the link to the
post-survey. This survey, first, provided information about the
study and data collection. It included an informed consent form.
Participants then received a debriefing. If they decided to con-
tinue with the survey, they were asked whether they detected
the manipulation that they had read about in the debriefing text.
Afterwards, feedback on the scheme was collected, and the sur-
vey included demographic questions. The question regarding
detection of manipulation offered the participant three options:
(1) I noticed it and I called on the phone the (study) support; (2)
I noticed it but I did not call the (study) support; and (3) I did not
notice the manipulation. In case the first option was selected in
the survey, participants had to confirm this option by entering
the number 22. Those who called the (study) support received
this number on the phone after they had reported the manipula-
tion they had observed. In case the second option was selected,
participants were asked an additional open text question on
why they did not call the (study) support. In the case that study
participants did notice the manipulation and called the (study)
support, the support person first asked about details of the prob-
lems they observed. The goal was to first ensure they actually
observed the manipulation and to determine whether the person
calling was in the proposal-code-voting-with-QR-codes group
or in the proposal-standard-voting-with-QR-codes group. Af-
terwards participants were debriefed. If they decided to con-
tinue participating in the study, they were provided with in-
structions on where to find the link to the post-survey10 and
with the number 22. The support person thanked the partici-
pant for taking part in the study and took note about the group

10The post-survey was the same as for those who did not call the (study)
support.

membership and the time. In case the support person could not
answer the call, this participants was called back as soon as
possible. All telephone numbers were subsequently deleted.

5.3 Ethics, Data Protection, Recruitment

The study protocol was approved by the ethics committee of
our university. Their requirements also include various legal
issues such as compliance with data protection laws. The
study materials given to the participants contained a telephone
number and an email address allowing them to get in touch
with us in case of general questions regarding the study or
if they had any other unresolved issues. As we could not
guarantee a 24/7 service, the two participants who were unable
to not reach us were subsequently called back.

The study was announced as a user study intended to eval-
uate the usability of an online voting system. Participants in
the experiment to test the manipulation-detection efficacy who
called the (study) support in order to report the manipulation
were debriefed on the phone, and it was explained to them
that they could withdraw from the study if they desired and
that if they withdrew their data would be deleted. Furthermore,
every participant in this experiment who filled out the survey
received the debriefing text (see Appendix 16 for the corre-
sponding text) regardless of whether or not they had contacted
the (study) support beforehand. The telephone numbers from
study participants who called were deleted after the call.

Participants received a role card describing who they are
for the study and which option on the ballot they should
select. This approach was used to ensure that we did not gather
information about participants’ actual vote. Furthermore, all
participants received the same credentials (per group), i.e. the
same voting materials, and the study’s election server did not
store participants’ IP addresses.

Participants were recruited in two different ways: Through
public channels announcing the study as well as through a
snowball method, asking those who agreed to participate to
announce it to their friends and family. In the first case, we usu-
ally sent the study materials via postal mail to those who had
agreed to participate. In the second case, we usually send the
first contact person the study materials to distribute it further.

The study announcement included information about the
study, an explanation why we need their postal address if they
want to participate, how we treat their postal address in terms of
confidentiality, as well as confirmation that by sending us their
postal address they agreed that we send them the study mate-
rials. In particular, the information related to the participant’s
postal address was important in fulfilling the data protection re-
quirements. Potential participants were also informed that even
after having received the materials that they could withdraw
from the study at any time without any negative consequences.

We first prepared the study materials. When all the
envelopes had been sealed, we mixed them up so as not
to know which person would be assigned to which group.
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Experiments Age Gender
Data from [16] 34.34/15.54 66F, 62M

Our proposals, no manip. 40.45/16.43 40F, 40M
Our proposals, manip. 42/15.85 29F, 26M

Table 1: Demographic data for participants for age Mean/SD.
In their study, Kulyk et al. [16], authors report demographic
data for both groups together.

Afterwards, the addresses were added. The addresses were
deleted once they were put on the envelopes. For the survey,
we used SocSciSurvey which is GDPR compliant11.

Following discussions with our data protection officer, we
decided not to offer financial reimbursement to participants.
This was also mentioned in the recruiting brochure. As we did
not know our participants personally, and since they came from
all over the country, the only way to collect payment details
would have been via email or postal mail. The first option
would have been questionable in terms of data protection
(e.g., many people do not know how to encrypt emails), while
the second option would have imposed extra burdens on the
participants. We also regarded that the participants’ total
time and effort in participating in our study to be much less
compared to Kulyk et al. [16], where the participants had to
come to the lab on a particular day. In our case, participants
could participate from home and where flexible, could
participate anytime within a two-week period. Participants
in our pre-study used an average of 20 minutes, including
phoning the (study) support to report the manipulation.

6 Results

While recruiting the participants for our study, we also sent
out the voting instructions to 200 participants, 100 of which
for the first study (which involved no manipulations) and 100
for the second study (involving manipulations).

Eventually, a total of 135 people completed their respective
study, 80 of which in the non-manipulation study (evaluating
RQ1) and 55 in the study where their vote has been manipu-
lated (evaluating RQ2). Table 1 shows the demographics of
the participants of both of our studies alongside a comparison
of the participants in Kulyk et al. [16]. The results for the
two research questions are explained in the following two
subsections12 before briefly summarising the feedback we
received. All statistical calculations for our hypotheses are
performed using R packages “stats” and “rstatix”.

11For their data protection policy see https://www.soscisurvey.de/
en/data-protection.

12Figure 13 in the Appendix shows the overview of the results.

6.1 RQ1 - general usability

The mean values of the SUS score were 84.1 for proposal-
standard-voting-with-QR-codes and 82.2 for proposal-code-
voting-with-QR-codes, which corresponds to the grade
between ‘good’ and ‘excellent’ according to Bangor et al. [32].
This is comparable to the scores of the original system and the
system from [16] (mean values of 79.1 and 80.9 respectively).
Figure 3 furthermore depicts the distribution of the SUS scores
(as boxplot) for all the four systems. The Mann-Whitney
tests13 failed to confirm the hypotheses H1,1, H1,2, H2,1, H2,2
(p-values of .658, .739, .932 and .975 respectively)14. We also
calculated the effect size of the differences between the sys-
tems studied by Kulyk et al. [16] and our proposals, showing
small effect sizes of these differences (see Appendix). Thus, for
the general usability, we were not able to detect any difference
between our proposals and those evaluated by Kulyk et al. [16].
While we acknowledge that this finding by itself is not a proof
that there is no such decrease, we can conclude that it is at least
unlikely that such a decrease, if at all present, is significant.

Figure 3: Boxplots of SUS scores. Proposal 1 is proposal-
code-voting-with-QR-codes. Proposal 2 is proposal-standard-
voting-with-QR-codes.

6.2 RQ2 - manipulation-detection efficacy

In our study, 22 participants called the (study) support to report
the manipulation (11 in the proposal-standard-voting-with-
QR-codes group and 11 in the proposal-code-voting-with-
QR-codes group). This number is deduced from the survey.
Table 2 shows the distribution of participants who reported
the manipulation. While only 10% of the participants noticed
the manipulation using the original system, the detection
rate was at the same level for the system from [16], the
proposal-standard-voting-with-QR-codes and the proposal-
code-voting-with-QR-codes. Fisher’s test shows a significant
difference between the original system and the proposal-
standard-voting-with-QR-codes (p = .04915, OR = 0.178,
95% CI [0, 0.807]) as well as between the original system

13We chose to use a non-parametric test because the distribution of scores
did not resemble a normal distribution.

14For a complete statistical overview, see Table 4 in the Appendix.
15The p-values are reported after a Bonferroni adjustment.
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and the proposal-code-voting-with-QR-codes (p = .0404,
OR=0.168, 95% CI [0, 0.765]), confirming both H3,1 and H3,2.

not detected detected
Original System 18 (90%) 2 (10%)

System from [16] 12 (57%) 9 (43%)
Proposal 1 16 (59%) 11 (41%)
Proposal 2 17 (61%) 11 (39%)

Table 2: Manipulation detection rates. Proposal 1 is
proposal-code-voting-with-QR-codes. Proposal 2 is proposal-
standard-voting-with-QR-codes.

In the survey, 17 participants (8 in the proposal-standard-
voting-with-QR-codes group and 9 in the proposal-code-
voting-with-QR-codes group) reported that they had detected
the manipulation but decided not to contact the (study) support.
In an open text question field, they were asked to explain
why they had decided not to call the (study) support. Their
responses were analysed via open coding that was done
by two of the paper authors. The answers were first coded
independently and then discussed between the two authors.
We identified three different types of answers (i.e. three
different codes): Plausible reason, not critical, and mistake.
The mapping of quotes to answers is provided in Table 5 in the
Appendix16. Our findings can be summarised as follows: Five
of the participants named a plausible reason for not contacting
the (study) support, such as not wanting to disturb the support
person by calling them at a late hour, or being outside of
the country with high fees for international calls. Eight of
the participants reported feeling that the error they noticed
was not critical, e.g. they believed that their vote had been
cast successfully despite of a check code because the voting
website told them so. Three of the participants believed that
the error was due to either their own mistake or a mistake made
by those running the study (e.g. error in the voting materials).

We concluded that the five participants with plausible reason
did not contact the study examiner because of the study setting
but that they would probably have done so in a real election.
As such, we assume that voters are more motivated to report
discrepancies if the integrity of their real vote depended on it
(hence, they would be prepared to exert more effort than in the
study setting), and that ideally they would be aware about the
availability of a reporting hotline (thus avoiding the situations
where the voters are reluctant to call because of the late hour).
Hence, if we count these ‘plausible reason’ participants as hav-
ing detected the manipulation, the numbers would be higher
with 13 out of 27 (48%) for the proposal-code-voting-with-QR-
codes and 14 out of 28 (50%) for the proposal-standard-voting-
with-QR-codes. As we are aware that our interpretations are
subjective and in so far as these higher numbers are based on
self-reported data, we only considered those participants who
actually called in when conducting the above hypothesis test.

16We translated them using forward-backward translation

6.3 Feedback on the proposed schemes
We received a lot of positive feedback, including feedback
from participants in the manipulation-experiment. In particular
the participants stated that the instructions they received were
clear. There were several suggestions for small improvements:
i.e. removing the check-list icons on the right side, as this was
not necessary to complete vote casting; using a larger piece
of paper to have everything on a single page / a larger font size;
and rendering the election URL as a QR code. In particular,
several participants who did not detect the manipulation
recommended that the instructions state more clearly the need
to follow each step precisely, some also recommending that
more explanation be provided as to why this was important.

7 Discussion

Our study shows that it is possible to improve existing
(verifiable) voting systems (in particular the system used in
Swiss elections) to provide enhanced security guarantees
while we did not detect a decrease with respect to the general
usability. The security advantages of the proposal-code-voting-
with-QR-codes compared to the original system are three-fold:
(1) security improvements on the scheme level (i.e., better
guarantees with regards to vote secrecy), (2) fewer incentives
for the adversary to attempt vote manipulation by targeting the
voting client (as even if the attack were successful and were not
detected by the voter, the adversary would have only managed
to block votes as opposed to replacing them with a vote for an-
other option – as it would be possible using the original system
17, and (3) significant better manipulation-detection efficacy.

The proposal-code-voting-with-QR-codes also shows a high
average SUS score (with 84.1 being considered between ‘good’
and ‘excellent’ usability according to [32, 33]), which is inline
with the results reported by Kulyk et al. [16,17] (although their
schemes did not use voting codes). Furthermore, these findings
are inline with the results of [23]. The authors of [23] evaluated
non-verifiable code-voting schemes. They report a mean SUS
score of 84 when using QR codes as voting codes. The SUS
score drops to 61 when entering voting codes manually. Simi-
larly, in [24], the authors report for their code-voting verifiable
system – in which voters had to enter voting codes manually
– a SUS score of 67. Thus, it appears that code voting decreases
the usability when codes need to be manually entered while
the usability level is not affected when QR codes are used
instead. This is also supported by the fact that our second pro-
posal (proposal-standard-voting-with-QR-codes) in which QR
codes were used to enter the initialisation code and the confir-
mation code obtained a SUS score of 82.2. Another possibility
is that the pandemic indirectly enabled such high SUS scores,
as there were many instances where scanning QR codes proved
convenient. Our results for manipulation-detection efficacy
confirms that the proposed improvements described by Kulyk

17(1) and (2) also hold for [16, 17].
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Code Voting Verifiable SUS (mean) Efficacy Voter Authentication Study Type

Our paper
proposal 1 QR Codes yes 82 41% included between

proposal 2 no yes 82 39% included between

[24]

approach 1 no no 88 no not included within

approach 2 no yes 83 no not included within

approach 3 manual yes 67 no not included within

[23]

approach 1 manual no 61 no not included within

approach 2 QR Codes no 84 no not included within

approach 3 tangibles no 79 no not included within

[17]
original scheme no yes 81 33%∗ included within

improvement no yes 85 100%∗ included within

[16]
original scheme no yes 80 76%/10%∗∗ included between

improvement no yes 81 100%/43%∗∗ included between

[15] code-sheet∗∗∗ no yes 85 100%∗ not included between

Table 3: Overview of the properties of our own proposals and approaches from related work. Remarks: ∗ Results are based on
a unrealistic setting (see Section 3.2). ∗∗ Two different types of manipulations were evaluated, the second one is similar to the
one tested in our paper; the other one is easier to detect. ∗∗∗ The authors evaluated five different types of verifiability techniques
tested, only their code-sheet has similar properties to the verifiability techniques in place for our proposals.

et al. in [16] actually enabled voters to detect manipulations
significantly more often compared to the original system – as
we based our proposed systems on the improvements from [16].
For a security and usability comparison between our proposals
and the most relevant related work, see Table 3.

While our findings indicate that our proposals perform
significantly better than the original system, an attacker
controlling the voting client or the vote-casting application
still has a high success rate of manipulating the vote without
being detected. While the detection rate is comparable to
the rate reported for the corresponding manipulation type
in [16], manipulation effort for the proposal-code-voting-
with-QR-codes is less attractive for adversaries, as they can
only delete votes but not replace/alter them. Whether the
detection rate is sufficiently high is a question to be decided
upon by the election officials on a case-by-case basis. This
decision depends – besides other facts like the importance
of the election – on how complaints are treated. This kind of
risk assessment, in particular deciding whether the risks are
acceptable as compared to paper-based voting, is necessary
for any kind of technology used in elections [34].

In order to increase the detection rate as well as the usability,
as future work, the received feedback should be applied. One
improvement would be to ensure that the voting materials have
clearer and more salient statements, alerting the voter about the
importance of following the process from the polling sheet in
detail and to and to stop their voting if they receive a response
that is not as described in the polling sheet. Such statements

could be supplemented with videos demonstrating the pro-
cess of vote casting. On top of that, further measures might be
needed to both increase awareness of the importance of verifia-
bility and to explain why the polling sheet can be trusted but not
necessarily the information displayed on the screen. The de-
velopment and evaluation of such measures, and their effect on
voters’ trust in the election system (using, e.g., a questionnaire
developed in [35]) is also an important direction of future work.

Study limitations: Our study has limitations similar to
other user studies evaluating the general usability of electronic
voting systems and the manipulation-detection efficacy in
verifiable electronic voting (e.g., the user studies in [1–14,24]).
First, in these studies, participants cast a vote they were asked
to cast in a mock election. Compared to actual elections,
this vote is not as personally engaging for them. Second,
participating in a study and, thus, agreeing to take time for it,
may thus lead the participants to spend more time in reading
the instructions compared to casting a vote in an actual election.
Both of these aspects may have an effect – in particular on
the manipulation-detection efficacy. However, introducing
vote manipulations in an actual election in order to measure
manipulation-detection efficacy would pose critical ethical
and legal issues. Hence, some kind of mock election process
will remain. Another limitations of all these studies testing
manipulation-detection efficacy (including ours) is that we
need to trust that those few participants who know each other
have not informed others about the manipulation element. This
is in particular important for our setting (using the snowball
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method for the recruitment and conducting a remote study).
We studied one implementation of adversaries’ attempt

to make voters believe that their vote was cast as intended
while their vote will not be considered in the tally. The details
could vary, i.e., the text displayed to convince voters that
their vote was submitted correctly, although the steps did not
conform to the steps in the polling sheet. As future work, one
could study the attack using a different text. Adapting existing
formal methods for modelling security-critical processes in
human-computer interactions [36, 37] could help towards
developing a more systematic approach to identifying different
implementations of such attacks.

We compared our results with those from [16]. They
conducted a lab study while our study was conducted. The
study from [16] has therefore a higher internal validity and
a lower external validity than our remote study. We could not
control for various factors (incl. whether and how long they
spend on reading the material, whether they were alone, and
whether they tried several times before calling the (study)
support). One may argue that this is actually the same when
enabling enabling online voting.

Limitations of the proposed systems: Despite its security
advantages, code voting is limited with regards to the type of
elections for which it can be used. As such, it is most suitable
for approval voting, that is, elections with 1 out of n options.
Even then, however, it is yet to be studied whether the system
remains usable when the number of available voting options
increases. Applying code voting to other voting rules, such as
m out of n or ranked voting, is much less feasible. The decision
on whether to apply our proposal-code-voting-with-QR-codes
or any other system based on code voting, can only be made on
the basis of a particular election. A further issue that needs to
be addressed is adapting our proposals, as well as the original
system, to meet the needs of visually impaired voters, which
might be particularly challenging due to the reliance of these
systems on paper-based materials that have to be distributed
and read by the voters. Finally, aside from the risks addressed
by our proposal-code-voting-with-QR-codes (namely, threats
towards vote secrecy and vote integrity resulting from
compromised voting clients), several other issues need to be
addressed in order to make Internet voting feasible in practice.
Such threats, including but not limited to voter coercion or vote
buying, or general social engineering attacks, are well-known
and acknowledged by both the academic community and
election practitioners. Identifying ways to mitigate these
threats is an important research topic. As such, one important
recommendation (see also [38]) is to offer Internet voting as a
secondary voting channel, encouraging voters to cast their vote
on paper if they experience problems with the Internet voting
system or if Internet voting is not easily accessible to them.

Lessons learned for remote studies: Although this is the
first time that we have conducted a remote study, we had good
experiences, particularly with respect to recruiting participants.
However, there are also a few lessons learned that we believe

should be shared with the community: (1) Make it more clear
to participants when the (study) support is available and that
the contact person is affiliated with the research team. (2)
Explain what to do, if the (study) support cannot be reached,
e.g., providing an alternative channel. (3) Test the prototypes
on a variety of devices, operating systems and web browsers.
Participation should be restricted to settings in which such
tests have been thoroughly conducted. (4) Carefully select
the sending out of the materials and the study period. For the
second experiment, which was to commence on January 2nd,
we sent out the materials just before the Christmas holidays.
We believe that predictable delays in the postal system may
have caused lower turnout in our second experiment.

8 Conclusion

Verifiable voting schemes are the de-facto standard when con-
sidering online voting for political elections. At the same time,
the verifiable voting systems in place can provide adequate
vote secrecy only where the voting client is trustworthy. While
this shortcoming can be addressed with code voting, such ap-
proaches are currently not considered, as the community and
election officials are concerned about the usability implications.
Prior to undertaking our own study, there was little evidence
from empirical studies that could demonstrate general usability
or a lack thereof. The effect of code voting on the manipulation-
detection efficacy was also not known. Our study has shown
that code-voting verifiable voting schemes are worth consider-
ing, as the cumbersome steps of entering voting codes manually
can be replaced by easy-enough steps – i.e., scanning QR codes
– without significantly reducing the usability, while enabling
systems with higher security guarantees. In the concrete in-
stance of the Swiss verifiable system, our first proposal (the
proposal-code-voting-with-QR-codes) has the following ad-
vantages compared to the original system: the trust assumption
regarding the voting client is not needed anymore, manipulat-
ing the election outcome is less attractive as votes can only be
removed but not replaced/changed, and the tested manipulation
was detected significantly more often. We also used the QR
code scanning solution for the second proposal, the proposal-
standard-voting-with-QR-codes. While this proposal is less
attractive than our first proposal from a security point of view,
the fact that this systems did also not significantly reduce the
usability underscores the value of QR code scanning as a useful
element to be integrated in a vote casting process – in particular
if it increases the overall security of the voting system. Thus,
our findings should encourage further research on combining
QR-code-enabled code voting with verifiable schemes.

Acknowledgements

We would like to thank Reto Koenig and Philipp Locher for
their participation in the discussion on technical aspects of

244    Eighteenth Symposium on Usable Privacy and Security USENIX Association



how code voting can fit into the cryptographic protocol of the
Swiss system as well as on how to design the polling sheet
of the proposal-code-voting-with-QR-codes in a way that
the security properties of the scheme are not violated. This
research was further supported by funding from the topic
Engineering Secure Systems, subtopic 46.23.01 Methods for
Engineering Secure Systems, of the Helmholtz Association
(HGF) and by KASTEL Security Research Labs.

References

[1] M. Bär, C. Henrich, J. Müller-Quade, S. Röhrich, and
C. Stüber, “Real world experiences with bingo voting
and a comparison of usability,” in EVT/WOTE, 2008.

[2] J.-L. Weber and U. Hengartner, “Usability Study of
the Open Audit Voting System Helios.” https://www.
jannaweber.com/wp-content/uploads/2009/09/
858Helios.pdf, 2009. [Online, February 16th 2022].

[3] A.-M. Oostveen and P. Van den Besselaar, “Users’
experiences with e-voting: A comparative case study,”
Journal of Electronic Governance, vol. 2, no. 4, 2009.

[4] M. Winckler, R. Bernhaupt, P. Palanque, D. Lundin,
K. Leach, P. Ryan, E. Alberdi, and L. Strigini, “Assessing
the Usability of Open Verifiable E-Voting Systems:
a Trial with the System Prêt à Voter,” in ICE-GOV,
pp. 281–296, 2009.

[5] F. Karayumak, M. M. Olembo, M. Kauer, and M. Volka-
mer, “Usability Analysis of Helios-An Open Source
Verifiable Remote Electronic Voting System,” in
EVT/WOTE, USENIX, 2011.

[6] D. MacNamara, T. Scully, and P. Gibson, “Du-
alvote addressing usability and verifiability issues
in electronic voting systems,” 2011. http://
www-public.it-sudparis.eu/~gibson/Research/
Publications/E-Copies/MacNamaraSGCOQ11.pdf,
[Online, February 16th 2022].

[7] D. MacNamara, P. Gibson, and K. Oakley, “A prelimi-
nary study on a DualVote and Prêt à Voter hybrid system,”
in CeDEM, p. 77, 2012.

[8] K. S. Fuglerud and T. H. Røssvoll, “An evaluation of
web-based voting usability and accessibility,” Universal
Access in the Information Society, vol. 11, no. 4,
pp. 359–373, 2012.

[9] C. Z. Acemyan, P. Kortum, M. D. Byrne, and D. S.
Wallach, “Usability of voter verifiable, end-to-end
voting systems: Baseline data for Helios, Prêt à Voter,
and Scantegrity II,” The USENIX Journal of Election
Technology and Systems, vol. 2, no. 3, pp. 26–56, 2014.

[10] C. Z. Acemyan, P. Kortum, M. D. Byrne, and D. S.
Wallach, “From error to error: Why voters could not
cast a ballot and verify their vote with Helios, Prêt à
Voter, and Scantegrity II,” USENIX Journal of Election
Technology and Systems, vol. 3, no. 2, pp. 1–19, 2015.

[11] K. Gjøsteen and A. S. Lund, “An experiment on the secu-
rity of the Norwegian electronic voting protocol,” Annals
of Telecommunications, vol. 71, no. 7-8, pp. 299–307,
2016.

[12] C. Z. Acemyan, P. Kortum, M. D. Byrne, and D. S. Wal-
lach, “Summative Usability Assessments of STAR-Vote:
A Cryptographically Secure e2e Voting System That Has
Been Empirically Proven to Be Easy to Use,” Human
Factors, pp. 1–24, 2018.

[13] K. Marky, O. Kulyk, K. Renaud, and M. Volkamer,
“What Did I Really Vote For?,” in ACM CHI, p. 176, 2018.

[14] V. Distler, M.-L. Zollinger, C. Lallemand, P. Roenne,
P. Ryan, and V. Koenig, “Security–visible, yet unseen?
how displaying security mechanisms impacts user
experience and perceived security,” in ACM CHI,
pp. 605:1–605:13, 2019.

[15] K. Marky, M.-L. Zollinger, P. Roenne, P. Y. Ryan,
T. Grube, and K. Kunze, “Investigating usability and
user experience of individually verifiable internet voting
schemes,” ACM Trans. Comput.-Hum. Interact, vol. 28,
no. 5, 2021.

[16] O. Kulyk, M. Volkamer, M. Müller, and K. Renaud, “To-
wards improving the efficacy of code-based verification
in internet voting,” in VOTING Workshop at Financial
Crypto, Springer, 2020.

[17] K. Marky, V. Zimmermann, M. Funk, J. Daubert,
K. Bleck, and M. Mühlhäuser, “Improving the Usability
and UX of the Swiss Internet Voting Interface,” in ACM
CHI, 2020.

[18] D. Chaum, “Surevote: technical overview,” in Pro-
ceedings of the workshop on trustworthy elections
(WOTE’01), 2001.

[19] J. Helbach and J. Schwenk, “Secure internet voting with
code sheets,” in E-Voting and Identity, pp. 166–177,
Springer, 2007.

[20] R. Joaquim, C. Ribeiro, and P. Ferreira, “Veryvote: A
voter verifiable code voting system,” in E-Voting and
Identity, pp. 106–121, Springer, 2009.

[21] P. Y. Ryan and V. Teague, “Pretty good democracy,”
in Security Protocols Workshop, vol. 17, pp. 111–130,
Springer, 2009.

USENIX Association Eighteenth Symposium on Usable Privacy and Security    245



[22] J. Budurushi, S. Neumann, M. M. Olembo, and M. Volka-
mer, “Pretty Understandable Democracy - A Secure
and Understandable Internet Voting Scheme,” in ARES,
pp. 198–207, 2013.

[23] K. Marky, M. Schmitz, F. Lange, and M. Mühlhäuser,
“Usability of Code Voting Modalities,” in ACM CHI,
2019.

[24] O. Kulyk, S. Neumann, J. Budurushi, and M. Volkamer,
“Nothing comes for free: How much usability can you
sacrifice for security?,” IEEE Security & Privacy, vol. 15,
no. 3, pp. 24–29, 2017.

[25] O. Kulyk, J. Ludwig, M. Volkamer, R. E. Koenig,
and P. Locher, “Usable verifiable secrecy-preserving
e-voting,” in 6th Joint International Conference on
Electronic Voting, pp. 337 – 353, University of Tartu
Press, 2021.
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Appendix

Figure 4: Vote casting with the Swiss voting scheme.

Figure 5: Voting Card (front and back side).

(a) Step 2 (b) Step 3 (c) Step 4

(d) Step 5(a) (e) Step 5(b) (f) Step 6

Figure 6: Voting webpage for proposal-code-voting-with-QR-
codes.

Figure 7: Vote casting with the proposal-standard-voting-with-
QR-codes.

(a) Step 2(a) (b) Step 2(b) (c) Step 3

Figure 8: Voting webpage for the proposal-standard-voting-
with-QR-codes, only displaying steps that are different from
Figure 6.

Figure 9: Manipulation for the proposal-standard-voting-with-
QR-codes.
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SUPPORT   0800 99 88 66 

Before you start: This vo ng card allows you to par cipate in the referendum 
on the following topic: 

 

 

 Do you want to accept the ini a ve “For responsible business – pro-
tec ng human rights and the environment” 

 

 

To accept the popular ini a ve, vote YES, to reject it, vote NO. You are also able 
to ABSTAIN or INVALIDATE your vote. 

For each of the four op ons, you have received a vo ng card with a QR code in 
your vo ng material. 

In the event of problems or irregulari es, only call the telephone 
number provided at the top of these vo ng instruc ons! 

You are now able to start the vo ng procedure. Open the inner side of these 
vo ng instruc ons and start with Step 1. Selec on. 

Polling Sheet 

(a) front

5.ÊConfirma on:ÊNow, click “Scan confirma on code” 
on the elec on website. Scan the code below.  

 

CONFIRMATION CODE 

6.ÊFinalizing:ÊThe finalizing code is shown on the 
elec on website. IfÊthisÊisÊnotÊtheÊcase,Êimmediately 
contactÊtheÊsupportÊatÊ0800Ê99Ê88Ê66!Ê 

To reveal the finalizing code below, scratch it with a 
coin or your finger. 

 

 

 

 

Check if the code matches the code on the elec on 
website. IfÊtheÊcodeÊdoesÊnotÊmatch,ÊcontactÊtheÊ
supportÊimmediately.Ê 

Confirm the match on the elec on website. If this is 
the case, cas ng of the vote is complete.  

Missing 
FinalizingÊcode 

 

FINALIZING CODE 

4946-0511 

Vote cas ng complete 

CHECK
LIST 

Wrong 
FinalizingÊcode 

(d) back

1. Selec on: Decide on one of the vo ng op ons 
and place the corresponding vo ng card onto 
the right side of this leaflet. Place the highlighted 
corner in the top right. 

To avoid accidental scanning, return the remain-
ing vo ng cards into the envelope. 

1. Elec on website: Open the elec on website on your smartphone:  

2021.wahl-webseite.de 

 

3. Vote: On the elec on website, click “Scan 
vo ng code”. To do so, grant the elec on web-
site camera access.  Scan both QR-Codes on the 
right side at the same me as depicted.  

4. Check code: The elec on website now shows a  
check code. If no check code is shown, immedi-
ately contact the support at 0800 99 88 66! 

Please check if the check code on the elec on  
website matches the code in the list above  
next to the op on you chose. If this is not the  
case, contact the support immediately. 

Return the remaining vo ng card to the other 
cards in the envelope, to avoid accidental scan-
ning. Now confirm the match on the elec on 
website.  

CHECK
LIST 

No code 

Wrong code 

Con nue on the next page

(b) inner - left

 

PLACE 

VOTING CARD 

HERE 

Con nue on the next page 

SUPPORT   0800 99 88 66 

(c) inner - right

Figure 10: Polling sheet for the proposal-code-voting-with-QR-codes system.
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(a) proposal-code-
voting-with-QR-
codes, Step 4

(b) proposal-code-
voting-with-QR-
codes, Step 6

(c) proposal-standard-
voting-with-QR-
codes, Step 4

Figure 11: Manipulation of the website for both proposal-
standard-voting-with-QR-codes and proposal-code-voting-
with-QR-codes.

Figure 12: Overview of the considered groups.

Hypothesis Estimate Statistic p Effect size
H1,1 -0.00 394 0.658 0.0508
H1,2 -2.50 342 0.739 0.0830
H2,1 -5.00 375 0.932 0.184
H2,2 -5.00 306 0.975 0.25

Table 4: Comparison of general usability (evaluating RQ1)
- p-values without adjustments for multiple comparisons.

Figure 13: Overall result (the text on the arrows should
be read in the following way: system A [–] <text on ar-
row > [–>] system B means system A is <text on arrow>
system B. e.g. the original system is sign. less effective
than the proposal-code-voting-with-QR-codes). Proposal
1 is proposal-code-voting-with-QR-codes. Proposal 2 is
proposal-standard-voting-with-QR-codes.
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SUPPORT   0800 99 88 66 

Before you start: This vo ng card allows you to par cipate in the referendum on the 
following topic: 
 

 

Do you want to accept the ini a ve “For responsible business – protec ng human 
rights and the environment” 

 

To accept the popular ini a ve, vote YES, to reject it, vote NO. You are also able to 
ABSTAIN or INVALIDATE your vote. 

In the event of problems or irregulari es, only call the telephone 
number provided at the top of this polling sheet! 

Polling Sheet 

1. Elec on website: Open the elec on website on your smartphone: 

bern.wahl-webseite.de 

2. Password: On the elec on website, click “Scan Password”. To do so, 
grant the elec on website camera access. Scan the QR-Code below to start 
the elec on procedure. 

3.  Vote:  Now decide on one of the vo ng op ons and confirm your 
choice. 

 

Con nue on the next page 

CHECK-
LIST 

PASSWORD 

(a) front (d) back (blank)

4. Check code: The elec on website now shows a 
 check code. If no check code is shown, imme-
diately contact the support at 0800 99 88 66! 

 

 

 

 

 

 

 

 

Please check if the check code on the elec on  
website matches the code in the list above  
next to the op on you chose. If this is not the 
case, contact the support immediately. 

Confirm the match on the elec on website. 

5. Confirma on: Now, click “Scan confirma on code” 
on the elec on website. Scan the code below.  

 

CONFIRMATION CODE 

CHECK-
LIST 

NO CODE 

WRONG CODE 

Con nue on the next page 

CHECK CODES  

YES 6439 

NO 8971 

INVALID 4789 

ABSTAIN 7526 

(b) inner - left

SUPPORT   0800 99 88 66 

6. Finalizing: TheÊfinalizingÊcodeÊisÊshownÊonÊthe 
elec onÊwebsite.Ê 

If this is not the case, immediately contact the 
support at 0800 99 88 66! 

ToÊrevealÊtheÊfinalizingÊcodeÊbelow, 
scratchÊitÊwithÊaÊcoinÊorÊyourÊfinger. 

 

 

 

 

CheckÊifÊtheÊcodeÊmatchesÊtheÊcodeÊonÊtheÊelec on 
website.ÊIf the code does not match, contact the 
support immediately.  

ConfirmÊtheÊmatchÊonÊtheÊelec onÊwebsite.ÊIfÊthisÊisÊ
theÊcase,Êcas ngÊofÊtheÊvoteÊisÊcomplete.Ê 

Missing 
Finalizing code 

 

FINALIZINGÊCODE 

4946-0511 

VoteÊcas ngÊcomplete 

CHECK-
LIST 

Wrong 
Finalizing code 

(c) inner - right

Figure 14: Polling sheet for the proposal-standard-voting-with-QR-codes.
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Figure 15: Study procedure for both the (general) usability and the efficacy study.

Figure 16: Debriefing of participants at the beginning of the questionnaire
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Code Recognised, but did not call, because:
not critical I did recognise the manipulation as such. The website informed me that the check code was

correct (without it being shown). I was satisfied with that.
not critical I assumed the voting was correct even without another check code.
not critical It was suggested that everything was in order. I would have wished that the mandatory adherence

to the provided steps was indicated even more clearly. Such technical measures should be
arranged.

not critical I did not take it seriously enough.
not critical I did not know that it was a manipulation. In the respective step, I received feedback from the

platform that the last step was successful. Hence I did not call.
not critical Too much effort.
not critical Because it is just before 23 o’clock and I did not want to wake the study examiner.
not critical I assumed there was a reason for it.
other Unsafe.
mistake by user or examiner I recognised that step 4 could not be performed as described and initially tried to correct a user

error on my end by redoing the previous steps. By pressing the next-option everything proceeded
until the end and, because I was attested a successful voting, I did not further question this – I’m
just a sheep in such matters [smirking Emoji]. I wish you to gain lots of knowledge with this study.

mistake by user or examiner I find the effort to call someone too much. Especially in the case of a fictional study. Moreover,
I did find it very peculiar that both the role card and cover letter were printed double-sided with
different salutations on each side. I initially did not see the second page and the cover letter
and role card did not match, so I assumed that the study was flawed.

mistake by user or examiner I was late with the test and assumed a flaw in the creation of the material.
plausible reason I am currently abroad and a call would have been costly. I had planned to contact the support

via E-Mail after completion.
plausible reason Answering machine.
plausible reason It was late at night, I did not want to call anyone at that time.
plausible reason Recklessness. Time (nearly 23 o’clock). Assumption, that it was right anyhow.
plausible reason I did call, but no one answered.

Table 5: Stated reasons participants recognised the manipulation but did not call the support
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Presenting Suspicious Details in User-Facing E-mail Headers Does Not Improve
Phishing Detection

Sarah Y. Zheng
UCL

Ingolf Becker
UCL

Abstract
Phishing requires humans to fall for impersonated sources.
Sender authenticity can often be inferred from e-mail header
information commonly displayed by e-mail clients, such as
sender and recipient details. People may be biased by con-
vincing e-mail content and overlook these details, and sub-
sequently fall for phishing. This study tests whether people
are better at detecting phishing e-mails when they are only
presented with user-facing e-mail headers, instead of full e-
mails. Results from a representative sample show that most
phishing e-mails were detected by less than 30% of the partic-
ipants, regardless of which e-mail part was displayed. In fact,
phishing detection was worst when only e-mail headers were
provided. Thus, people still fall for phishing, because they do
not recognize online impersonation tactics. No personal traits,
e-mail characteristics, nor URL interactions reliably predicted
phishing detection abilities. These findings highlight the need
for novel approaches to help users with evaluating e-mail
authenticity.

1 Introduction

Phishing is a form of deceiving humans to obtain sensitive
information in cyberspace. For example, people may receive
e-mails that ostensibly come from genuine sources. Nearly
half of all security breaches in 2021 involved some form of
phishing [53]. Public campaigns and organizational policies
have been warning people about it for years. Yet, individuals
still receive and fall for them [27, 18, 3, 38]. With the steady
growth of global digitization efforts, phishing appears to re-
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main a powerful threat that is unlikely to decline [23, 19, 53].
It is therefore essential to understand why people fall for it.

Previous works suggest that people disproportionately in-
fer e-mail legitimacy from e-mail message content and less
so from details in typical user-facing e-mail header informa-
tion (e.g., subject, sender e-mail address, sender display name,
timestamp) [24, 57, 40, 60]. For instance, one study found that
only the presence or absence of e-mail message features and
none of the e-mail header-based features predicted whether
participants processed e-mails as genuine or phishing [40].
Moreover, less self-reported attention to sender details was
found to predict higher phishing susceptibility [57]. Qualita-
tive studies with general users and IT experts also found that
they primarily process e-mails and websites based on content
relevance, rather than header details [24, 60]. Since e-mail
messages can easily be manipulated and sender details in
e-mail headers less so, e-mail headers often contain more re-
liable indicators of e-mail authenticity. It is thus conceivable
that general phishing susceptibility could be driven by users’
inattention to e-mail header information typically displayed
in e-mail user interfaces. Remarkably, this hypothesis has not
been tested empirically before.

This study aims to see if people are better at detecting
phishing e-mails when they can only see e-mail header de-
tails. If so, simple changes in inbox user interfaces (UIs) that
shift people’s attention to e-mail headers could help to re-
duce phishing susceptibility, e.g., by highlighting an external
sender’s e-mail address. Participants are expected to be better
at detecting phishing e-mails with suspicious source details
when they can only see the e-mail headers, compared to when
the full e-mails are displayed. Participants who are presented
with full e-mails are expected to be at least as accurate as
those who only see the e-mail message contents and subject
lines, if people indeed are generally ignorant toward e-mail
headers. This approach gives users the benefit of the doubt
on their ability to recognize e-mail impersonation tactics.
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1.1 Contributions
• This is the first study to test whether people fall for

phishing because they have overlooked suspicious details
in common user-facing e-mail headers. Results show
that most participants were not able to detect most of
the phishing e-mails in the face of suspicious signals,
regardless of whether they saw full e-mails or just e-mail
header details. This strongly suggests that most people
do not recognize deception tactics that are often used
in phishing, even when they cannot be distracted by
persuasive e-mail messages. This finding has important
implications for tool developments to support users in
phishing detection.

• This study used a realistic e-mail filtering task with ren-
dered e-mails instead of screenshots. This allowed for
more reliable measurements of phishing detection ability
and tracking natural user interactions with e-mails, e.g.,
hovering over links.

• Participants performed a task where phishing detection
was a secondary task.

• The sample was representative for age and gender of the
UK population (N=252).

• It provides additional evidence that demographics, per-
sonality traits and privacy concerns do not reliably pre-
dict individual phishing susceptibility.

The next section discusses prior research on phishing and
misinformation susceptibility, as well as anti-phishing inter-
ventions that motivated the design of the present study. Sec-
tion 3 details the study’s setup and analysis approach. The
results in Section 4 are structured around three key findings.
Their implications are described in Section 5, before conclud-
ing the paper in Section 6.

2 Related literature

Prior studies explored online deceptions such as fake news
and phishing through information processing theories, and
factors that may explain individual differences in phishing
susceptibility.

2.1 Inattention and online deception suscepti-
bility

People use e-mail to communicate about relevant issues and
not to detect phishing, so they may primarily read the e-mail
message and use cues such as linguistic errors to infer an
e-mail’s authenticity from [24, 15, 8, 40, 60] and overlook
suspicious indicators in source details.

The recent surge of human fake news detection research
provides an interesting parallel for understanding how people

process digital information and detect suspicious online con-
tent. Studies in lab settings as well as with real life Twitter
data have provided evidence that user inattentiveness may
drive belief in fake news [44, 43]. These findings suggest that
susceptibility to fake news is mainly driven by “peripheral”
cognitive processing.

Some theoretical models of phishing susceptibility align on
the same notion of two distinct human information processing
routes: 1. a systematic or “central” route based on careful
assessment of phishing features that makes people less likely
to fall for phishing, and 2. a less careful, “peripheral” route
that increases people’s susceptibility to phishing [33, 56, 37,
17]. As people’s capacity for central information process-
ing may be bound by their cognitive functioning, phishing
susceptibility may be particularly related to markers of cogni-
tive functioning (e.g., attention, memory) and not necessarily
someone’s age [16].

It may neither be realistic to expect people to use central
processing for all e-mails they receive, i.e., carefully checking
all details of every incoming e-mail, when most of their e-
mails are genuine. Indeed, lower phishing e-mail prevalence
has been associated with worse phishing detection [49, 50].
Participants in Singh et al. performed a phishing training task
in which either 25, 50 or 75 percent of the e-mails were phish-
ing. Those exposed to higher phishing proportions detected
more of the phishing e-mails, but were less precise in doing so.
That is, they also marked more legitimate e-mails as phishing.
Sawyer and Hancock found a similar effect with more realistic
proportions of phishing attacks and termed it the “prevalence
paradox”: participants who responded to 300 e-mails of which
1% were phishing, performed worse than participants who
were presented with 5% or 20% phishing [49].

2.2 Measuring individual phishing susceptibil-
ity

There is arguably no single quintessential phishing e-mail
with which people’s general phishing susceptibility can be
measured [28]. Consequently, various phishing e-mail tactics
have been described and used in phishing e-mail studies. For
example, tactics based on Cialdini and Goldstein’s six princi-
ples of persuasion [62, 32, 39, 12] are: authoritativeness and
urgency of e-mail messages [7], e-mails adapted to recipients’
contexts [22], and positive (e.g., monetary gain) versus neg-
ative (e.g., losing something valuable if not complying with
the sender) e-mail content [14, 61].

The only common tactic used in online deceptions such as
phishing seems to be impersonation, where adversaries ma-
nipulate information to create the impression that the digital
content came from the claimed source. Still, many studies
aimed at finding personal traits associated with higher phish-
ing susceptibility relied on one type of phishing e-mail sent
out to non-representative participant samples [63, 21, 4, 55,
36, 9, 1]. While these works all found associations between
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various personal factors and engagement with the simulated
phishing e-mails (e.g., clicking on the phishing link or enter-
ing personal details), these results need to be interpreted in
light of their specific phishing types and sample contexts.

A general theory for online deception susceptibility,
whether in the context of phishing or other scams, would
predict higher susceptibility through any factor known to
encourage inattentive information processing. In this view,
personal traits such as age and gender are not the most re-
liable determinants of phishing susceptibility, since they do
not necessarily indicate overall inattentiveness. Situational
factors such as stress, distractions and user interfaces more
likely affect people’s information processing capacity [11],
and thence, phishing susceptibility.

The present study tests if presenting users only with com-
monly displayed e-mail header information increases their
ability to recognize phishing e-mails. It uses a task design
that addresses the aforementioned methodological limitations
in five ways: 1. participants were presented with a diverse
set of phishing e-mails, 2. it used a more naturalistic phish-
ing proportion of approximately 17% compared to previous
survey-based studies with 50% phishing [52, 13], 3. it ren-
dered all e-mails from HTML instead of screenshots, which
allowed tracking user interactions with the e-mails, 4. the par-
ticipants sample was representative of the UK population, 5.
it used a task context in which phishing detection was not the
primary task, to avoid measuring biased phishing detection
abilities [41].

3 Methods

This study examines if people’s phishing susceptibility is
driven by inattention to suspicious e-mail source details. If
so, merely presenting them with common e-mail header dis-
plays should improve their phishing detection ability. It
also tests what factors (personal traits, e-mail characteris-
tics, user interactions with URLs) could reliably predict
phishing detection abilities. This section describes the ex-
perimental conditions, participants recruitment, task flow,
e-mails selection, ethics approval and analysis approach.
The task application, e-mail stimuli, scripts, processed data
sets and supplementary materials can all be found on the
OSF project page: https://osf.io/j9dm8/?view_only=
212393f11473447dbea74be547afbd17.

3.1 Study design

This study followed a between-subjects design with three e-
mail display conditions: “Control”, “Headerless” and “Body-
less”. In the Control condition, full e-mails were displayed
with typical user-facing e-mail header information and body
content. That is, headers consisted of the subject line, sender
name and e-mail address, recipient(s) e-mail address(es), time

it was sent and carbon copy (CC) e-mail address(es) where ap-
plicable. In Headerless, only the subject line and body content
were displayed. In Bodyless, only said header information
was displayed. See Figure 1 for an example full genuine e-
mail display and labeling options in Control. Figure 2 shows
the same e-mail as displayed in Headerless and Bodyless. E-
mail headers of five of the curated phishing variants included
sufficient information indicative of malice, see Table 1 and
Section 3.4. Participants were randomly allocated to one of
the three conditions.

Figure 1: Example display of a genuine e-mail in the main
task in the Control condition. The formatting of e-mail header
information mirrored that of Gmail. E-mails were displayed
one at a time in a solid black frame below the main task
question (“As an executive assistant to Alex Carter at Anneon,
how would you filter the following e-mail?”). To encourage
participants to perform well in the task, a reminder of bonus
payment for each correctly labeled e-mail was displayed as
well. Initially, participants only see the two primary labeling
options (“DISCARD” and “NEEDS BOSS’ ATTENTION”).
When they select “DISCARD”, they need to select a specific
reason for why they would discard the given e-mail. This step-
wise approach is meant to avoid potentially priming users
with the “spam” and “phishing” labels, and mimics people’s
tendency to filter e-mails based on relevance first.

3.2 Participants
Eighty-four participants were recruited through Prolific for
each display condition (total N=252). The sample was repre-
sentative of the British population in terms of age (µ=46.46,
SD=16.99, range=18–68) and gender (50% male). The re-
quired sample size was informed by a desired statistical power
of 0.80 with a 95% confidence interval for correctly interpret-
ing a medium-sized difference in phishing detection accuracy
between three groups. See supplementary materials on OSF
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Figure 2: Example genuine e-mail display in Headerless (left) and Bodyless (right) conditions. No primary label selection was
made yet, hence no further “DISCARD” reasons are displayed here.

for a complete overview of sample statistics. Two participants
failed at least two out of three attention check questions in the
questionnaires after the labeling task and were excluded from
hierarchical regression analyses. This left 83 participants in
Control and Headerless and 84 in Bodyless. All participants
indicated that they responded honestly and to the best of their
ability.

3.3 Task

After giving consent and solving a reCAPTCHA challenge to
prevent bot responses, participants saw the task instructions
and answered experiential questions on how much profes-
sional experience they have with executive assistance tasks
and how many e-mails they receive on a daily basis. To cater
to the secondary nature of security behaviors [41], the study
was disguised as research for a new job application assess-
ment.

Cover story Participants were told to imagine they are
working as an executive assistant (EA) for their boss Alex
Carter at a fictive petrochemical company called Anneon.
Their main task was to filter e-mails for their boss by labeling
each e-mail as “Needs boss’ attention” or to “Discard” it. This
distinction was made to further avoid giving participants the
impression that the task was about phishing detection. Only
when participants chose “Discard”, a specific discard reason
had to be selected: “As an executive assistant, I can take care
of this”, “Spam”, “Phishing” or “Other”. If they selected
“Other”, they had to provide a brief free-text format expla-
nation. The task instructions explained the scope of work
of the executive assistant and the fictitious boss and showed
example e-mails for what should be labeled “Needs boss’ at-
tention” or “As an executive assistant, I can take care of this”.
Tooltips were added to the “Spam”, “Phishing” and “Other”
options with definitions of the respective labels, identical to
the ones participants saw in the instructions. See Figure 1 and
Appendix A for the full task instructions.

Task display E-mails were displayed one at a time, center-
aligned, with a maximum width of 960 pixels and a 3 pixels
thick solid black border with 10 pixels padding all around.
The e-mails display order was randomized to avoid succes-
sively presenting phishing e-mails. All participants saw this
pseudo-randomized order. The e-mail header format mim-
icked that of Gmail, since Gmail is the most used private
e-mail provider. Labeling options were presented with radio
buttons beneath each e-mail and a “submit” button to go to
the next e-mail. Revisiting previously labeled e-mails was dis-
abled by blocking backward navigation. A progress bar and
the lines “As an executive assistant for Alex Carter at Anneon,
how would you filter the following e-mail? Remember: each
accurately labeled e-mail will earn you £0.05.” were contin-
uously displayed at the top of the screen during the labeling
task to encourage participants to perform well in the task. The
task was developed as a single page application using Vue.js
to minimize potential connectivity-related latency issues, and
hosted on Google Firebase.

Post-task surveys After labeling all e-mails, participants
filled in the short Big Five Inventory (BFI-S [31]) and Internet
Users’ Information Privacy Concerns (IUIPC [34]) question-
naires. Three attention check questions of the form “Please
select (option)” with 7-point Likert scale answer categories
were added pseudo-randomly between the main questionnaire
items. Finally, participants answered questions on their age,
education level, gender, occupational status, income, esti-
mated knowledge about cybersecurity (7-point scale, 1=“No
knowledge at all”, 7=“Very knowledgeable”), likelihood
to fall for phishing (“Very unlikely”, “Unlikely”, “Likely”
or “Very likely”), frequency of receiving phishing e-mails
(“Multiple times per day”, “Daily”, “Weekly”, “Monthly” or
“Rarely”), whether they responded honestly and to the best
of their ability in the study (“yes” or “no”) and whether the
study could be improved in any way. Responses to the latter
showed that participants found the task “straightforward” and
“easy to navigate”. See Supplementary Materials for details.
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Table 1: Displayed header details of the phishing e-mails set. For the full e-mail bodies, please refer to the Supplementary
Materials.

e-mail subject sender name sender e-mail recipient e-mail

p1 URGENT Sam Jones sam.jones
@annéon.com

alex.carter
@anneon.com

p2 are you available? Jeffrey Skilling j.skilling
@gmail.com

alex.carter
@anneon.com

p3 From Mrs.Ameena Essa. hillb439
@gmail.com

hillb439
@gmail.com

alex.carter
@anneon.com

p4 Alex Carter Barrister Paul
Heywood

office.heywood
@gmail.com

alex.carter
@anneon.com

p5 Re: [Daily News Update Report] [Account Ser-
vice] Microsoft account unusual sign-in ac-
tivity: An order was issued grazie or-
dine on 06/11/2020.DLIBVCZA

Apple ponco-
gaming2443724
@fajardoy
andustone.com

mailtdsecure
@m-
lidscured.com

p6 Anneon File Cash Position Report -
Oct19 (1).xlsx has been shared with you

SharePoint
Online <no-reply
@sharepointonline.com>

esrtn365
@microsofia.com

alex.carter
@anneon.com

p7 Action Required: Update your payment informa-
tion now

Microsoft
Online Services

no-reply
@email.microsoft
online.com

alex.carter
@anneon.com

p8 ZOOM Conference Call - April 06, 2020 @ 8:30 -
9:15am

anneon.com
ZoomCall

zoom@anneon.
formidable.it

alex.carter
@anneon.com
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3.4 E-mail stimuli
To present participants a realistic proportion of genuine ver-
sus phishing e-mails, 47 e-mails were selected of which eight
(ca. 17%) were phishing and two were spam. Table 1 shows
the header information of the phishing e-mails. See Sup-
plementary Materials for the full e-mails set, including their
bodies.

Legitimate e-mails The 37 legitimate e-mails were adapted
from the Enron e-mails data set (as retrieved from http:
//www.cs.cmu.edu/~enron/), which contains actual busi-
ness e-mails from former Enron employees. These were san-
itized by substituting all original mentions of “Enron” with
“Anneon” to prevent any potential response bias in the case
of knowing the Enron scandal and bankruptcy from 2001.
Personally addressed e-mails were made to target a gender-
neutral executive named Alex Carter. Hyperlinks were re-
placed by links that opened a blank page in a new window.
Despite the age of these business e-mails, they still resemble
a natural source of electronic communication representative
of corporate e-mails today, as they were mostly sent in plain
text and concern realistic ongoing business topics.

Phishing e-mails Four of the phishing e-mails and the spam
e-mails were adapted from actual e-mails received by the re-
searchers. Four additional phishing e-mails were selected
from various online sources with actual phishing examples.
Participants in Bodyless were specifically expected to recog-
nize the suspicious header details in phishing e-mails 1, 5, 6,
7 and 8. In Headerless, phishing e-mails 3–8 were expected
to be detected by most participants. Phishing e-mail 2 was
only reasonably detectable in Control.

Phishing e-mails 1 and 2 exemplified spear phishing e-
mails, which could be detected through careful appraisal of
the domain of the sender’s e-mail address. If these two phish-
ing e-mails came from an anneon.com e-mail domain, they
would have been virtually impossible for participants to de-
tect. However, the domains were annéon.com, representing
a homograph attack that should be detectable in Bodyless,
and gmail.com, respectively. Phishing e-mails 3 and 4 were
“Nigerian prince”-style phishing e-mails in which the sender
tells a story about a diseased or deceased relative, after which
they seek some form of financial help. The latter two e-mails
could not reasonably be detected in Bodyless.

Phishing e-mails 5, 6 and 7 impersonated Apple or Mi-
crosoft and asked recipients to log in to secure their account,
update payment details or to view a file that was shared with
them through SharePoint. Phishing e-mail 5 contained mis-
matching sender details, a phishing sign that should be de-
tectable in Bodyless. Phishing e-mails 6 and 7 came from
suspicious sender e-mail domains that resembled Microsoft’s.
Phishing e-mail 8 exemplified a Zoom phishing e-mail that
surfaced during the COVID-19 pandemic in 2020 and also

used a non-sensible e-mail domain. Phishing e-mails 5–8 all
contained malicious links, of which the original URLs were
made visible on hover through the HTML link “title” attribute.
Clicking on them would open a blank page in a new window.
Together, this selection represented a diverse set of phishing
sub-types.

3.5 Ethics
This study was reviewed and received approval prior to any
data collection by the authors’ institution’s Research Ethics
Committee. Participants were compensated at a recom-
mended rate of £7.50 per hour and typically completed the
study in 20–35 minutes. Each correctly labeled e-mail yielded
a bonus payment of £0.05. Participants in the Headerless
condition always received an additional bonus of £0.10 and
participants in Bodyless always received an additional £0.15,
given that phishing e-mails 1–2 and 2–4 were not reasonably
detectable in the respective conditions. The average bonus
payment across conditions was £1.25. All responses were
collected anonymously.

3.6 E-mail characteristics
Twenty-five e-mail characteristics were computed for all 47
e-mails. This allowed for testing if participants consistently
use common e-mail characteristics to infer e-mail authenticity
from. For example, whether the sender e-mail address domain
was the fictive company name (Anneon), whether the e-mail
contained a personal greeting and how urgent the message
sounds. E-mail body and subject valence, arousal and domi-
nance (VAD) scores were based on the NRC dictionary [35] to
give an indication of authoritativeness and emotional weight
of each e-mail’s content. For each e-mail, the VAD-scores of
all words in the subject line or body that were found in the
dictionary were summed and divided over the total number of
words in the subject or e-mail body, respectively. Language
quality of e-mail body content was based on the number of lin-
guistic errors as found with Beautiful Soup [48], divided over
the total number of words in the e-mail body. An overview of
all computed e-mail characteristics is included in the Supple-
mentary Materials.

3.7 Analyses
Phishing detection by display condition. To test for the
effect of e-mail display on each phishing e-mail’s detection
proportion, χ2-tests were run with equal expected detection
proportions for all display conditions under the null hypoth-
esis. Detection proportion is the number of participants that
labeled the given phishing e-mail as “phishing”, divided by
the total number of participants in the respective condition.
Phishing detection ability is computed as participants’ phish-
ing detection precision (i.e., the proportion of e-mails the
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Table 2: Detection proportions for each phishing e-mail per display condition. Boldfaced expectations are supported by the
respective χ2-test for equal proportions.

e-mail expectation Control Headerless Bodyless χ2 p

p1 worst detection in Headerless 0.16 0.06 0.14 3.80 0.15
p2 highest detection in Control 0.11 0.04 0.13 4.52 0.10
p3 worst detection in Bodyless 0.87 0.79 0.16 42.5 <.001
p4 worst detection in Bodyless 0.80 0.75 0.12 43.4 <.001
p5 equal detection for all conditions 0.81 0.70 0.70 0.87 0.65
p6 equal detection for all conditions 0.29 0.06 0.19 12.1 <0.01
p7 equal detection for all conditions 0.46 0.55 0.51 0.58 0.75
p8 equal detection for all conditions 0.06 0.04 0.02 1.40 0.50

participant labeled as phishing, that indeed were phishing)
and phishing detection recall (i.e., the proportion of all phish-
ing e-mails that the participant detected). Using both metrics
allows for more thorough estimates of phishing detection abil-
ity, given there were less phishing than legitimate e-mails.
Participants with low phishing detection precision and/or low
phishing detection recall are regarded as particularly suscep-
tible to phishing. Additional analyses were run with both
“Phishing” and “Spam” as true positive labels in the detection
ability metrics.

E-mail characteristics regressions. To see if participants
used “rule of thumb” tactics in deciding which e-mails had
to be discarded as phishing, multiple regressions were com-
puted in R to predict phishing detection proportions for all 47
e-mails, i.e., including false positives, per condition. E-mail
characteristics based on sender information (e.g., if the com-
pany name was present in the sender e-mail domain) were not
included in the Headerless model and body content features
(e.g., body content dominance score) were not included in the
Bodyless model. The Control model incorporated all e-mail
characteristics.

Hierarchical regressions. Hierarchical linear regressions
were run to predict phishing detection precision and recall in
each condition. This step-wise approach allows for examining
the added predictive value of every set of personal traits.

Step 1 included all demographic traits as predictors of
phishing detection ability (age, gender, education level, oc-
cupational status, income). Step 2 added experiential ques-
tion responses (prior professional experience with executive
assistance, self-reported knowledge of cybersecurity, expec-
tation to fall for phishing, self-reported phishing reception
frequency and estimated daily amount of e-mails received).
Step 3 added participants’ mean scores on the three IUIPC di-
mensions (awareness, collection, control). Step 4 added mean
scores on the Big Five personality traits (openness, conscien-
tiousness, extraversion, agreeableness, neuroticism). Gender
and occupational status were treated as categorical variables,

all others as continuous.
Normality of residuals checks were done visually with QQ

plots. When additional steps did not significantly reduce the
residual sum of squares (RSS), only the effects in the more
parsimonious step were interpreted. All hierarchical regres-
sions were analyzed in R [51]. χ2-, t- and correlation tests
were performed using scipy version 1.5.4 [54] in Python 3.
All results were interpreted against a two-tailed significance
level of 0.05, unless noted otherwise.

4 Results

The results are divided into three key analyses. Section 4.1
shows the overall detection rates for each phishing e-mail
per display condition. Section 4.2 describes the fitted e-mail
feature regressions. Section 4.3 describes the hierarchical re-
gressions on personal traits to predict phishing susceptibility.

4.1 Phishing detection varies widely by e-mail
type and is the worst in Bodyless

According to the overall hypothesis, higher phishing detection
proportions would be expected in the Bodyless condition for
phishing e-mails 1, 5, 6, 7 and 8, which contained clearly
suspicious header details. Table 2 shows the phishing detec-
tion proportions per condition per e-mail, and corresponding
χ2-tests for proportional equality. Phishing e-mail 5 was de-
tected by the majority of participants in all conditions, as well
as the “Nigerian prince”-style phishing e-mails (3 and 4) in
Control and Headerless (χ2(2,N = 252)= 42,49, p< .001).
Phishing e-mail 7 about updating Microsoft payment details
was detected at around chance level in all conditions. The
remaining four phishing e-mails were at most detected by
29% of participants across all three conditions.

Most relative detection proportions were as expected, ex-
cept for phishing e-mails 1, 2 and 6, although the lower
detection proportions in Headerless for phishing e-mails 1
and 2 could also be considered as expected at trend level
(χ2(2,N = 252) = 3.80, p = .150; χ2(2,N = 252) = 4.52,
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Table 3: Number of participants who hovered over phishing URLs.

e-mail condition N
hovered

N labeled as
phishing or spam

URL in body

p5 Headerless 1 1 https://apple.ngrok.io/3p8sf9JeGzr60+haC9F9mxANtLM
p6 Headerless 2 0 http://25.245.256.02/excel/3p8sf9JeGzr60+haC9F9mxANtLM
p7 Control 3 1 http://office365.microsoft.netgriokgth.com
p8 Control 1 0 https://ngrok.io/b31d032cfdcf47a399990a71e43c5d2a

p= .100). Detection of phishing e-mail 6 was worst in Head-
erless (χ2(2,N = 252)= 12.13, p= .010), while a detection
proportion comparable to Control would have been expected
in the best case scenario. That is, if participants in Header-
less hovered over the hyperlink and recognized the suspicious
URL.

Of note is that in Bodyless, one participant labeled phish-
ing e-mail 1 as “Other”, despite correctly identifying the
homograph attack. They commented “No informative subject,
accent on the e in sam.jones anneon email address”. This
suggests that people may perfectly spot the discrepancy in
sender details, but lack the knowledge that these are inten-
tional deception tactics.

4.2 Phishing detection is not predicted by e-
mail characteristics

To see if people use consistent rules to infer suspiciousness
from e-mail characteristics, linear regressions were run with
e-mail characteristics to predict the phishing detection pro-
portions in each display condition. In Control, the full model
yielded a significant regression (F(24,22)=2.187, p= .035,
R2 = 0.7047, R2

ad j = 0.3825) where more linguistic errors
(β=−3.334, p= .023) and presence of the Anneon company
name in the sender e-mail address (β =−0.200, p = .038)
predicted lower phishing proportions. The former can be ex-
plained by the absence of linguistic errors in the phishing
e-mails and presence of some grammatical errors and typos in
some legitimate e-mails. In Headerless, a multiple regression
predicting phishing detection proportions with only e-mail
header-based features was not significant (F(19,27)=1.425,
p= .195, R2=0.500, R2

ad j =0.149).
In Bodyless, a significant regression (F(9,37) = 3.186,

p= .006, R2 = 0.450, R2
ad j = 0.298) was fit with all e-mail

header-based features. Longer subject lines were found to
predict higher phishing detection proportions (β=0.002, p<
0.001). Phishing e-mail 5 had the longest subject line of
all e-mails and had the highest detection rate in Bodyless,
which explains this small, but highly significant effect. Since
none of the other e-mail characteristics significantly predicted
phishing detection across conditions, people do not seem
to use consistent strategies in differentiating phishing from
genuine e-mails.

Even when participants hovered over phishing URLs,
most did not raise suspicion. One common piece of se-
curity advice is to check the true URLs of links in e-mails,
by hovering over them [46]. To see if people do so, this
study tracked and analyzed user interactions with e-mail links.
Phishing e-mails 5, 6, 7 and 8 contained malicious URLs.
Seven participants hovered over at least one of them. In two
cases, the e-mail was labeled as “Phishing”. One of the three
participants who hovered over the URL in phishing e-mail 7,
labeled the e-mail as “Other”. For phishing e-mails 5 and 6,
no URL hovers were observed in Control, nor for phishing e-
mails 7 and 8 in Headerless—see Table 3. This suggests that
most participants who labeled phishing e-mails as phishing
did not base their judgments on the true URL of linked e-mail
contents or did not know what to do with this information.

4.3 Phishing detection is not reliably predicted
by personal traits

Overall, phishing detection accuracies varied greatly between
participants. The mean phishing detection recall score was
0.46 (SD=0.2) in Control, 0.25 (SD=0.18) in Bodyless and
0.37 (SD=0.16) in Headerless, showing that most people
detected less than half of all phishing e-mails. The mean
phishing detection precision score was 0.93 (SD=0.18) in
Control, 0.73 (SD=0.37) in Bodyless and 0.81 (SD=0.27) in
Headerless, suggesting that when people think an e-mail is
phishing, they are mostly correct.

To investigate individual differences in phishing susceptibil-
ity, hierarchical linear regressions were run to see if personal
traits can reliably predict participants’ phishing detection re-
call and precision scores. Table 4 shows ANOVA results
that compare the added value of each hierarchical regression
step in predicting phishing detection recall from personal
traits. None of the steps significantly reduced model RSS
compared to step 1 in Control and Headerless, and step 1
regressions did not significantly predict phishing detection
recall in Control (F(7,75) = 1.292, p = .266, R2 = 0.108,
R2

ad j =0.024), nor in Headerless (F(7,75)=1.590, p= .152,
R2 = 0.130, R2

ad j = 0.048). Only adding experiential ques-
tion responses in step 2 in Bodyless significantly reduced
RSS compared to step 1 and showed a significant regres-
sion (F(12,71)=3.014, p= .002, R2=0.338, R2

ad j =0.226).
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Table 4: Hierarchical regressions predicting phishing detection recall. Only step 2 in Bodyless significantly improved
phishing detection recall predictions compared to step 1. None of the hierarchical regression steps significantly improved model
fits in Control and Headerless compared to step 1. Colors indicate whether the regression fit at the respective step was significant
(green) or not (yellow), e.g., step 1 regressions in Control and Headerless were non-significant. RSS = Residual Sum of Squares

Control Headerless Bodyless

step predictors RSS F (df) p RSS F (df) p RSS F (df) p

1 demographics 3.13 1.90 2.31
2 experiential questions 2.80 1.61 (5, 70) .171 1.82 0.679 (5, 70) .642 1.80 3.94 (5, 71) .004
3 privacy concerns 2.70 0.826 (3, 67) .484 1.65 2.22 (3, 67) .095 1.78 0.251 (3, 68) .860
4 Big Five 2.55 0.696 (5, 62) .629 1.55 0.875 (5, 62) .503 1.64 1.08 (5, 63) .379

Table 5: Hierarchical regressions predicting phishing detection precision. None of the hierarchical regression steps in any
condition significantly improved fit results compared to step 1. Colors indicate whether the regression fit at the respective step
was significant (green) or not (yellow), e.g., only the step 1 regression in Control was significant. RSS = Residual Sum of
Squares

Control Headerless Bodyless

step predictors RSS F (df) p RSS F (df) p RSS F (df) p

1 demographics 2.94 5.29 9.66
2 experiential questions 2.82 0.659 (5, 70) .659 5.18 0.332 (5, 70) .892 8.65 1.71 (5, 71) .144
3 privacy concerns 2.53 2.63 (3, 67) .058 4.89 1.36 (3, 67) .263 8.20 1.27 (3, 68) .294
4 Big Five 2.30 1.24 (5, 62) .304 4.40 1.36 (5, 62) .251 7.42 1.31 (5, 63) .271

Lower phishing detection recall was predicted by higher age
(β = −0.003, p = .040), less frequent self-reported phish-
ing reception (β = −0.057, p = .003) and more profes-
sional experience with executive assistance work (β=−0.054,
p<0.001).

None of the steps in the hierarchical regressions showed
significant reductions in model residuals when predicting
phishing detection precision from personal traits (see Ta-
ble 5). Therefore, only step 1 regressions are reported further.
In Control, the step 1 multiple regression with only demo-
graphic traits was significant (F(7,75) = 2.436, p = .026,
R2=0.185, R2

ad j =0.109). Higher education level predicted
higher phishing detection precision (β = 0.037, p = .013)
and higher income predicted lower phishing detection pre-
cision (β =−0.001, p = .018). Step 1 regressions did not
significantly predict phishing detection precision in Body-
less (F(7,76)= 1.620, p= .143, R2 = 0.130, R2

ad j = 0.050),
nor in Headerless (F(7,75) = 1.309, p = .258, R2 = 0.109,
R2

ad j =0.026) conditions. Effect sizes of all significant pre-
dictors were small and arguably of limited meaningful value.
Note that using a different order of regression steps did not
change the results.

Higher age was associated with slower labeling responses
in Control (r = 0.355, p = .002) and Bodyless (r = 0.341,
p= .002). That is, older participants were slower at the task

overall. However, no significant associations were found
between mean labeling RTs and phishing detection recall or
precision in any of the display conditions. This further implies
that demographics do not reliably predict phishing detection
ability.

Adding “spam” as an accurate phishing detection label
does not lead to more consistent results. Some partici-
pants may have confused the meaning of “spam” and “phish-
ing”. Hence, additional regressions with personal traits were
run where both “spam” and “phishing” were regarded as ac-
curate (true positive) labels for phishing e-mails and false
positive labels for legitimate e-mails. This approach yielded
prediction improvements for a step 2 regression in Control
and step 4 regression in Headerless. Both regressions were
significant. In the step 2 regression in Control (demograph-
ics and experiential questions; F(12,70)= 1.973, p= .040,
R2 = 0.253, R2

ad j = 0.125), older participants had a some-
what higher phishing detection recall score (β = −0.004,
p = .014). The step 4 regression in Headerless (includ-
ing all personal traits) predicted phishing detection recall
at trend level (F(20,62) = 1.637, p = .072, R2 = 0.346,
R2

ad j =0.135), where higher phishing detection recall was pre-
dicted by higher mean extraversion (β=0.040, p= .003) and
neuroticism (β= 0.033, p= .048). Higher mean agreeable-
ness predicted lower phishing detection recall (β=−0.040,
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p= .012). None of the steps in the hierarchical regressions
for the Bodyless condition were significant, meaning none
of the personal traits predicted phishing detection recall in
Bodyless, even when “spam” was considered as an accurate
phishing detection label.

In Control, phishing detection precision was significantly
predicted in a step 3 regression with demographics, experi-
ential questions and privacy concerns (F(7,76)=1.995, p=
.029, R2=0.309, R2

ad j =0.154). Less frequent self-reported
phishing reception (β=−0.041, p= .017) and higher IUIPC
“control” dimension scores (β=−0.043, p= .014) predicted
lower phishing detection precision. None of the hierarchical
regressions predicting phishing detection precision in Body-
less and Headerless were significant.

Altogether, whereas more personal traits were found to
predict phishing detection recall by including “spam” as an
accurate phishing detection label, the effects remained in-
consistent over conditions and effect sizes were of limited
meaning. These analyses strongly suggest that personal traits
(e.g., demographics, personality traits, privacy concerns) do
not consistently relate to how susceptible people are to phish-
ing e-mails.

5 Discussion

Given the rising and increasingly sophisticated threat of phish-
ing e-mails, it is essential to understand why people fall for
them and to develop new solutions that reduce phishing vic-
timization. This study highlights the possibility that phishing
susceptibility is caused by inattention to suspicious source de-
tails found in e-mail headers. It tested the phishing detection
ability of a representative sample in an e-mail processing task
with different display conditions. Contrary to expectations,
participants were not better at detecting phishing when only
e-mail header details were displayed. Since the vast majority
did detect phishing e-mail 5 in all conditions and the “Nige-
rian prince” scams in Control and Headerless, low participant
motivation to perform well at the task is an unlikely explana-
tion for the low overall detection rates. These findings show
that people do not necessarily have a blind spot for e-mail
source details, but instead do not recognize deception tactics
commonly used in phishing.

The lack of e-mail characteristics predictive of phishing de-
tection proportions confirm the idea that users do not rely on
consistent tactics to gauge e-mail authenticity. One heuristic
to do so, for instance, is checking if the sender e-mail address
domain corresponds with the organization the sender claims
to be from. If people used this rule, most participants should
have detected phishing e-mails 1, 2 and 6 in Control. Another
often given advice to avoid getting phished is to always in-
spect the actual URL of links in e-mail content, by hovering
over them. If people adopted this advice, phishing e-mails 5,
6, 7 and 8 should have been detected by the majority as well.
The lack of participants who did so suggests that common

anti-phishing advice is not used or that they do not know what
to do with the gathered information [46], and may reflect peo-
ple’s general misreading of URL domains when they hover
over links [42, 2].

Many existing efforts to reduce phishing victimization rely
on some form of training and are widely implemented in or-
ganizations and public campaigns already [5, 25, 46, 47, 6,
45, 52, 20, 58, 27, 30, 30, 29]. If the general public followed
common cybersecurity advice, this study should have found
higher average phishing detection proportions. The low de-
tection rates imply the need for alternative solutions that help
people recognize deception tactics used in phishing e-mails.

A strategy would be to target at-risk individuals with per-
sonalized anti-phishing interventions. If traits such as demo-
graphics were reliable predictors of phishing susceptibility,
cybersecurity training could be targeted more specifically at
certain demographic groups. However, the present study used
an improved sample and task design, and still found no consis-
tent relations between phishing detection and demographics,
personality traits, privacy concerns, self-reported cybersecu-
rity knowledge, nor self-reported phishing susceptibility. This
accord with results from studies that also used role-playing
tasks with a larger variety of phishing e-mails [13, 28, 26].
Whereas more research is needed to see if people with certain
traits may be more susceptible to specific types of phishing
(e.g., see [32]), interventions solely based on personal traits
are not well-justified by the current body of research. Another
under-researched direction is to profile within-individual dif-
ferences in attention and situational changes to predict phish-
ing susceptibility.

Taken together, this study emphasizes the need for research
on user-centered techniques to reduce phishing susceptibil-
ity. In this approach, knowledge about online deception tac-
tics needs to be accessible and usable for users in real-time.
This moves away from conventional time-limited training
programs and calls for more interdisciplinary collaboration
between software developers and social scientists. An encour-
aging example from work on fake news detection showed
that simply asking Twitter users to think about the veracity
of social media articles reduced content sharing from untrust-
worthy sources [43]. More studies are needed to test similar
tactics in e-mail inbox interfaces. Examples include explain-
ing URLs to users when they hover over them [45, 58, 5] and
Outlook’s external sender warnings. New experiments are
being conducted by the authors on new e-mail functionalities
in this realm, e.g., showing explainable suspicion scores and
changing text colors for suspicious e-mails. Such interven-
tions could provide cost-effective alternatives to anti-phishing
training programs that suffer from questionable long-term
effectiveness [27, 47] or phishing simulations that bear the
risk of damaging employee relationships [59].
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5.1 Limitations

The business context of this task may have been difficult to
empathize with for participants without corporate experience,
although business experience was not needed to recognize
the suspicious details in the provided phishing e-mails. More-
over, knowing the business context may not necessarily lead
to better phishing detection. Current phishing attacks are
often deliberately adapted to organizational contexts, as in
phishing e-mails 1, 2, 6 and 8, and real employees have fallen
for them. Unfamiliarity with the business context may in
fact have prompted people to read the e-mail contents more
carefully before deciding what to do with them.

Next, the task interface did not fully mimic an actual inbox.
Only the single e-mail display mimicked e-mail displays in
Gmail. The task may have been more convincing if situated in
an actual inbox, although similar setups were used in previous
works [52, 41, 13]. It is also possible that people in Bodyless
still ignored sender e-mail addresses and merely based their
judgments on the subject line and sender name. Various
online and offline eye tracking methods were considered to
measure participants’ visual attention, but none were able to
differentiate users’ gaze at such granular levels.

Lastly, this study only asked for participants’ self-reported
cybersecurity knowledge and not their actual amount of prior
cybersecurity education or anti-phishing training. However,
equal distributions of variance in cybersecurity training can
be expected in each experimental condition, since participants
were randomly allocated to either of them.

6 Conclusion

Phishing e-mails are a growing and increasingly sophisticated
threat in our daily lives. Whereas e-mail messages can easily
be manipulated, altering actual source details is more difficult
to achieve. Consequently, phishing e-mails will often show
suspicious signs in e-mail header details. When people fail to
pay attention to them, they may especially be prone to falling
for phishing e-mails. The present study compared people’s
phishing susceptibility when only e-mail headers were dis-
played, to when they saw full e-mail messages in a realistic
task context. Presenting people merely with e-mail header
details was expected to improve phishing detection. Surpris-
ingly, this was not the case. Phishing susceptibility did not
seem to be caused by blindness to source details. Instead, the
results imply that people do not recognize deception tactics
that are often used in phishing. The findings also affirmed that
personal traits do not reliably predict phishing susceptibility.
Altogether, this study encourages more interdisciplinary de-
velopment of alternative user-centered tools that help us in
the challenge against phishing.
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A Task instructions

Display of e-mail examples in the instructions was adapted
according to the participant’s randomly assigned display con-
dition. The screenshots below are taken from the Bodyless
condition.
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Abstract
Privacy choice interfaces commonly take the form of cookie
consent banners, advertising choices, sharing settings, and
prompts to enable location and other system services. How-
ever, a growing body of research has repeatedly demonstrated
that existing consent and privacy choice mechanisms are dif-
ficult for people to use. Our work synthesizes the approaches
used in prior usability evaluations of privacy choice inter-
actions and contributes a framework for conducting future
evaluations. We first identify a comprehensive definition of
usability for the privacy-choice context consisting of seven as-
pects: user needs, ability & effort, awareness, comprehension,
sentiment, decision reversal, and nudging patterns. We then
classify research methods and study designs for performing
privacy choice usability evaluations. Next, we draw on classic
approaches to usability testing and prior work in this space
to identify a framework that can be applied to evaluations
of different types of privacy choice interactions. Usability
evaluations applying this framework can yield design recom-
mendations that would improve the usability of these choice
mechanisms, ameliorating some of the considerable user bur-
den involved in privacy management.

1 Introduction

Consumer privacy protection has long been rooted in the no-
tice and choice paradigm. This model assumes that companies
notify users about how they handle their data and consumers
exercise privacy choices according to their preferences. Thus,
companies implement web and app interfaces with privacy
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without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
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choice mechanisms that allow users to make choices about
some form of collection or use of their personal data, includ-
ing device permission prompts, cookie consent notices, social
media audience settings, targeted advertising opt-outs, and
mailing list opt-outs. The possible design space of privacy
choice mechanisms is broad, resulting in interfaces that vary
in type of choice, functionality, timing, channel, and modal-
ity [15]. Despite the availability of privacy controls, the notice
and choice model arguably has not resulted in effective con-
sumer privacy protection, in part due to the poor usability of
privacy choice mechanisms [53].

The design of privacy choice and consent interfaces can
significantly impact users’ privacy outcomes. Historically,
companies have had economic motivation to encourage users
to share their data through such interactions and may not have
exerted more than minimal effort in testing the usability of
their privacy choice and consent interfaces. Furthermore, pri-
vacy choice interfaces require usability considerations beyond
those considered for typical user interfaces. Generally, users
make privacy decisions when trying to accomplish a different
goal (e.g., browse a website or make an online purchase),
which means that a choice interface that interferes with the
primary goal might score high with respect to the usability of
the privacy decision but low with respect to the primary goal.

Prior usability evaluations of privacy choice mechanisms
have highlighted several obstacles to their effective use. For
example, some privacy choice mechanisms may be difficult
to configure without substantial technical knowledge [36].
Some seem to require that users put aside their preconceived
assumptions and read explanations that most users readily
skip over [51]. Furthermore, the use of dark patterns may
nudge users toward less privacy-protective options provided
in the interface [56]. Prior studies often include actionable de-
sign recommendations for a particular privacy choice context
(e.g., [21, 40, 60]).

The expanding literature on privacy choice interfaces has
explored a variety of usability considerations for privacy
choice interactions, utilizing a spectrum of usability testing
methods from the field of human-computer interaction. In this
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work, we distill the usability aspects explored and methods
used in prior work into a framework that can inform the design
of future usability evaluations of privacy choice interactions.
To develop this framework we adopt our prior work [20] pre-
senting a comprehensive definition of usability for the context
of privacy choice mechanisms consisting of seven objectives:
user needs, ability & effort, awareness, comprehension, senti-
ment, decision reversal, and nudging patterns. We then cate-
gorize different research methods and study designs that can
be used to perform usability evaluations of privacy choice
interfaces. Next, drawing on classic approaches to usability
testing and prior evaluations of privacy controls, we construct
the Privacy Choice Evaluation Framework that can be ap-
plied to future evaluations of privacy choice interfaces. The
framework provides criteria for evaluating each aspect of us-
ability through the relevant evaluation approaches, serving as
a guide for organizations that want to ensure provided privacy
controls are effective in enabling consumers to manage their
privacy. Furthermore, regulators can make use of this frame-
work as they work to hold companies accountable to rigorous
usability testing of privacy choice and consent processes.

After presenting our framework, we present an overview
of the literature on privacy choice evaluations, illustrating the
applicability of our framework. We then discuss additional
considerations, guidance for organizations, and limitations of
privacy choice usability. Our appendix includes guidance on
using the evaluation framework through a detailed example.

2 Defining Privacy Choice Usability

To consider the holistic usability of privacy choice interfaces,
it is important to first identify aspects of usability that are
relevant to the privacy choice experience. We adopt our previ-
ous work [20], which reviewed definitions of usability drawn
from academics and practitioners in the privacy, HCI, and user
experience (UX) fields and identified seven distinct aspects
of privacy choice usability. We use these seven aspects of us-
ability to provide an organizing structure for our framework.

User Needs: Whether a privacy choice interface addresses
the intended users’ privacy needs in a particular privacy choice
context. Also includes accuracy and completeness of the in-
terface in addressing these needs. Components from previous
definitions: Effectiveness (Feng et al. [15], ISO [27], Que-
senbery [52]), Useful (Schaub and Cranor [54], Morville UX
Honeycomb [44])

User Ability & Effort: Whether a privacy choice interface
allows the intended users to accomplish a particular privacy
goal and with minimal effort. Components from previous
definitions: Efficiency (Feng et al. [15], ISO [27], Quesen-
bery [52], Nielsen [45]), Usable (Schaub and Cranor [54],

Morville UX Honeycomb [44]), Accessible by “non-experts”
(Morville UX Honeycomb [44])

User Awareness: Whether the intended users are aware
that a particular privacy choice exists within a privacy choice
interface, and if they are able to find it. Components from
previous definitions: User awareness (Feng et al. [15]),
Findable (Schaub and Cranor [54], Morville UX Honey-
comb [44]), Easy to learn - initial orientation (Quesen-
bery [52], Nielsen [45])

User Comprehension: Whether the intended users under-
stand what a particular privacy choice does and the implica-
tions of their decisions. Components from previous definitions:
Comprehensiveness (Feng et al. [15]), Understandability
(Schaub and Cranor [54]), Easy to learn - continued learning
(Quesenbery [52])

User Sentiment: Whether the intended users are satisfied
with a privacy choice interface and options it provides. This in-
cludes whether users have faith that the privacy choice will be
honored. Components from previous definitions: Satisfaction
(ISO [27], Nielsen [45]), Engaging (Quesenbery [52]), De-
sirable (Morville UX Honeycomb [44]), Credible (Morville
UX Honeycomb [44])

Decision Reversal: Whether a privacy choice interface al-
lows the intended users to correct an error or change their
decision. This also includes the effort required to do so. Com-
ponents from previous definitions: Error tolerant (Quesen-
bery [52], Nielsen [45])

Nudging Patterns: Whether the design of a privacy choice
interface leads the intended users to select certain choices in
the interface over others (including dark patterns that lead
users to less privacy-protective options). Components from
previous definitions: Neutrality (Feng et al. [15])

3 Privacy Choice Evaluation Approaches

This section describes research methods and study designs
that can be applied to privacy choice evaluations. While it is
not a comprehensive list of all possible evaluation techniques,
it demonstrates a wide breadth and diversity of approaches.

3.1 Expert Evaluation Methods
Inspection-based approaches, in which usability obstacles are
identified through a systematic review of the interface by a
domain expert, can be adapted to evaluate the usability of
privacy choice and consent interfaces. Such approaches may
be particularly beneficial in evaluating privacy choice inter-
faces in contexts where users may lack requisite background
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privacy knowledge or experience. Prior examples of privacy
choice usability studies conducted through expert evaluation
include Grey et al.’s interaction criticism approach and Soe et
al.’s heuristic evaluation of cookie consent banners [19, 56].
Here we provide a brief description of five inspection-based
methods that could be used in evaluating for different usabil-
ity aspects. Additional information about these approaches
can be found in the HCI literature (e.g., [66]).

Perspective-based UI Inspection: One or more people
evaluate the privacy choice interface from the perspective
of a particular type of user (super-user, less-tech savvy, per-
son with disability) or through the lens of a specific normative
value, in this case privacy.

Individual Expert Review: One or more experts in HCI,
the privacy choice domain, or the product conducts a review to
find usability problems in a privacy choice interface according
to the usability aspect(s) being evaluated.

Cognitive Walkthrough: An expert or team interacts with
a privacy choice interface to identify usability issues that
primarily impact user awareness. This method is based on the
theory that users learn through exploration.

Heuristic Evaluation: An individual or team evaluates a
privacy choice interface design against a list of UX principles
(e.g. Nielsen Heuristics [46]) or other pre-defined criteria
(e.g., regulatory requirements).

Formal Usability Evaluation: Trained inspectors conduct
coordinated, individual usability assessments of a privacy
choice interface (similar to formal code inspections). This
may include collecting information about the shortest path,
minimum number of actions, and time taken to complete a
privacy choice task.

3.2 User Study Designs
User studies provide perspectives from individuals who are
more likely to represent the opinions and behaviors of end-
users of the privacy choice interface. Such evaluations of
privacy choice interfaces can be implemented through differ-
ent research methods and study designs as outlined below.
Studies may combine elements to explore how well a privacy
choice interface addresses particular usability aspects.

3.2.1 No Task Assigned

Self-reported: Self-report methods can help with under-
standing users’ experiences with a privacy choice interface in
the context of their actual use of the system. This can provide
valuable insight even for privacy interfaces that users may

encounter infrequently. Furthermore, self-report methods can
help understand users’ privacy needs for a particular context.
These studies can be conducted through surveys, interviews,
and focus groups utilizing qualitative prompts, measurement
scales, and other question types. Examples of prior self-report
studies related to privacy choice interfaces include Malkin et
al.’s survey of smart speaker users [40] and Colnago et al.’s in-
terview study informing the design of a privacy assistant [11].

Observed: Observation studies primarily involve measure-
ment of users’ behavior when interacting with a deployed
privacy choice interface, sometimes as part of an A/B test.
Examples of such metrics include the average amount of time
spent before making a privacy choice or percentage of users
who click a particular option. Such studies provide an ad-
vantage over other study designs by providing insight into
when and how users are actually interacting with an interface,
which is particularly useful for the privacy choice context as
privacy management is typically not users’ primary reason
for engaging with a system. However, observation studies do
not typically provide an explanation as to why users interact
with it in the way that they do, unless paired with an interview
or survey. Previous observation studies of cookie consent in-
terface designs include Utz et al.’s field study evaluation [61]
and the logistics company DHL’s A/B tests [49].

3.2.2 Participants Assigned Privacy Task

In their natural use of a system, users may encounter a par-
ticular privacy choice interface so infrequently that it may be
difficult for researchers to assess its usability. Thus evaluating
for some usability aspects may require explicitly assigning
privacy-related tasks to ensure that users interact with the
interface being evaluated. Additionally, participants are typi-
cally asked questions before or after task completion (or both).
These user studies can be implemented through surveys, ex-
periments, or lab usability studies.

Hypothetical Privacy Scenario: Participants are given a
realistic scenario motivating a privacy choice and are asked
how they would use a privacy choice interface (or other mech-
anism) to make that choice. An example of a hypothetical
scenario that was used by Habib et al. [21] and Kumar et
al. [5] to introduce tasks involving email opt-outs is “You just
got the 10th update email from this website today. Now you
want to stop receiving them.”

Participant Inspection: Participants are shown a privacy
choice interface and are encouraged to fully engage with it
prior to answering questions (e.g., to measure their awareness
or comprehension). Typically, participants are allowed to ref-
erence the interface while they are answering questions. Tsai
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et al.’s online experiment used participant inspection to com-
pare the design of a new Android permission manager tool
with Android’s native permission management interface [60].

Participant Quick Review: Participants are shown a pri-
vacy choice interface but are only allowed a short period to
engage with it (e.g., 3 seconds). Typically, participants are
not allowed to reference the interface while they are answer-
ing questions. Quick review may also be done as part of a
task in which participants are exposed to the interface, but
answer questions about it after they complete the task and the
interface is no longer in view. Cranor et al. used quick review
to evaluate whether participants noticed a “Do Not Sell My
Personal Information” opt-out link and icon in the footer of
an e-commerce website after their attention was directed to a
nearby link [12].

Make Personal Privacy Choices: Participants are shown a
privacy choice interface and are asked how they would interact
with it according to their own personal privacy preferences.
For example, Krsek et al.’s experiment asked participants to
select their preferences for Facebook privacy settings under
different nudging conditions [33].

3.2.3 Participants Assigned Distraction Task

Considering that privacy/security are often secondary priori-
ties when users interact with a system, simulating this in an
online experiment or lab usability study might require assign-
ing participants a “distraction task.” Examples of distraction
tasks include shopping for a particular item, or finding infor-
mation on a website. Participants should encounter the choice
interface or an indicator leading to it during their task.

Privacy Choice Prompt Appears: Participants are asked
to complete a task that is unrelated to the privacy choice in-
terface being evaluated, but are exposed to the privacy choice
interface at some point in the study. For example, in Bermejo
Fernández et al.’s online experiment evaluating the usability of
cookie consent interfaces, a cookie consent banner appeared
as participants arrived at the website to complete a survey
about smart home devices [6].

Participant Seeks Out Privacy Settings: Participants are
asked to complete a task that is unrelated to privacy but as part
of the interface they can see the current privacy settings. Dur-
ing the course of task completion they may choose to change
their privacy settings according to their preferences. Vaniea et
al. conducted a series of lab studies in which participants were
assigned photo management tasks during which they had the
opportunity to observe and change the access control settings
for each photo [62]. However, the authors report a number

of challenges they encountered while conducting these stud-
ies using this approach, including making sure participants
understood the somewhat-complex desired access control pol-
icy, and balancing the need to make participants aware of the
access control settings with a desire not to prime participants
to think about access control more than they normally would.

4 The Privacy Choice Evaluation Framework

We introduce the Privacy Choice Evaluation Framework, sum-
marized in Table 1, which provides a set of criteria that can
be used in usability evaluations of privacy choice interfaces.
We structure the framework according to the seven usability
aspects defined in Section 2. For each criterion included in the
framework, we highlight the study approaches described in
Section 3 and describe measures or example prompts that can
be incorporated into a usability study. We refer to established
usability metrics and heuristics when appropriate, or specific
components of existing usability scales that are applicable
to the privacy choice context. It is important to note that the
usability requirements and acceptable thresholds for meeting
them are not universal, but rather depend on the context of
the privacy choice interface. Many factors, including intended
user groups, complexity of options, and devices used to dis-
play the privacy choice interface, influence whether a given
privacy choice interface is sufficiently usable. The framework
also considers the types of privacy choice interfaces relevant
to each criterion, in terms of the Timing component of the pri-
vacy choices design space: on-demand (privacy settings pages
that the user seeks out) or interruptive (privacy choice inter-
faces that appear at setup, just-in-time, are context-aware, are
periodic, or are personalized) [15]. Furthermore, we provide
citations to prior privacy choice evaluations when applicable
to demonstrate possible implementations of the listed criteria.

4.1 User Needs
Prior to designing an interface, design teams often complete a
needs assessment using qualitative approaches to better under-
stand how and why users might use the interface. It is impor-
tant to assess whether a resulting interface design is aligned
with the identified needs and how completely it addresses
them. Assessing user needs is relevant to both interruptive
and on-demand privacy choice interfaces. Some evaluations
in other parts of this framework rely on an understanding of
user needs associated with a privacy interface.

4.1.1 Users’ Privacy Objectives

This criterion pertains to understanding users’ privacy objec-
tives when using a particular system. Assessments of users’
privacy objectives can be conducted as self-reported evalua-
tions of past experiences or user studies involving assigned
tasks. Prior work evaluating users’ privacy objective when
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Users’ privacy objectives        
Users’ intentions       
Interface completeness     
Interface accuracy     

Ability - make privacy choice         
Time taken - make privacy choice         
User actions - make privacy choice         
Perceived effort - make privacy choice        
Estimated effort - make privacy choice      

Awareness of choice existence        
Ability - find privacy choice      
Time taken - find privacy choice      
User actions - find privacy choice      
Perceived effort - find privacy choice      
Estimated effort - find privacy choice     

Objective knowledge - focused attention        
Objective knowledge - unfocused attention      
Perceived effort - comprehension        
Estimated effort - comprehension      

Perceived transparency & control        
Subjective knowledge        
Levels of comfort & trust        
Investment in decision-making        

Impact on individual welfare       
Unintended societal consequences     
Alignment with regulatory objectives     
Individual autonomy        

Table 1: A summary of the Privacy Choice Evaluation Framework which provides an overview of the evaluation critera (grouped
by the usability aspect in Section 4 under which they are described). Marked are the applicable usability aspects (defined in
Section 2), evaluation approaches (described in Section 3), and timing of privacy choice interface (interruptive and/or on-demand)
for each criterion.
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using a privacy choice interface includes Fiesler et al.’s survey
of Facebook users, which asked “Why did you choose this
privacy setting?” for each post shared by their participants.
Additional example prompts include:

• What settings or controls related to [domain of privacy
choice] would you like to have available to you, if any?
[for initial exploration into user needs prior to designing
the privacy choice interface]

• What other settings or controls related to [domain of
privacy choice] would you like to have available to you,
if any? [for further exploration into user needs related to
an existing privacy choice interface design]

4.1.2 Users’ Intentions

Similar to exploring users’ objectives, it is important to assess
why users interact with privacy choice interfaces in the way
that they do, including evaluating users’ decision strategies.
Assessing users’ intentions requires participants to reflect on
what they were trying to achieve in a past interaction with a
privacy choice interface, which could be privacy related (e.g.,
trying to prevent a certain type of data collection) or more
practical (e.g., to continue to the main website). This can be
conducted as self-reported evaluation of past experiences or
user studies involving assigned tasks. An example prompt to
assess users’ intentions is: What were you trying to achieve
when you [interacted with the choice interface]?

4.1.3 Interface Completeness

The criterion assesses how completely an implemented pri-
vacy choice interface achieves users’ needs through an expert
evaluation. This requires having some knowledge of users’
objectives through a user study and thus ideally should be
done in conjunction with the criterion described in 4.1.1. Such
evaluations could include heuristics such as:

• Does the interface meet the needs of different types of
users (e.g. those who want fine-grained controls and
those who want simplicity.)?

• Does it allow users to achieve all of their stated objec-
tives, or only some of them?

Some interfaces may be incomplete because they do not
allow users to make desired privacy choices at all, for example
not offering the option to post anonymously on a social media
platform. Others may offer desired choices, but not at the level
of granularity desired by some users, for example allowing
social media users to restrict the audience of their posts to
friends, but not allowing them to restrict the audience to only
a particular subset of their friends.

4.1.4 Interface Accuracy

In addition to how completely a privacy choice interface meets
users’ needs, an expert evaluation can also assess how accu-
rately it achieves users’ needs. This requires having some
knowledge of users’ intentions when using a privacy choice
interface, and could be done in conjunction with a user study
exploring the criterion described in 4.1.2. These evaluations
could include evaluating whether there is a mismatch between
what the user said they were trying to achieve and what the in-
terface actually does, and identifying how the interface helps
users accomplish their goals. For example, some cookie con-
sent interfaces give users a choice of “accept all cookies,”
“reject all cookies,” or “manage cookies.” Reject all cookies
is not an accurate label on most websites where it actually
rejects all non-essential cookies but not the “strictly neces-
sary” cookies needed for the site to function and which are
permitted under GDPR.

4.2 User Ability & Effort

Usability testing often involves quantitative measures that es-
timate the effort involved in using an interface. These metrics
can be used to compare interfaces (e.g., a previous version
of the interface, alternate designs, or the interface of a simi-
lar product). Measuring perceived effort is relevant to both
interruptive and on-demand choice interfaces. For on-demand
privacy choice interfaces, much of the effort involved in using
the interface will likely be in finding where it is (which we
discuss as separate criteria in 4.3), but users could possibly
make other errors such as forgetting to save their choices or
toggling a choice in the wrong direction.

4.2.1 Ability to Make a Privacy Choice

Ability evaluations may assess whether users are able to com-
plete the end-to-end interaction required to make a privacy
choice, as well as the type and extent of assistance they re-
quire. Ability to make a privacy choice can be measured
through observational field studies or user studies involving
task assignment. Prior work evaluating for ability to make a
privacy choice includes Chalhoub et al.’s ethnographic study
which surfaced participants’ inability to configure privacy
settings on their smart home devices [7].

4.2.2 Time Taken to Make Privacy Choice

Time is one measure of the effort required to use an inter-
face, and can be measured through both observation and user
study tasks. However, the raw time to complete a privacy
decision may be an imperfect measure if users are multi-
tasking or thinking aloud during a moderated study. Alter-
native time-based metrics include time-based efficiency and
overall relative efficiency [43]. An example of prior work
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that included timing metrics in their usability testing is Gar-
lach and Suthers’s study evaluating the effectiveness of the
AdChoices icon in the mobile environment [18].

4.2.3 User Actions Required to Make Privacy Choice

Another measure of effort is the number and type of user
actions (e.g., clicks, hovers, form fields) required to complete
a privacy choice. This may sometimes be a more reliable
measure than time and may also reveal common user errors
that result in extra user actions. User actions can be measured
through observation as well as user study tasks. Habib et al.
tracked clicks, scrolls, form field, check boxes, and hovers in a
lab usability study of opt-out and data deletion interfaces [21].

4.2.4 Perceived Effort in Making a Privacy Choice

After completing a task that requires using a privacy choice
interface, participants can be asked questions related to the
perceived ease or difficulty of their experience. Alternatively,
these questions can be asked about participants’ prior expe-
riences with a privacy choice interface outside of the study
environment. Work by Tsai et al. and Habib et al. reported
perceived effort by asking participants a version of the the
Single Ease Question (SEQ) (“Overall, how easy or difficult
was it to perform this task?”) to evaluate different privacy
choice interfaces [21, 22, 60]. Other commonly used prompts
that measure perceived effort on a Likert scale include items
2, 3, 4, and 8 on the System Usability Scale (SUS) [35].

4.2.5 Estimated Effort Required to Make a Choice

Expert evaluation approaches can be used to estimate users’
ability and effort in using a privacy choice interface to accom-
plish a particular goal. Such evaluations may include a set
of design heuristics specific to the privacy choice interface
or established usability heuristics (e.g., items 1-3, 7, 8 of the
Nielsen heuristics [46]). Estimating ability and effort could
also be done in conjunction with 4.2.2 and 4.2.3, as it may be
helpful to compare the ability and effort of an “expert” with
prior knowledge of the privacy choice interaction to those
of user study participants. Habib et al. estimated the effort
involved in using privacy opt-outs and data deletion mecha-
nisms by counting the user actions in the shortest interaction
path required to opt-out or delete data [24].

4.3 User Awareness
For privacy choice interfaces to be usable, it is necessary to
ensure that users recognize that the privacy choice(s) exist and
that they are able to find them. Awareness may be measured
together or separately from user ability & effort (Section 4.2)
as it is part of the interaction required to use a privacy choice
interface. Testing for awareness may be less important for
interfaces that interrupt the user’s primary goal, compared to

on-demand privacy settings pages that users must seek out.
Furthermore, for step-wise privacy choice interfaces, in which
choices are incrementally revealed, it may be sufficient to eval-
uate whether users are aware of the general types of options
available, rather than every option offered in the interface.

4.3.1 Awareness of Choice Existence

Assessing awareness of privacy choice interfaces and avail-
able options, sometimes referred to as discoverability [3],
requires study participants to have prior experience with the
system but not necessarily the particular interface being evalu-
ated. Thus, self-report evaluations or user studies with distrac-
tion tasks are appropriate for evaluating awareness. For inter-
ruptive interfaces, evaluating for this criterion might include
whether participants can recall the specific choice interface
or available privacy options, whether participants realized
they were asked to make a privacy choice during a distraction
task, and if can they identify which choice they made. For on-
demand privacy choices, users might be asked about their own
privacy objectives or told about objectives that some users
have, and then asked whether they think there is an interface
that might help them achieve this objective (as a follow-up
researchers may then assess the users’ ability to find it). An
example of prior work measuring awareness is Cranor et al.’s
study that evaluated whether participants noticed an opt-out
link and icon present on the page [12].

4.3.2 Ability to Find Privacy Choice

This criterion can be incorporated into user studies that im-
plement the criterion described in 4.2.1, as finding the pri-
vacy choice interface is typically the bulk of a privacy choice
interaction for on-demand privacy choices. It may include
assessing whether participants were able to find the choice
interface without assistance, and for moderated studies, what
hints aided participants in finding the privacy choice.

4.3.3 Time Taken to Find the Privacy Choice

Similarly, this criterion can be studied with the criterion de-
scribed in 4.2.2. For example, Garlach and Suthers report the
time taken by their study participants to find the AdChoices
icon on a mobile device [18].

4.3.4 User Actions Taken to Find the Privacy Choice

Participants’ interaction path while trying to find the privacy
choice can also be studied alongside the criterion in 4.2.3.

4.3.5 Perceived Effort in Finding the Privacy Choice

This criterion is similar to that described in 4.2.4. After com-
pleting a study task that requires participants to seek out the
privacy choice interface, participants can be asked questions
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related to the perceived ease or difficulty in finding the privacy
choice. For example, participants in Chen et al.’s study were
asked to rate the difficulty of finding different app privacy
settings [8]. Alternatively, participants can be asked about
prior experiences with a privacy choice interface outside of
the study environment in self-report studies.

4.3.6 Estimated Effort in Finding the Privacy Choice

Expert evaluation approaches can be used to estimate the dif-
ficulty of finding a privacy choice. Cognitive walkthroughs
of the system may be especially relevant when evaluating the
learnability of the privacy choice interaction [66]. Established
usability heuristics (e.g., items 4 and 6 of the Nielsen heuris-
tics [46]) also address findability. Estimating effort in finding
the privacy choice could be done in conjunction with 4.3.3
and 4.3.4. Similar to the criterion described in 4.2.5, com-
paring the ability of an “expert” with prior knowledge of
the system with those of study participants to find the privacy
choice interface may suggest usability issues in the interaction
if there is a large gap.

4.4 User Comprehension

For a privacy choice interface to be effective, it is important
to ensure that users understand what it does and identify any
misconceptions. When evaluating for comprehension, it is
important to evaluate whether users understand the options
that are available to them and the implications of their de-
cision, given their (often) incomplete understanding of the
technologies relevant to the privacy choice.

4.4.1 Objective Knowledge with Focused Attention

To better understand whether users can comprehend informa-
tion provided in a privacy choice interface (either interruptive
or on-demand), user study participants can be asked objective
knowledge questions when it is presumed that their attention
was focused on the privacy choice interface. This criterion can
be assessed through user studies that involve privacy tasks, as
well as self-report studies that ask participants to recall their
experience with the privacy choice interface being evaluated.
Koelle et al.’s study evaluating opt-in and opt-out gestures
assessed objective knowledge by asking “What does the ges-
ture shown in the video above mean to you” [31]. Evaluating
for objective knowledge could also include asking if partic-
ipants understand the privacy benefits and risks associated
with different options, and if applicable, whether participants
recognize whether a privacy choice is optional or mandatory.

4.4.2 Objective Knowledge with Unfocused Attention

It is also important to assess whether users understand the
options available to them and implications of a decision made

through interruptive privacy choice interfaces that they en-
counter when their attention is focused elsewhere in their
interactions with a system. Similar to measuring awareness
of a privacy choice described in 4.3.1, measuring objective
knowledge with unfocused attention might require assigning
participants to a distraction task, or having them recall their
past experiences in a self-report study. Comparing objective
knowledge when attention was focused on the privacy choice
interface to when it was focused elsewhere may also help
to reveal comprehension issues. For example, Pearman et al.
asked participants about practices described in a HIPAA au-
thorization they had encountered while trying to use a chatbot
as part of a distraction task and later asked them to review the
authorization again and revisit their answers [51].

4.4.3 Perceived Effort in Comprehending Choices

Similar to assessing the perceived effort to make a privacy
choice (4.2.1), user study participants can be asked questions
related to the perceived ease or difficulty in learning or com-
prehending the privacy choices. Similarly, this criterion can
be assessed for both interruptive and on-demand interfaces
after completing a study task that exposed them to the privacy
choices. Alternatively, these questions can be asked about
participants’ prior experiences with a privacy choice inter-
face outside of the study environment. Example prompts and
measures to evaluate perceived learnability include: “what (if
anything) was difficult to understand about the privacy choice
interface” and items 5, 6, 7 and 10 on the SUS [35].

4.4.4 Estimated Effort in Comprehending Choices

Similar to the criteria described in 4.2.5 and 4.3.6, expert
evaluation approaches can assess the difficulty in learning
or comprehending a privacy choice interface. Such evalu-
ations may assess whether particular types of users might
have greater difficulty in learning or comprehending what the
choice interface does, as well as what aid might be required to
learn available choices. Furthermore, item 10 of the Nielsen
heuristics also pertains to learnability [46].

4.5 User Sentiment
Different facets of user sentiment assess users’ satisfaction
with a privacy choice interface after they have had some ex-
posure to it. This exposure may occur through a study task,
or during their past interactions with a system. Evaluating for
sentiment is applicable to both interruptive and on-demand
privacy choice interfaces, and may be assessed through Likert
measures accompanied with qualitative prompts.

4.5.1 Perceived Transparency & Control

This criterion assesses whether the privacy choice interface
provides an appropriate level of transparency and control re-
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lated to how user data is handled. Participants may be asked
how transparent they feel the evaluated privacy choice inter-
face is related to the use of their data, and to what extent they
feel that it provides sufficient control over their data.

4.5.2 Subjective Knowledge

Assessing for subjective knowledge involves capturing users’
interpretations of their ability to effectively use the privacy
choice interface, as well as if they experience feelings of re-
gret. Korff and Böhme used the TMC scale to measure partici-
pants’ satisfaction, regret, and feelings of being overwhelmed
after interacting with a privacy choice interface related to
disclosure on a business networking website [32]. Example
prompts and metrics related to subjective knowledge include
to what extent participants feel informed about their choices,
how capable they feel in making a decision, and how confident
they are in their privacy choice (e.g., item 9 of SUS [35]).

4.5.3 Levels of Comfort and Trust

Ideally, privacy choice interfaces should empower users by
providing control over their data. Thus it is important to eval-
uate whether after interacting with a privacy choice interface
users are comfortable with how their data will be used, as
well as to what extent they feel that their privacy decision
will be honored. Mathur et al. argue that privacy choice inter-
faces should be evaluated on whether they are detrimental to
the collective welfare [41]. In the context of privacy choice
interfaces, dark patterns may result in a loss of trust or skepti-
cism (e.g., in the company, in companies using similar privacy
choice interfaces), and could contribute to feelings of resigna-
tion. Korff and Böhme also used the PCRT scale to measure
participants’ perceived comfort, risk, and trust in the privacy
choice interface evaluated [32].

4.5.4 Investment in Decision-Making

This criterion pertains to whether the design of the privacy
choice interface sufficiently motivates users to make an in-
formed privacy decision. An example of prior work that as-
sessed investment in decision-making is Cranor et al.’s user
study that asked participants how likely they would to be
to click on the do-not-sell icon and link texts being evalu-
ated [12]. Other means of measuring investment include ask-
ing participants how carefully they considered their privacy
choice and describing how they made their privacy decision.

4.6 Decision Reversal
For privacy choices to be usable, users need to be able to
change their privacy choice decision, both immediately after
an interaction with a privacy choice interface and, if applica-
ble, at a later time through user settings offered through the
website or app. This allows for users to correct an error they

may have made in their initial privacy choice as well as cir-
cumstances in which users change their mind about how their
data may be used or collected. The criteria for evaluating user
ability & effort described in Section 4.2 related to making an
initial privacy choice can be adapted to measure users’ ability
and effort in reversing their privacy decision (both immedi-
ately after making an initial decision and at a later point in
time in which the choice interface or a settings page must
be revisited). Similarly, those related to user awareness (Sec-
tion 4.3 and user comprehension (Section 4.4) can be utilized
to ensure that users can find and understand the information
and processes that are part of reversing their privacy decision.
Assessing for reversal through user studies involves assigning
participants a privacy choice task in which they must undo or
modify their initial privacy choice. This aspect of usability is
applicable to both interruptive and on-demand interfaces.

4.7 Nudging Patterns

In contrast to the other usability aspects that are applicable
to almost any type of user interface, evaluating for nudging
patterns is especially relevant to contexts in which users are
asked to give up something, such as their personal data. Pri-
vacy choice interfaces often exhibit dark patterns that nudge
users to less privacy-protective outcomes to the benefit of
the company. This usually occurs when privacy-protective
options are made less salient or more cumbersome to use than
the alternatives. Furthermore, legislation such as the General
Data Protection Regulation (GDPR) and the California Pri-
vacy Rights Act (CPRA) make the use of dark patterns in
privacy choice interfaces, particularly those related to con-
sent, illegal [14, 48]. As such it is important for designers to
be aware of the way they are nudging consumers and evaluate
whether this nudging could be a dark pattern. In some con-
texts, it may even be appropriate for interfaces to nudge users
to privacy-protective choices [1]. To evaluate interruptive and
on-demand privacy choice interfaces for dark patterns, we pro-
pose criteria aligned to the normative perspectives described
by Mathur et al. with regards to privacy [41].

4.7.1 Impact of Individual Welfare

Mathur et al. suggest measuring a “welfarist conception of
privacy” [41]. In the privacy choice context, one such calcula-
tion is the financial value of the data disclosed because of a
particular design pattern. User studies involving study tasks
or self-reporting of data could also examine the proportion of
users whose needs were not satisfied by a particular design.
These measures could also highlight whether individual wel-
fare could be improved with nudges toward privacy-protective
choices. An example of prior work that has explored impact
to individual welfare is Nouwen’s et al.’s experiment that
quantified the impact of different design elements in cookie
consent interfaces on participants’ consent decisions [47].

USENIX Association Eighteenth Symposium on Usable Privacy and Security    281



4.7.2 Unintended Societal Consequences

Another aspect of collective welfare is analyzing through
expert evaluation approaches whether the privacy choice in-
terface could lead to unintentional disclosure of personal in-
formation, and whether this could have negative societal-level
impact. A prominent example is Facebook users unknowingly
consenting to their data being shared with Cambridge Ana-
lytica, which used the data to influence global elections [42].
Gray et al.’s interaction criticism incorporated potential soci-
etal impact in a usability evaluation of cookie consent inter-
faces by including considerations such as “relevant business
models and economic rationale, current and future role of tech-
nology, social acceptance or rejection of technology norms,
agency of users and technology providers” [19].

4.7.3 Alignment with Regulatory Objectives

Expert evaluation approaches can also be used to ensure that
designed privacy choice interfaces meet regulatory require-
ments. Both the GDPR and CPRA have provisions related to
the usability of privacy choice interfaces, particularly to the
consent of data collection [14, 48]. The CPRA explicitly bans
dark patterns, defining them as “a user interface designed or
manipulated with the substantial effect of subverting or im-
pairing user autonomy, decision-making, or choice, as further
defined by regulation.” [48]. Prior empirical evaluations of
consent notices have identified dark patterns that likely violate
the spirit of GDPR and could potentially lead to regulatory
penalties. Particularly Nowens et al. and Soe et al. provide a
list of design criteria for cookie consent notices to evaluate
for the presence of dark patterns and potential violations of
the GDPR [47, 56]. This includes that consent be explicit
(e.g., require a click from the user), consent must be as easy
to withdraw or refuse as it is to give, and the privacy choice
interface contain no pre-selected boxes for non-necessary pur-
poses [47]. Other potentially violating design patterns are the
absence of actual choices in the interface (e.g., instructions to
change privacy choices are simply described in a notice text),
choice toggles that are unlabelled, and not using antonyms of
the consent option to label the option denying consent [56].

4.7.4 Individual Autonomy

Mathur et al. suggest evaluating to what degree an interface
interferes with a user’s ability to make “independent deci-
sions” [41]. User study approaches can evaluate whether pri-
vacy choice interface designs lead users to choose certain
privacy options over others by comparing privacy options se-
lected through interfaces with suspected nudging patterns with
those selected through other designs; cookie consent inter-
face evaluations by Machuletz and Böhme [38] and Nouwens
et al. [47] took this approach. Similarly, in some contexts
it may be beneficial to evaluate whether interfaces utilizing

reflective design better enable individual autonomy, as sug-
gested by Terpstra et al [59]. Individual autonomy could also
be evaluated through criteria that align with other evaluation
objectives including: whether there is an option aligned with
users’ preferences available (4.1.1), whether users are able to
choose their preferred option and the effort required (4.2.1,
4.2.2, 4.2.3), whether users are aware of the options available
(4.3.1), whether users comprehend available options (4.4.1
and 4.4.2), and perceptions of autonomy (4.5.2 and 4.5.4).

5 Previous Privacy Choice Evaluations

This section presents an overview of a range of prior stud-
ies evaluating different types of privacy choice mechanisms.
Though other work in this space may also be beneficial in
informing the design of privacy choice interfaces, the studies
described illustrate facets of the Privacy Choice Evaluation
Framework through a variety of approaches. We focus our
review on studies published over the past 10 years, with most
published in the past five years.

A common privacy choice interface is related to allowing
access to a specific hardware resource obtained from a device,
like camera or location data. Previous studies have focused
on user needs related to permission management in different
contexts — including smartphone apps [26, 50], smart speak-
ers [58], and smart glasses [13] — offering insights into the
types of privacy controls that users desire. Other studies have
uncovered limitations related to users’ ability to use and com-
prehend existing permission management schemes [7, 55],
or compared their usability to alternative approaches [60, 65].
Additionally, Bahirat et al. evaluated the impact of nudging
on smart home privacy choices using data collected through
hypothetical contextual scenarios, finding that defaults and
framing of choices impact users’ decision-making [4].

Interfaces that allow individuals to consent to different
types of data processing are often used to meet legal require-
ments, such as those set by GDPR, Health Insurance Portabil-
ity and Accountability Act (HIPAA), and Family Educational
Rights and Privacy Act (FERPA). A growing body of work
has explored the usability of cookie consent interfaces, find-
ing that dark or nudging patterns that impact users’ choices
are prevalent in current interface designs [6,19,20,47,56,61].
Others have explored the usability of consent interfaces used
in other contexts. For example using an inspection-based
approach, Khalil et al. found that students’ ability to with-
draw consent from Massive Open Online Course (MOOC)
providers are limited due to lack of available options [30].
Additionally, Pearman et al. explored the usability of different
health data disclosure authorization designs for a healthcare
chatbot and argued for alternative approaches to capturing
informed consent [51].

In contrast, other types of privacy choice interfaces allow
users to opt out of the processing of their data, or to request
deletion of their data. However, opt-out and deletion mecha-

282    Eighteenth Symposium on Usable Privacy and Security USENIX Association



nisms commonly used on websites and apps have been found
to have usability issues related to awareness and ability &
effort [18, 21, 24]. Other studies have explored visual icons as
a potential means of increasing awareness of available opt-out
choices through different user study designs, including partic-
ipant inspection and assignment of a distraction task [12, 25].
Data deletion mechanisms have also been studied in the con-
text of smart speakers; while users were found to be unaware
of existing deletion options [40] the presence of available
deletion mechanisms impacted users’ trust in the system [9].

Privacy choice interfaces can also take the form of settings
offered by a platform that users must typically seek out. Many
studies have explored the usability of audience-related set-
tings on content sharing and social media platforms, including
user needs for audience control settings [16,29,57], tools that
improve awareness of such settings [8], and users’ ability to
effectively use settings [28, 37, 39, 64]. Beyond audience set-
tings, other studies have explored user needs for Facebook ad-
vertising controls through participant inspection [22], as well
as the impact of social nudges on users’ choice of Facebook
privacy settings [33]. Outside of the social media context, Frik
et al. collected self-reported data to explore the usability of
smartphone privacy settings, highlighting issues of awareness
and comprehension, among other usability issues [17].

Users can also make privacy choices through mechanisms
decoupled from the original point of data collection. Past
work utilizing participant inspection approaches has found
that browser extensions may be effective in helping users
become aware of available privacy opt-outs [5] and set their
ideal privacy settings [34], but has highlighted that exten-
sions themselves may be difficult for some users to config-
ure [36]. Others have evaluated user needs for smartphone
apps designed to aid privacy decision-making in different
contexts [2, 11]. Furthermore, as traditional privacy choice
mechanisms may be ill suited for some data collection sce-
narios by Internet of Things devices, others have explored
the usability of alternative choice mechanisms [67] such as
opt-out hand gestures [31, 68].

Altogether, this past work demonstrates the challenges of
designing usable privacy choice mechanisms. Privacy deci-
sions, such as content sharing, can be highly contextual [23].
Privacy choice interfaces must effectively communicate the
scope of the privacy choice to allow users to make informed
decisions [15]. The Privacy Choice Evaluation Framework
presented can guide organizations in evaluating for aspects of
usability pertinent to a particular privacy choice context.

6 Discussion

The Privacy Choice Evaluation Framework draws on eval-
uation approaches used in prior work to provide criteria to
comprehensively evaluate the usability of privacy choice in-
terfaces. The framework takes into account several considera-
tions that make privacy choice interactions distinctive from in-

teractions with other types of interfaces. The criteria provided
in the framework can help guide organizations in evaluating
new and existing privacy choice interface designs, which are
necessary to support effective consumer privacy protection.

6.1 Additional Considerations
Privacy choice interactions differ from other interactions in
that users are typically not trying to achieve a privacy goal
when they interact with a system. Thus, the way they interact
with privacy choice interfaces will be heavily impacted by
their primary goal, such as to use a website or app. This is
particularly relevant for interruptive privacy interfaces, such
as cookie consent banners, which users may be inclined to
quickly dismiss. This creates a tension between usability
and privacy; while such interfaces may impede users in their
primary goal and worsen the overall usability of a system,
they can force users to make a privacy decision and offer
an opportunity to select privacy-protective options that they
would not have set otherwise. Furthermore, when evaluat-
ing privacy choice interfaces it is important to consider that
users’ behaviors and attitudes toward such interfaces are heav-
ily influenced by their past experiences with similar privacy
choices. Users may form expectations about where to find cer-
tain privacy choices and how they function [21]. Additionally,
achieving meaningful privacy choice for some choice contexts
in which users are overexposed to choice interfaces might
require overcoming habituation and privacy fatigue [10].

The research methods described in the framework describe
how general approaches to usability testing can be adapted to
evaluate privacy choice interfaces. To ensure that meaningful
privacy choice mechanisms are available to a broad popula-
tion of internet users with differing abilities, evaluations uti-
lizing these approaches should be performed in conjunction
with accessibility assessments for which there are established
frameworks [63]. In addition to users with disabilities, it is im-
portant to evaluate certain privacy choice interfaces with other
vulnerable populations, such as marginalized racial groups or
gender identities. Not only might these groups have specific
privacy needs on a platform, the way they use existing privacy
choice interfaces may differ from other users. An expert evalu-
ation could provide an initial understanding of the usability of
privacy choice interfaces for a special population. User stud-
ies with participants recruited from these special populations
should be conducted to further this understanding.

6.2 Guidance for Organizations
A detailed example of how organizations can apply the Pri-
vacy Choice Evaluation Framework for their own usability
evaluations is provided in the appendix. The same criteria
could also be applied in studies that compare multiple privacy
choice interface designs to identify which design elements
are beneficial or detrimental to different usability aspects. In
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selecting evaluation approaches, several factors related to the
organization conducting the evaluation and the interface be-
ing evaluated should be considered. Here we describe a few
such practical considerations.

Design Stage of the Privacy Choice Interface: An impor-
tant factor that impacts which types of usability evaluations of
a privacy choice interface are suitable is where in the design
process the evaluation is being conducted. Ideally, evaluating
the usability of a particular design would be integrated into
an iterative design process with multiple research methods so
that usability issues can be addressed prior to the interface
being deployed. These usability assessments should build on
each other. For example, a usability assessment in the ideation
design phase may involve using qualitative methods, such as
interviews or focus groups, to better understand users’ needs
in the context of the privacy choice interface. Expert evalua-
tions, online surveys, experiments, and lab usability studies
may be conducted with prototypes of the privacy choice in-
terface to assess how well users’ needs are met, as well as to
what extent other usability aspects, including ability & effort,
awareness, and comprehension, are achieved. Once a privacy
choice interface is deployed, expert evaluations and field stud-
ies may be used to confirm that the usability of the final design
is similar to results from previous usability testing.

Data Needed for Organizational Decisions: When consid-
ering the scope of possible research methods for assessments
of privacy choice interfaces, it is necessary to prioritize which
and what type of data are most important to capture from an
organizational perspective. For example, some organizations
may have additional requirements related to privacy choice
that must be examined through a usability evaluation and thus
focus more on a subset of the described usability aspects. Fur-
thermore, organizations may differ in how they weigh and
use different types of data in design decision-making. User
studies that involve empirical data, such as field studies, on-
line experiments, or lab usability studies, typically provide
the best representation of how users may perceive or react to
a particular design once it is deployed. However, user stud-
ies involving self-reported data may still provide enough of
this insight to help organizations move forward with certain
decisions. Expert evaluations can also aid in organizational
decision-making, particularly in contexts where user feedback
may not be helpful (e.g., new technologies where the average
user may not be aware of all possible interaction paths).

Availability of Resources: Another important considera-
tion in planning usability evaluations is the time, budget, and
skill set of the evaluation team. While expert evaluations
are typically less costly than user studies in terms of time
and budget, they require evaluators with specific legal, de-
sign, or privacy expertise. User studies involving primarily

quantitative data, such as surveys, can be deployed to a large
number of participants (e.g., through online crowd-sourcing
platforms) and analyzed in a short amount of time. Qualitative
user studies may require more time for both data collection
and analysis. Costs associated with user studies depend on
factors such as the number of participants, length of the study,
ease of recruiting qualified participants, amount of qualitative
data to be analyzed, and depth of the analysis.

6.3 Limitations of Privacy Choice Usability

Better design of privacy choice interfaces, particularly those
that allow users to decline data sharing just as easily as to
agree to it, may be at odds with revenue-generating goals
of a company. Though mounting consumer pressure should
encourage companies to better privacy practices, it is still un-
clear whether this will translate to better consumer privacy
protection. Privacy choice requirements in regulation, which
include general requirements for usability, provide further
incentive for companies to evaluate their privacy choice inter-
faces. While this framework could help organizations meet
such usability requirements, and regulators to hold organiza-
tions accountable to better design practices, it is possible that
interface designs that perform best in terms of usability (such
as those that bundle certain privacy choices) would not be
in full compliance with applicable legal requirements. Con-
versely, not all lawful designs of a privacy choice interface
would perform well in meeting the framework’s criteria.

Furthermore, even the most usable privacy choice interfaces
place the burden of privacy management on users. In addition
to privacy regulation, other mechanisms — such as technology
supported decision-making and standardized privacy choice
interfaces — are necessary to form a more effective consumer
privacy protection framework. The Privacy Choice Evaluation
Framework could serve as an initial step towards a more com-
prehensive implementation framework that could standardize
interfaces for certain contexts. However until adoption of
these privacy protection mechanisms becomes widespread,
this framework provides immediately actionable guidance in
improving privacy choice interfaces for users.
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A Using the Evaluation Framework

Table 1 provides a summary of the criteria included in the
Privacy Choice Evaluation Framework. The mapping of the
criteria to usability aspects, evaluation approaches, and inter-
face timings was informed by prior work and standard HCI
practices. Organizations and other researchers can use this
table as a reference when designing evaluation studies. First,
researchers should identify their study goals, or the usability
aspect(s) that they want to explore in their usability study.
Then researchers should identify an evaluation approach that
is suited for addressing their study goals, taking into account
the considerations described in Section 6.2. For more com-
prehensive usability evaluations, researchers may choose to
incorporate multiple evaluation approaches into their study.
Last, the researchers should select the criteria that are appro-
priate for the particular privacy choice context, taking into
account the timing of the choice interface being evaluated.

In prior work, we used the Privacy Choice Evaluation
Framework to assess the usability of 12 cookie consent ban-
ner variants, touching on a large fraction of the criteria [20].
This may serve as a useful example for understanding how
the framework might be used.

Here we describe a scenario where you might want to do a
fairly comprehensive evaluation. Imagine you are working for
a company developing a new skincare app that allows users
to take photographs of their skin, get recommendations for
skincare products, get referrals to dermatologists and skincare
professionals, and discuss skincare issues with other users.

As you begin developing the app, you conduct focus groups
to understand the interests of potential users. During this
phase, it would be a good idea to also focus on users’ privacy
needs by conducting interviews, focus groups, or surveys
to uncover users’ privacy objectives, including the types of
privacy choices they would like to have and whether there
are any special requirements for this population of users —
who might include acne-prone teenagers under age 18 and
people who suffer from chronic skin conditions or are experi-
encing skin problems as a side effect of treatments for other
conditions. Here it would be useful to find out whether course-
grained controls over data sharing would meet users’ needs or
if (some) users would appreciate finer-grained controls over
the type of data to be shared, with whom it is shared, or other
privacy objectives. In this phase you may discover that some
users have little sensitivity about discussing certain types of
skincare concerns and are interested in getting advertisements
and discounts on relevant products, while other users are in-
terested in getting advice from experts and other users with
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their condition, but are concerned about being identified as a
person with a particular condition and do not want to receive
related advertisements.

As low- to mid-fidelity prototypes of the app are devel-
oped (such as static wire frames or interactive prototypes),
user studies can probe other aspects of the framework with
participants representative of those expected to use the app, in-
cluding the special populations identified. For example, a lab
or online study might present prototypes to participants, ask
them to step through some typical non-privacy tasks, and then
ask them about what information they believe is being shared
and what privacy choices are available to probe awareness,
particularly awareness of choice existence. Then participants
might be directed to find the privacy choice interface and
make privacy choices they would like to have to evaluate
their ability & effort using an on demand privacy choice
interface. Researchers may want to ask participants about
their privacy objectives and privacy intentions to confirm that
choices meet the participant’s needs and to see whether the
choices the participant made align with their stated intentions.
Participants might also be asked questions related to compre-
hension to assess their objective knowledge of the privacy
choices available and what they do. Finally, participants may
be asked questions pertaining to sentiment, for example to
assess their investment in decision-making, perceived levels
of transparency and control over how their data will be used,
self-efficacy in using the choice interface, and comfort and
trust in the company’s handling of their data.

If the app includes a feature with an interruptive privacy
choice interface, such as a prompt for the user to immedi-
ately make a decision about whether an uploaded photograph
will be shared, users should be asked to perform a task that
triggers the interruption and then similar evaluations should
be conducted as with the on-demand interface. Here partic-
ipants might be asked comprehension questions to assess
their objective knowledge of the privacy choices available and
what they do, both after completing the choice task with the
choices no longer visible on screen (unfocused attention), and
when revisiting the choice interface (focused attention). The
evaluation of user sentiment, such as investment in decision-
making, here is even more relevant than in the on-demand

task, as it allows an assessment of whether participants were
trying to make a meaningful decision at the time the choice
appeared or just swatting the prompt away. To evaluate de-
cision reversal, participants may be asked what they would
do if they wanted to change their privacy decision. This user
study data might also be helpful for evaluating for potential
nudging patterns, particularly whether the interface designs
hinders individual welfare or individual autonomy .

A usable privacy expert may evaluate the privacy choice
interface for user needs, ability & effort, awareness, and
comprehension. An expert may examine interface complete-
ness and interface accuracy related to the needs uncovered in
prior evaluations, and also estimate the effort needed to make
a privacy choice, users’ abilities to find the privacy choice,
and comprehension of the choices. A privacy legal expert
might evaluate for potential nudging patterns by examining
alignment with regulatory objectives, including any relevant
laws concerning sensitive health information or children’s
privacy, as well as any unintended societal consequences of
the interface.

As app development proceeds, some of these studies would
be repeated with higher fidelity prototypes and eventually the
finished app. Where potential problems are uncovered, alter-
nate interfaces might be tested and compared. In some cases a
very narrow study might be done to focus on a specific prob-
lem, for example, if users are having trouble understanding a
particular privacy choice, an online survey might just probe
comprehension of alternative ways of describing that choice.
Once improved language is identified it should then be tested
in the full app context.

The number of study participants and number of rounds of
iteration will vary depending on the complexity of the app,
number of problems surfaced in the initial studies, resources
available, and objectives of the app developers. Different lev-
els of rigor are needed for published academic papers than for
internal testing. However, a company that is under regulatory
scrutiny, trying to hold itself up as a privacy role model, or
planning to publish the results of its internal testing may en-
gage in more rigorous testing than a company that just wants
to do enough testing to avoid major privacy pitfalls.
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Abstract
Mobile phones can be abused for stalking, through methods
such as location tracking, account compromise, and remote
surveillance. We conducted eighteen remote semi-structured
interviews in which we presented four hypothetical iPhone
compromise scenarios that simulated technology-enabled
abuse. We asked participants to provide advice for detect-
ing and resolving each type of compromise. Using qualita-
tive coding, we analyzed the interview data and identified
the strategies of non-expert participants and the difficulties
they faced in each scenario. We found that participants could
readily delete an app and search in iOS settings or the home
screen, but they were generally unable to identify or turn off
location sharing in Google Maps or determine whether the
iCloud account was improperly accessed. When following on-
line advice for jailbreak detection, participants had difficulty
finding a root checker app and resetting the phone. We iden-
tify underlying factors contributing to these difficulties and
recommend improvements to iOS, Google Maps, and online
advice to reduce the difficulties we identified.

1 Introduction

Mobile phones can be abused to enable stalking through meth-
ods such as location tracking, account compromise, and re-
mote surveillance. For example, victims of intimate partner vi-
olence (IPV) may experience such technology-enabled abuse
[23, 35, 53, 61, 62]. While experts can help victims detect and
recover from technology-enabled abuse, little is known about
the ability of victims to do this on their own, with the assis-
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tance of non-experts in their social support network, or with
the assistance of online educational materials.

We developed four hypothetical iPhone compromise sce-
narios that simulated technology-enabled abuse based on real-
world scenarios faced by IPV victims and other victims of
stalking. To gain insights into how non-experts in victims’
social support networks might help them, we conducted 18
remote interviews in which we presented these scenarios and
asked iPhone users recruited from Craigslist how they would
help a friend detect and resolve each security compromise.

We found that while these non-expert participants were
familiar with the iOS user interface (UI), most had difficulty
detecting and resolving the problems simulated in our sce-
narios. For example, participants had difficulty associating
Google Maps with location sharing controls. The challenges
participants encountered were caused by discoverability is-
sues in iOS and Google Maps UIs, such as a lack of indicators
showing that another device has iCloud account access or
that location is being shared with another user, as well as an
absence of features that would help users know whether apps
could be used to monitor them. We also found that online
advice on detecting jailbreaking and resetting an iPhone often
had impractical, inaccurate, or jargon-filled instructions.

Our paper makes the following novel contributions:

• Identifying strategies used by non-experts and specific
difficulties they face, such as pinpointing the app trans-
mitting the device’s location to another user, as they
attempt to detect and resolve four types of security com-
promise characteristic of technology-enabled abuse;

• Identifying underlying factors, e.g., lack of persistent no-
tifications, contributing to difficulties we identified, most
of which may be applicable across apps and platforms;

• Recommending specific changes to iOS, Google Maps,
and online advice that would likely reduce the difficulties
we identified and make it easier for non-experts to detect
device or account compromise; and
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• Highlighting the need to consider the stalking threat and
victims’ ability to use devices when developing apps.

2 Related Work

In this section, we review prior work on technology-enabled
abuse and interventions and online advice to prevent it.

2.1 IPV and Stalking Threat Model
Our study focuses on scenarios in which a malicious user
leverages features of iOS, iCloud, and apps downloaded from
the Apple App Store (“App Store”), for the purpose of stalking.
People may experience such stalking in the context of IPV,
also known as domestic violence or domestic abuse, but any-
one with access to a victim’s mobile phone (e.g. coworkers,
employers, roommates, relatives) may carry out these kinds
of non-sophisticated (but often difficult to detect) attacks.

Exploitation of Technology by Abusers. The threat
model of technology-enabled abuse faced by IPV victims
does not require technical sophistication and is character-
ized by adversaries limited by the functionality of the sys-
tem’s UI [23, 33, 35, 62]. Technology-enabled abusers can
take advantage of access to devices and accounts by initially
setting them up, enabling features or downloading apps for
surveillance. They can also compromise security by guessing
passwords or answers to security questions, or threatening
or coercing the victim into giving them access to devices,
accounts and their live location data [23, 28, 34, 35, 47].

Legitimate Apps Used for Abuse. Some apps have legit-
imate use purposes (e.g., navigation, anti-theft tracking, or
child or employee monitoring) and can be downloaded from
mobile app stores, but they can also be used for illegal or
harmful purposes, such as stalking or spying [13, 32, 41, 45].
Though sometimes marketed as safety products that should
not be used for abuse, they appear in search results for phrases
like “track my girlfriend” and may be profitable as stalking
tools [13,16,20,46,59]. Due to their valid purposes and legal
ambiguity around use-cases, such “dual-use” apps will likely
continue to be allowed on app stores [13, 55]. Researchers
have begun developing tools to detect these apps, using ma-
chine learning classifiers and graph mining algorithms, and to
warn people about potential surveillance [22, 29, 45]. In our
study, we challenged participants to detect such an app.

Risk of Escalation. While security assessment tools and
interventions can empower victims countering coercive con-
trol in tech abuse contexts, they can create new problems or
burdens in abusive or coercive situations [48, 61]. Certain
behaviors, such as cutting off surveillance methods, may risk
endangering the survivor by escalating violence [21]. No prior
research has tested general population awareness regarding
such risks, so we included a question in our study to do so.

Seeking Advice from Friends. Research shows that most
victims disclose abuse to at least one informal social support

network member (e.g., friend or family member) [25, 44, 49].
Research on technology-enabled abuse typically does not in-
vestigate the ability of these social supports, who are unlikely
to be experts in identifying security compromise, to detect
and remediate technology-enabled abuse [23, 34, 35].

Need for Usable Tools. IPV advocates have reported insuf-
ficient expertise to support victims of tech abuse, due to little
to no training in preventing technology-based abuse [29, 35,
47]. Technical and clinical interventions have been developed,
and online resources published, to help IPV and stalking vic-
tims [4, 6, 11, 24, 29, 57]. While researchers have suggested
making usability improvements to UIs [22, 35, 40], they have
not detailed specific usability problems. Our study surfaced
consistent usability problems and areas for improvement not
specifically identified by prior work.

Jailbreaking: Less Common but Dangerous. While in-
creased usability and interventions may help counter unsophis-
ticated attacks, a jailbroken iPhone presents a less common
but more sophisticated threat that, if undetected, could endan-
ger victims. Jailbreaking allows downloading apps banned by
the App Store, such as spyware, and enables the ability to hide
apps, potentially turning smartphones into surveillance de-
vices. [18, 26, 31]. Prior work shows that victims consider the
potentially dangerous risk of hidden surveillance when decid-
ing whether to keep, replace, or destroy their devices [29,35].

2.2 Online Security Advice for Survivors
IPV survivors have expressed a desire to learn more about
privacy and to have more control over their digital assets, as
well as dissatisfaction about using internet searches to do
so [24]. Prior work has shown how unclear advice can make
it difficult to assess technology-enabled security threats [54].
Research on information-seeking behaviors and responses to
security advice suggests that non-tech savvy users may not
effectively prioritize or follow security advice [37, 42, 43].

Many online articles provide advice on how to detect and
prevent technology-enabled abuse, including jailbreaking and
stalkerware [38,51,52,58]. Advice varies in format and depth,
from general advice [2] to concise lists of action items [14,15]
to step-by-step instructions [7, 38]. Some advice is technical
and may be too complicated for non-tech-savvy users [36,50],
and some articles are outdated, recommending a jailbreak
detection app that is no longer available on the App Store [5,
19]. Given the plethora and variety of such online advice,
insight is needed into obstacles faced in implementing this
advice. In one of our scenarios, we presented participants with
two online articles and evaluated how easy it was for them to
follow advice on detecting jailbreaking on an iPhone.

3 Methodology

In our interview study, participants encountered four hypothet-
ical scenarios that reflect risks faced by victims of IPV and
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stalking: location tracking, apps with remote access, account
compromise, and jailbreaking. In this section, we describe our
participant recruitment process, scenario and interview design,
analysis process, and the limitations of our methodology.

3.1 Recruitment

We recruited participants who were “interested in mobile
phone security” to participate in a 45 to 60 minute interview
through Craigslist’s “Computer Gigs” section for three cities,
Los Angeles, New York, and Pittsburgh, and offered $20 as
compensation. We screened for the following criteria: at least
18 years old, located in the U.S., fluent in English, has access
to a device that can connect to internet, can run Zoom, and
uses an iPhone. We also collected basic demographic informa-
tion (see Appendix C) to diversify the sample demographics
to be reflective of the U.S. population. Our screening survey
received 176 responses, and we invited 77 respondents to
participate in the study.

We intentionally did not recruit IPV victims or other stalk-
ing victims, to avoid re-traumatization by making them revisit
memories of abuse [17, 30, 56]. Prior work has suggested
taking a participant-centered approach when working with
trauma victims and including mental health professionals who
can provide services, if needed [29, 60]. However, our study
did not involve services or interventions that would address
the specific needs of victims.

We thus focused on the ability of members of a victim’s
social support network to help detect and remediate security
compromises, and recruited from the general population rather
than self-identifying victims or survivors. We advertised seek-
ing participants “interested in mobile phone security,” without
screening for experience or expertise, to recruit participants
who might have enough interest in mobile phone security to
be willing to help a friend with iPhone security issues.

We limited our participants to iPhone users to simplify the
study design, as iPhone user experience is relatively uniform
compared to Android phones, which vary by manufacturer and
Android version. The problems we investigated are consistent
across recent iOS versions (Section 5).

3.2 Interview

We conducted remote, semi-structured interviews with 22
participants over Zoom from April through August 2021. We
eliminated four interviews from our analysis, as we discovered
during the interview that these participants did not meet our
screening criteria. We recorded audio and video (of our shared
iPhone screen) and transcribed interviews using Zoom and
Otter.ai. We conducted two slightly different versions of the
interview, each with nine participants (see Section 3.5 for
more details). Our interview script is included in Appendix A.
All of our study protocols were approved by our IRB.

We presented participants with four distinct exemplar sce-
narios that we selected based on a range of threats seen in
prior work [13, 16, 18, 22, 23, 26, 28, 29, 33, 35, 47, 62], news
articles [46, 55], and through one author’s experience as a
technologist in a techclinic for IPV survivors. To simulate the
scenarios, we used Zoom’s screen sharing feature to share the
live screen of an iPhone (iOS versions 14.5-14.6) that had
been reset and set up for this study.

To understand participants’ existing knowledge, we started
three scenarios by asking them to define a mobile phone se-
curity concept related to the scenario (spyware, account com-
promise, and jailbreaking). In each scenario, we presented the
iPhone screen remotely via Zoom, read the scenarios aloud to
participants, and asked them to give us directions to interact
with the iPhone and guide us through their strategies to help
a hypothetical friend or coworker investigate their suspicions
about stalking, account compromise, and surveillance. At the
end of each scenario we asked participants how easy or dif-
ficult they had found the tasks, whether they would advise
their friend to do anything else, and what they would do if
they encountered that scenario in their own life.

We presented scenarios in an open-ended way, without spe-
cific instructions for how to approach the problem. However,
when participants said they did not know what to do or lin-
gered on irrelevant options, we gave them a hint for how to
proceed, having developed a set of hints per scenario as part
of our interview script, to help participants complete the task.
This prevented us from being limited to observing only early
obstacles that might otherwise prevent a participant from com-
pleting the task. Participants were not prohibited from using
external resources: some directed us to do an internet search,
and a few did internet searches on their personal devices.

Scenario 1. The first scenario was designed to explore par-
ticipants’ strategies for determining whether someone had
access to the iPhone’s location information, how easily they
discovered the Location Sharing feature within Google Maps,
and how easy they found it to disable this feature. We asked
participants to imagine that their coworker asked for help
confirming whether or not someone was tracking their (the
coworker’s) location through their iPhone. Our iPhone’s lo-
cation was being shared with “Mallory” via Google Maps’
Location Sharing feature, which can grant access to location
information until revoked or for a certain length of time.

If participants attempted to resolve the problem by turn-
ing off iOS Location Services, we clarified that the coworker
needed it on for navigation purposes and that we wanted to de-
termine whether location was being shared with someone else.
We gave participants hints to help them see that the Google
Maps app was using their location, as shown in Figure 1.

Scenario 2. In the second scenario, we explored how partic-
ipants investigated their friend’s suspicion that their intimate
partner was remotely spying on their phone, whether they
could detect that an app could be used to remotely access the
device,and whether they could remove the app.
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Figure 1: In Google Maps, selecting the top right circle re-
vealed a drop-down menu with a “Location sharing” option
(left). Selecting “Location sharing” revealed another account
with access to the device’s location (right).

We first asked participants to describe what they thought
spyware was. We then told them that their friend suspected
that their significant other had “hacked” their phone and asked
them to help their friend find out whether their significant
other was remotely accessing their device using spyware.

On the test device, we installed an app that enables re-
mote access and is marketed as a technical support tool,
TeamViewer. Though iOS provides ongoing alerts while
TeamViewer remotely accesses an iPhone, we envisioned a
threat model in which the friend’s significant other has physi-
cal access and the passcode to the friend’s phone, and finds
convenient times to remote into the friend’s phone to spy on
them or to change settings that might enable spying, without
needing to physically access the phone for long periods of
time. Our intention was to observe how participants identi-
fied which app could remotely access the device, not whether
remote access would be detectable while it was taking place.

After we noted their initial search attempts, we gave partici-
pants a hint that the suspected “spyware” was an app from the
App Store and, if needed, another hint to search among the
apps on the phone to find which app could be used as spyware.
In the last nine interviews we added a hint to clarify that we
were looking for an app that enables remote access to the
device, not apps that simply appear suspicious. If participants
were not familiar with the app or aware of its capabilities
(as none were), we revealed that TeamViewer is an app that
can be misused to enable spying, and that the friend’s signifi-
cant other used it to remotely access the device without their
friend’s permission.We then asked participants what precau-
tions or advice they would suggest that their friend keep in
mind, to see if they would consider escalation of abuse to be
a possibility (see Section 2.1). We then told them that their
friend decided it was safe to remove the spyware and asked
them to guide us in removing the app.

We used the term “spyware” to describe what the friend sus-

pected was happening, i.e., spying. While we explained to par-
ticipants that the TeamViewer app could be legitimately used
for remote access or assistance, we continued to use the term
“spyware” to capture the app use-case in the scenario’s context.

Figure 2: In iOS Settings, select-
ing the Apple ID and scrolling
down revealed a list of devices
logged into the iCloud account.

Scenario 3. In the
third scenario, we ex-
plored whether partic-
ipants could recognize
indicators of iCloud ac-
count compromise and
remove an unknown
device’s access to an
iCloud account. We
asked them to describe
what they thought ac-
count compromise was,
then told them that
their friend’s photos
(and messages, in the
second half of our inter-
views) were appearing
and disappearing and
asked them to help in-
vestigate. In the first
nine interviews, we only mentioned photos, not messages
(see Section 3.5).

We had logged into an iCloud account with two different
devices, the test device and another device, and synced iCloud
apps (Photos and iMessage) between them. We wanted to un-
derstand whether participants would intuit that changes in
photos and messages could be a sign of iCloud compromise
and discover an unknown device logged into the iCloud ac-
count, as well as how easy it was for them to remove an app
from the list of devices logged into iCloud (see Figure 2).

Scenario 4. In this scenario, we investigated how easy it
was for participants to follow online advice to detect whether
a device is “jailbroken.” First, we asked participants to define
“rooted” and “jailbroken.” We then asked them to imagine that
their friend suspected their iPhone was jailbroken and wanted
help following online advice for detecting jailbreaking.

We included a jailbreaking scenario because it enables
downloading and hiding spyware banned by the App Store
(see Section 2.1). As we wanted to study options available to
general users, we searched online for articles with advice on
how to detect jailbreaking and stalkerware.We chose articles
by the FTC [8, 15] and Avast [12] because they might be
recognizable, trusted and shared, and had simple instructions.
In the first nine interviews, we presented participants with an
article that suggests using a root checker app [15], and in the
next nine, with an article that recommends checking whether
the Cydia app (“Cydia”), a common app store for jailbroken
iPhones, is installed on the phone [12]. Both articles suggest
resetting the phone, which we asked participants to do in the
last nine interviews. See Appendix B for the advice text.
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3.3 Data Analysis

We conducted a qualitative thematic analysis of the interviews
by coding the interview transcripts as a group. Two of us
coded all interviews, initially joined by a third researcher.
Any initial disagreements were resolved through discussion.
Since we conducted the coding collaboratively, it was not
appropriate to calculate inter-rater reliability. We gathered
keywords and ideas from the interviews and found common
themes. Since the interview was divided into four scenarios,
we coded in sessions dedicated to each scenario and developed
a code book for each scenario. We reused several codes across
scenarios, but there were also codes unique to each one. Our
code book can be found in Appendix D.

To get a better idea of what was challenging or intuitive,
we also analyzed the number of hints participants required for
each scenario and their explanations about what they found
easy or difficult about detecting and resolving the problems.

3.4 Limitations

As our study consisted of simulated scenarios, its design did
not always reflect a completely realistic or typical situation.
Additionally, it has some limitations due to the qualitative
and remote nature of the study. While our study is limited to
iOS and the apps studied, characteristics underpinning our
findings are shared by OSes and apps more generally.

OS and App Selection. Many aspects of our study are
applicable beyond iOS and Google Maps. Various naviga-
tion apps across OSes, including Google Maps (Scenario 1),
Find My, and Waze, do not provide persistent notifications
when the device transmits location to another user (see Sec-
tion 5.1.1). Scenario 2 might be similarly difficult for Android
users, as there are no obvious indicators on Android to inform
users about apps’ spying capabilities. While Scenario 3 is spe-
cific to iCloud, other OSes (and apps) offer cloud data syncing
across multiple devices (e.g. Google). Popular instructions
for detecting jailbreaking and (Android) rooting (Scenario
4) contain similar jargon (see Section 2), though future work
could consider the usability of Android root detection apps.

Simulating Detection of Spying Capabilities. We en-
countered some challenges in designing a scenario to detect
a legitimate app that could be misused for spying. In the ini-
tial nine interviews, our test phone had only three non-default
apps installed: Zoom, Google Maps, and TeamViewer (see the
left side of Figure 3). Though a few participants noted their
unfamiliarity with TeamViewer, that does not mean they de-
termined it could remotely access the device. See Section 3.5
for our modifications to this scenario. Additionally, we did
not include hints to look at app permissions. TeamViewer and
most other apps had not been set up or tested, which meant
that additional permissions that might suggest remote access
capability, such as Screen Recording or Accessibility per-
missions, had not been granted. While only two participants

Figure 3: Home screen in version 1 (left) and version 2
(right) of the study. The difference appears to have influenced
whether participants noticed the remote access app.

looked at permissions for TeamViewer (which may have been
easier to spot for the first nine participants, given that only
three non-default apps were installed on the phone), we could
have designed the scenario such that participants could look
at app permissions to find that Screen Recording was enabled.

A Remote and Unfamiliar Test Device. In Scenario 3,
three participants could not find the list of devices logged
into the iCloud account because they did not scroll down. In
Scenario 1, one participant said they did not see the “Stop”
button (to stop sharing location) at the bottom of the screen,
though our screen recording captured it. If the participants
had been holding the test device, they may have intuitively
scrolled down or been better able to look at the entire screen.

Additionally, if participants had really been helping their
friend, they might be more familiar with the names and ac-
counts logged into Google Maps or iCloud (Scenarios 1 and
3) and more suspicious of a stalker’s email account or device.

Ordering Effects. Scenario order remained the same
across interviews. While there may be ordering effects, each
scenario required different skills. We observed participants
routinely facing challenges in each subsequent scenario re-
gardless of anything they may have learned from a previous
one.

3.5 Study Modifications
We changed Scenarios 2 and 3 for the last nine interviews
(P10-P18) to probe the impact of increasing the number of
non-Apple apps installed on the phone and the number of
apps involved in suspicious iCloud behavior, respectively. We
wanted to see whether participants would continue to mention
TeamViewer among 32 additional and potentially unfamiliar
apps (see Figure 3) in Scenario 2 (they did not—a valuable
contrast). We also wanted to see if participants would more
easily detect iCloud compromise in Scenario 3, i.e., more
intuitively link the suspicious behavior to the iCloud account,
if we noted that two apps instead of one, photos and iMessage,
were appearing and disappearing. In the first version, we only
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mentioned photos, and seven of nine participants focused
primarily on the Photos app and settings. Yet, responses were
roughly the same, with five more participants focusing on
photos. We discuss findings in Section 4.2 and Section 4.3.

To gain insight into subjective perspectives, we added ques-
tions about what participants would do if they experienced
the same technical issue and, instead of asking them to rate
difficulty on a scale, we made our questions more open-ended,
asking how easy or difficult they found the scenario and why.

4 Results

We present findings surfaced by qualitative analysis of inter-
view transcripts for each of the four scenarios. Our reports
on frequency of behaviors are useful for understanding our
participants but are not generalizable to a larger population.

4.1 Location Tracking
In this scenario, participants were asked to help their coworker
find out whether someone (Mallory) was tracking their
coworker’s phone. Participants had difficulty associating a
navigation app, Google Maps, with location sharing controls.
While all participants appeared to understand that iOS Loca-
tion Services were enabled and that Google Maps was always
using Location Services, none of them suggested opening
the app to investigate or disable location sharing. To stop
location sharing, most participants attempted to fully turn off
Location Services, which would prevent the co-worker from
using navigation apps. With the hint to open the Google Maps
app, most participants were able to confirm that location was
being shared with Mallory and quickly stopped location shar-
ing, though a few participants had difficulty navigating the
UI. Most participants found this scenario to be difficult but
suggested that it would have been easy, had they known to
explore the app.

4.1.1 Detecting and Stopping Location Sharing

No participants discovered on their own that location was
being shared with Mallory through Google Maps’ Location
Sharing feature. After we provided hints, 15 out of 16 partici-
pants1 (all but P4) eventually discovered this.

Initial Strategies. Eight participants explored other iOS
features, such as Tracking, Accessibility, and Control Center,
which did not provide location-related information, and two
participants used the iOS search bar to search for “location.”

Participants’ strategies in navigating the iOS Location Ser-
vices UI varied. Eight participants looked at the Share My
Location settings. Three participants, upon seeing that loca-
tion was not being shared through this setting, concluded that
location was therefore not being shared at all.

1We are using data for 16 participants for Scenario 1 strategies, because
the interviewer did not properly follow the interview script for P1 and P5.

Basically, you just see if Share My Location is on or
off. Clearly it’s off, so I guess that I would assume
that someone is not tracking your location. (P17)

Ten participants suggested turning off iOS Location Services.
This could be impractical if the user depends on using Lo-
cation Services, e.g., for navigation. Three participants sug-
gested changing Location Services settings for Google Maps,
for example from “Always” to “Never,” but these solutions do
not permanently resolve the issue, as location could be trans-
mitted upon re-enabling Location Services. In addition, three
participants suggested turning off Find My iPhone, which
would not work, since it was not the app transmitting data.

Hints. Our hints were intended to guide participants to
look at the iOS Location Services settings and notice that
Google Maps was the only app always using location, which
we hoped would inspire them to open the app and investigate
its Location Sharing feature. Three of 16 participants required
Hint 1, to go into iOS Settings and search for something re-
lated to location. Six (including the prior three) required Hint
2, to search in iOS Privacy Settings and Location Services,
to see that Google Maps was using location services. These
participants had initially been looking at other iOS settings.

All 16 participants required Hint 3, to open Google Maps
and check its settings. Seven participants required only this
hint. Although three participants noted that Google Maps
was set to “Always” use location, no one suggested explor-
ing within-app settings. Four participants remarked on the
difficulty, considering the process to involve too many steps:

I honestly never do this. It was just too much jump-
ing around and knowing the difference between
when to look into settings on the phone, versus
when to look on settings in the specific app. (P12)

After opening Google Maps, six participants required Hint 4
to select the Location Sharing option in the drop-down menu.

Checking Google Maps Settings. Once participants re-
ceived the hint to open Google Maps (which no participant
suggested), nine were able to select the top-right circle and se-
lect Location Sharing settings from the resulting drop-down
menu (Figure 1 left). Eight of these nine understood that
the subsequent screen (Figure 1 right) showed that location
was currently being shared with another user, Mallory. How-
ever, P7 and P15 did not understand the screen showing Mal-
lory’s email. P7 asked whether we were trying to communi-
cate with Mallory, and P15 assumed Mallory’s email was the
coworker’s email. P10 asked us to confirm whether Mallory’s
email could be trusted. In Section 3.4 we discuss the limita-
tion that participants might be more likely to recognize their
own or their coworker’s details in a realistic scenario.

Seven participants had some difficulty navigating the
Google Maps UI. P12 and P17 directed us to select the blue
arrow icon, which only changes the angle of the map’s view.
P16 told us to look for a “blue thing” next to the iOS time,
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perhaps referencing an iOS icon that appears when location
is being used. P6 selected “Updates” and P9 selected “Con-
tribute” at the bottom of the initial Google Maps screen. P13
said they had not known location could be shared via Google
Maps and suggested looking at location search history.

Once participants saw that the location was being shared
with Mallory, nine of them suggested that the process would
have been easy if they had known to search in Google Maps.

You wouldn’t really expect to use Google Maps.
When it comes to someone sharing your location,
you’d assume that it’s one of the apps that’s
pre-installed on the iPhone. That was confusing,
because I didn’t think that I’d need to go there
in the first place. But then, once I did know it’s
Google Maps and went to settings . . . I can just find
the thing that says something to do with sharing a
location. (P17)

To go in the app itself, not just the iPhone,
but the app settings, that’s tricky in itself, so I had
a little bit of issue to find that, but I mean, it was
all there. (P14)

Strategies to Stop Location Sharing. After participants
observed that location was being transmitted to Mallory, we
asked them to guide us to stop location sharing. Eleven par-
ticipants clicked the arrow next to Mallory’s email on the
Location Sharing screen, which led to a screen with a “Stop”
button, and then selected “Stop.” Three participants effec-
tively stopped sharing through an alternate route. P10 and
P15 selected the three dots next to Mallory’s email and went
to the Google Account’s Location Sharing settings via Safari
to stop sharing, and P7 blocked Mallory. Two participants
chose sufficient but temporary solutions. P4 turned on incog-
nito mode in Google Maps. P18 went back to iOS Location
Services settings and changed Google Maps location settings
from “Always” to “Never.” P8 mistook a nudge for a viable
option, suggesting we click “Fix”(see the top of Figure 1).

P4 and P7 tried to add a “New Share” in Google Maps,
rather than remove an existing share. P7 said that they could
not see the “Stop” button at the bottom of the screen when
they first saw the screen showing Mallory. P4 thought setting
time to zero for a new share might stop the sharing.

Most participants (12 of 16) found stopping location shar-
ing to be easy, with six noting that it was self-explanatory.

4.1.2 Security Precautions

When we asked participants what they would do if they
thought someone had access to their location, some discussed
additional security precautions they would take. P14 men-
tioned blocking and, later, consulting the police:

I would definitely block the person from my phone,
make sure . . . on social media, to get rid of that

person, because depending on if it’s Facebook or
anything [where] you can see the other person’s lo-
cation, you may not know their location is on. (P14)

P16 raised the possibility of escalation, which was the only
mention of escalation in our entire study:

Based on my level of paranoia, if it seems like any-
thing serious or fatal, some type of ongoing thing,
like, let’s say I removed that email and a new email
popped up later on, I would try to probably down-
load a VPN on my phone like something to just
another layer of security, I guess. (P16)

Unfortunately, a VPN does not necessarily mask a location
that is being shared through a navigation app, so this would
not be an effective strategy.

4.2 Spyware and Apps That Can Spy
In this scenario, we asked participants to identify which app
could be misused as spyware to remotely access their friend’s
device. No participants successfully identified the remote
access app, and most said they found the task of identifying it
to be difficult. To find the app, most participants went into iOS
settings and searched for an app with a suspicious name or
with keywords such as “spy” in the name. We also asked what
precautions or advice they would give to their friend after we
revealed that TeamViewer was being used to spy on the friend.
Most participants suggested deleting the app, and almost half
suggested options that stalking victims may find difficult,
such as ending the relationship or not allowing the significant
other to access the phone. No participant mentioned the risk
of escalating an abusive situation, which could threaten the
friend’s safety. Most participants said that deleting the app
was easy, as the process is the same for all iOS apps. Six
participants suggested doing more than deleting the app, such
as deleting the account used or deleting the app from the other
device. We discuss the results in more detail below.

4.2.1 Definitions of Spyware

Before prompting participants with Scenario 2, we asked
them what they thought spyware was. Eleven of eighteen
participants described spyware as a virus or malicious file that
could discover information about them or spy on them. Four
participants did not mention viruses or malware but described
spyware as tracking or collecting information about them.
Five participants thought spyware had to do with tracking
web browsing. Three participants had the misconception that
spyware was a tool that could protect them, claiming that
it can act as an antivirus (P7), “help prevent your computer
from coming into contact with threatening sites” (P9) and
“protect you from people trying to hack into your phone” (P16).
We did not correct them, but they appeared to realize their
misconception after we prompted them with the scenario.
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4.2.2 (Not) Identifying the Remote Access App

No participants identified the app, TeamViewer, as an app
capable of remotely accessing the friend’s device. For the
first half of our participants, who saw only three non-default
apps installed on the phone (Zoom, Google Maps and Team
Viewer), four of nine participants considered TeamViewer to
be suspicious because they were unfamiliar with it and sug-
gested deleting it. When 35 non-default apps were installed
on the phone, no participants pointed out the TeamViewer app
but most participants suggested deleting a hacking-simulation
game app called “HackIt.”

Initial Strategies. When we asked participants what in-
structions they would give their friend to see whether there
was spyware on their phone, 13 participants suggested going
into iOS Settings. Within iOS Settings, four participants vis-
ited Control Center, six participants went into Privacy, and
two participants visited Accessibility. P14 looked through
the iOS home screen. Four participants did not immediately
engage with the iOS UI, suggesting other strategies, such as
using a search engine to query “How do I find out if there is
spyware on my phone?” (P3), installing antivirus software
(P8), contacting Apple (P13), or asking their friend if they
had “opened any weird emails or texts” (P18).

Hints. All participants except P14 required Hint 1, that the
suspected “spyware” is an app downloaded from the App
Store. Three participants pointed out that spyware can be hid-
den. P11 expressed doubt about being able to detect spyware.
We describe the the initial attempts to find spyware below.

Three participants required Hint 2 (swipe through the home
screen to reach the iOS app library) to search for apps on the
phone. All nine participants in version 2 of the study required
Hint 3 (look for an app that enables remote access to the
device), though it did not appear to help them, since no one
was able to figure out which app could have remote access.

Strategies to Find Spyware. Once participants knew that
the spyware was an app from the App Store, they took dif-
ferent approaches to detect it. Six participants chose to look
at apps by scrolling down on the iOS Settings screen, seven
looked at apps on the home screen, two went to the App Store,
and one used the iOS search bar. Two participants were not
sure where to look and were given Hint 2.

Out of six participants who reviewed apps at the bottom of
the iOS Settings, only P5 and P9 looked at app permissions:

There’s three apps on this iPhone, I would probably
go through every single app, and see if there’s a
certain setting that causes a red flag. . . (P5)

As we did not grant TeamViewer extra iOS permissions (see
Section 3.4), P5 concluded that “there [was] nothing suspi-
cious.” P9 considered background app refresh suspicious.

We asked participants what they were looking for. Six par-
ticipants said they were looking for keywords like “spyware”
or app names they found weird or suspicious:

I would say apps with weird foreign names like
Russian letters, Chinese letters or something. (P8)

Other participants suggested that connections across multiple
apps (P6), power consumption (P6), and location sharing (P5)
could be indicators of spyware. Some participants did not
know what they were looking for:

I didn’t really know what I was looking for.
TeamViewer doesn’t seem very malicious, but if it
was my phone I would recognize that there is an
app that I didn’t download, you know, so yeah, it’d
be different if it were my phone. (P11)

Recognizing and Understanding Apps. Fourteen partici-
pants found identifying the app capable of remote access or
spying to be difficult. No participants were familiar with the
app, so they were likely not aware of its ability to allow others
to remotely control devices. P18 said that they had not known
that remote access was possible. Three participants noted that
solving the problem might involve being able to recognize
unfamiliar apps or having their friend indicate which apps
they might not recognize or remember downloading. After
we showed P16 the App Library, they asked:

How would you know? Does the friend know what
apps they already had and what they didn’t? (P16)

This highlights the difficulty of finding such an app on behalf
of someone else, a challenge faced by advocates, who may
not know what apps the survivor installed or not:

It’s weird looking at someone else’s phone, it’s like
another world. (P10)

Participants also found it difficult to understand or learn
the full capabilities of downloaded apps, including whether
an app could be used as spyware.

It’s kind of hard to tell. Sometimes you don’t really
know if someone has access to an app and is able
to access your phone. (P8)

4.2.3 Removing the App and Deleting Data

All 18 participants found deleting the app to be easy, with
seven saying that this was because they have done it before.
Some participants thought that deleting the app on the phone
would delete the app’s data.

I believe, if we just like, completely delete the app,
it should delete everything associated, all the data
associated with that app. (P13)

Six participants, who were concerned about account data,
suggested taking more steps after deleting the app, including
erasing app data.
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The only thing you would have to worry about is
after you delete it, you know, make sure to erase
your information, so you still don’t have an active
account with them. (P14)

Some participants’ suggestions may not be feasible in IPV
contexts, such as “delete the other half” of the spyware app
on the significant other’s phone (P2).

4.2.4 Advice to Friend Experiencing Tech Abuse

This scenario was the only scenario we situated within the
context of IPV by asking the participant to imagine that their
friend was being monitored by their significant other. Before
asking participants to help their friend delete the app, we
asked participants what precautions or advice they would
suggest that their friend keep in mind.

Twelve participants said they would advise their friend
to delete the app and ten suggested not letting other people
handle or download things onto their device. Five participants
suggested confronting the significant other, to figure out their
intentions. Two of these suggested leaving the relationship:

Well, she didn’t download it. Her loser boyfriend
did. Get rid of the boyfriend. (P1)

I would definitely encourage them to leave
the relationship. (P3)

4.3 iCloud Account Compromise
In this scenario, we asked participants to help their friend find
out why some photos and messages were disappearing and
new ones were appearing. With hints, we led them to discover
an unknown device logged into the friend’s iCloud account.

While most participants were familiar with the concept of
iCloud and the iCloud account UI, they had difficulty dis-
covering the list of devices on the Apple ID UI, even when
they knew (or were given the hint) to search iCloud settings.
Many participants looked at the iOS Photos settings, search-
ing for things like Shared Albums. However, iOS Photos and
Messages settings do not offer indications of other devices
or device activity, so we had to nudge several participants
towards the iCloud settings in iOS Settings. After seeing that
an unknown device was logged into the iCloud account, most
participants found it easy to remove the device. More than
half of them suggested enhancing authentication mechanisms
by changing the password or enabling multi-factor authenti-
cation.

4.3.1 Definitions of Account Compromise

Before starting the scenario, we asked participants what they
thought account compromise was. Fifteen participants as-
sociated account compromise with another person (not the

account holder) gaining access to the account or data in it. Six
participants mentioned password compromise, three partic-
ipants mentioned data leaks, and one mentioned a different
device being used to access the account.

4.3.2 Finding Devices Logged into the iCloud Account

Only P11 and P13 were able to quickly find the unknown
device in the device list on the Apple ID UI. With hints,
13 of 18 participants were able to eventually find the device.
While it appeared to be intuitive for most participants to check
settings related to the apps showing suspicious behavior, i.e.,
the Photos or Messages settings or iCloud Photos settings,
there is no indication in these settings that another device is
logged into the iCloud account and syncing with the apps.

Initial Strategies. Four participants appeared to initially
connect changes in the Photos or iMessage apps to iCloud
syncing with another device and immediately checked iCloud
settings. However, two still required a hint to find the list of
devices logged into the iCloud account.

Twelve participants focused on the Photos app and checked
the Photos app, Photos app settings in iOS Settings, or iCloud
Photos settings. Of the six of these who checked Photos app
settings from the iOS Settings, three checked whether the
Shared Albums feature was enabled and tried to turn it off.

My thought process for Shared Albums would be, if
it’s sharing it with other people, there would be an
option to see who, like if there’s a drop down to see
who else can see the photos. (P12)

Five participants opened the Photos app, and two of those five
checked the Albums UI for any “Hidden” items. P6 checked
whether the iCloud Photos feature was enabled.

Participants also checked other settings before reaching
the iCloud settings. Three out of nine participants looked at
Messages settings in iOS settings and asked whether the email
address appearing next to “Send & Receive” was supposed to
be logged in. We confirmed that this was the iCloud account
of the device owner in the scenario. P17 thought the problem
was caused by another third-party app.

Hints. We provided hints to help participants understand
that syncing with other devices might be occurring (Hint 1)
and that this syncing was occurring through iCloud (Hint 2),
and to guide them to the iCloud settings in iOS Settings (Hint
3), which might lead them to the Apple ID UI’s list of devices.

Only P11 and P13 did not require a hint, though we had
to redirect P13 after they guided us to change the iCloud
password, which can stop syncing the iCloud with other de-
vices but does not help us discover another device. After this
redirection, P13 immediately located the device list.

Eleven participants required Hint 1, that their friend used to
sync their photos with other devices. Seven of those required
Hint 2, which noted that the changes were happening due to
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iCloud account syncing. Three of those 11 required Hint 3,
which led them to the Apple ID UI. P5 only needed Hint 1.

Five participants who did not require Hint 1, about device
syncing, still required at least one of the other hints about
iCloud. One participant required all three hints.

Navigating the iCloud Settings. To see the list of devices
logged into the device owner’s iCloud account, participants
had to select the Apple ID (iCloud account) from the iOS Set-
tings and scroll down. Half of them had difficulty finding this
device list. Nine participants went into other options (includ-
ing “Password & Security,” “Name, Phone Numbers, Email,”
“Family Sharing,” and “iCloud,”) in the iCloud settings to find
the device list. Three participants mentioned that they were
familiar with iOS and iCloud but that finding the device list
in the iCloud settings was not immediately apparent:

I think I knew generally to look under iCloud, but I
just didn’t know the full screen. (P3)

P7 and P9 reached the screen listing logged-in devices but
did not register its significance:

I didn’t even know that that was another phone that
was interfering or connecting into. (P7)

4.3.3 Removing the Device from the iCloud Account

After finding the list of devices, 13 participants directed us to
select the unknown device and select “Remove from Account”
in the resulting screen showing the device information. Six
participants noted how intuitive it was to identify the removal
option, with two mentioning its red color. Five participants
did not know how to proceed after finding the list of devices.

4.3.4 Security Precautions and Advice

Participants were asked what further advice they might give
their friend or what they would do in the same scenario. Nine
participants suggested changing the iCloud password and two
of them also suggested using multi-factor authentication.

4.4 Online Advice to Detect Jailbreaking
In this scenario, we asked participants to help their friend
follow online advice to find out whether an iPhone is jailbro-
ken. After reading the online advice we showed them, most
participants understood the instructions, but implementing
the advice was not always easy. In our first nine interviews,
we asked participants to follow online advice to find a “root
checker app” (see Appendix B.1), and we found that no par-
ticipants were able to successfully find such an app after
searching in the App Store and on the web. In the next nine
interviews, we asked participants to follow different online
advice (see Appendix B.2), to search for an app called Cydia
and “restore factory settings.” Most participants found it easy
to search for Cydia, but to “restore factory settings,” most
participants chose the wrong option.

4.4.1 Definitions of Rooted or Jailbroken

We started the fourth scenario by asking participants what
they thought “rooted” or “jailbroken” meant. Since “jailbro-
ken” is more commonly used in the context of iPhones than
the term “rooted,” it was unsurprising that 13 of 18 partici-
pants (all iPhone users), were familiar with the term “jailbro-
ken,” while only one participant was familiar with the term
“rooted.” Five participants described jailbreaking as benefi-
cial, for customizing devices or downloading paid apps for
free, and two participants suggested it meant the device was
stolen or hacked. However, some participants, including ones
who indicated they were familiar with the term, expressed
difficulty understanding the concept of jailbreaking.

4.4.2 Searching for a Root Checker App

In our first nine interviews, we asked participants to follow the
FTC’s online advice to find a “root checker app” [8, 15]. We
found that no participants were able to successfully find such
an app. Six participants critiqued the article for not including
any example apps, lacking details, and not being helpful.

To find a root checker app, seven participants searched in
the App Store using the following terms: “root checker,” “root
checking,” “jailbreaker,” “jailbreak checker,” “root checker
app,” “rooted,” “root,” “security check,” “stalk,” and “stalker.”
The most prominent app results for searches containing “root
checker” and “jailbreak” were game apps. Four participants
used web searches to look for a root checker app, and three
of these said they would download apps mentioned in search
results. However, these apps were either no longer available
on the App Store or not able to detect jailbroken status. Two
participants suggested that tutorial videos they discovered in
their web searches would lead to a root checker app.

4.4.3 Finding Cydia and Resetting the Phone

In the last nine interviews of our study, participants followed
Avast’s two-step online advice to: 1) check for the Cydia app,
and 2) restore factory settings.

Finding Cydia. Eight participants used the iOS search bar
to search for Cydia, an alternative app store for jailbroken
iPhones. When Cydia did not appear in search results, five par-
ticipants concluded that the app was not installed on the phone,
but three participants were unsure whether it was installed or
not. P14 and P17 appeared to think they were searching for
Cydia in order to use it and suggested we download Cydia.

Restoring Factory Settings. To follow the advice’s sec-
ond instruction, to “restore factory settings,” six of nine par-
ticipants selected the “Reset All Settings” option, which does
not delete apps or data, rather than “Erase All Content and
Settings,” which does, from the iOS Reset menu. The article
used the phrase “restore to factory settings,” but there is no
menu or option using the word “factory setting” or “factory
reset.” Five participants suggested that the wording of the
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advice as well as of the iOS reset menus made implementing
the instruction more difficult.

I would expect it to say factory reset and not have
three different options that look very similar. (P17)

5 Discussion

In this section, we discuss usability challenges in Google
Maps and iOS, recommendations to mitigate these challenges,
the importance of effective online advice, and how our find-
ings underscore the existing need for usable security options
to detect and counter stalking and technology-enabled abuse.

Most of our recommendations focus on preventing easily
exploitable threats (e.g., location sharing), since abusers often
resort to unsophisticated attacks [22, 33, 35, 62]; one recom-
mendation, to improve Reset options, targets sophisticated
attacks (jailbreaking). Implementing better status indicators or
persistent notifications of transmission of data to other users
would likely have the most impact on users’ ability to identify
and remediate threats, since adversaries would be less able to
leverage common or native apps. Such recommendations are
in line with Jakob Nielsen’s heuristic, “visibility of system
status” [27], which emphasizes communicating current sta-
tus “to keep users informed about what is going on, through
appropriate feedback within reasonable time” and building
trust by ensuring that “no action with consequences to users
should be taken without informing them.”

5.1 Usability Challenges
Our findings highlight usable security problems in Google
Maps and iOS settings. While participants were relatively fa-
miliar with security risks, resolving security problems proved
to be difficult or unintuitive. Despite iOS and app updates
since we conducted our interviews, the features we explored
(Google Maps’ Location Sharing, iOS Apple ID/iCloud de-
vice list, and iOS Reset and Location Services menus) have
remained essentially the same from April 2021 through June
2022 (iOS 14.5 through iOS 15.5).

5.1.1 Google Maps Usability Issues

In a threat model that assumes physical or remote access to a
phone, an abuser can enable surveillance by misusing legiti-
mate apps, such as navigation apps like Google Maps. Indeed,
while Google bans stalkerware, which it defines as “[c]ode
that collects and/or transmits personal or sensitive user data
from a device without adequate notice or consent and doesn’t
display a persistent notification that this is happening,” such
navigation apps (Google Maps, Waze, Find My) do not pro-
vide persistent notifications that location is being transmitted
to another user [9]. All participants had difficulty detecting
another person’s real-time access to the device’s location, as

they did not check settings in Google Maps. Seven of them
needed help locating the Location Sharing feature within
Google Maps. Below, we make recommendations for how
security, notifications, and transparency could be improved to
alert users that their real-time location is being shared.

Authentication. Google Maps does not require users to
re-authenticate to share their real-time location with another
user by adding a New Share. This enables anyone with ac-
cess to the phone to begin sharing with another user. The
security of the device owner could be improved by requiring
authentication to enable location sharing with a New Share.

Notifications. When a Google Maps user begins sharing
their location with someone, two email notifications are imme-
diately sent, one to the user and one to the contact with whom
they’re sharing, and a periodic email notification is sent to the
user. While these are helpful, users who do not check their
email often or at all, or whose notifications may have been
deleted, could benefit from persistent notifications or periodic
ones in different forms, e.g., SMS or in-app notifications.

Indicators. Upon opening the Google Maps app, there are
no indicators that location is currently being shared. Users
have to take the initiative to check the “Location Sharing”
settings. To improve transparency, an indicator could alert
users to the fact that they are currently sharing their loca-
tion with someone. Some participants recommended such an
“immediate indicator” (P6), e.g., a “glowing button” (P8).

While system status notifiers, persistent or periodic noti-
fications, and security suggestions may be inconvenient for
some users, if acted upon, they would reduce some range of
opportunities for malicious parties to exploit apps for spying.

5.1.2 iOS UI Usability Issues

We identified some opportunities to improve the iOS UI’s
usability for people who are concerned about stalking.

Apps Using Location Services. iOS takes steps to protect
users who use Location Services, by providing indicators dur-
ing usage as well as periodic notifications about background
location use [3]. However, none of the participants found it
intuitive to investigate within-app settings in Google Maps
(Scenario 1). iOS could further help users by informing them
that apps using Location Services may be able to share the
location with other people (even when only in limited modes,
such as “While Using the App”) and by recommending that
users periodically check location settings within apps. While
it would be impractical to catalog how to investigate settings
in all apps, at least informing users of the possibility of loca-
tion sharing could improve user awareness.

No Indicators of Devices in iOS App Settings. In Sce-
nario 3, participants missed critical information about an un-
known device because the Photos and iMessage app settings’
UIs did not indicate that there was another device accessing
the app data. Without our hint(s), many participants could not
figure out that an unknown device was making changes in
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the Photos and iMessage apps, and 16 participants required
some hints to find the list of devices logged into the iCloud
account. We recommend adding indicators regarding device
access and activity within app settings.

Additionally, the list of logged-in devices and the “Remove
Device” feature were placed at the bottom of their respective
UI screens, which requires users to scroll down. Such critical
information would ideally be more immediately visible.

Multiple Reset Options. In Scenario 4, participants strug-
gled to choose between various reset options. There are six
reset options in the reset menus of iOS 14 and iOS 15. Only
upon selecting an option is a user given more information.
We suggest providing clearer information to users about the
differences between the reset options, especially regarding
the difference between “Reset All Settings” and “Erase All
Content and Settings.” Given that the latter option could poten-
tially undo the changes made to the phone’s operating system
by jailbreaking, while the former would not, highlighting the
differences in an accessible way would make a considerable
difference in a safety-critical situation.

Changes in iOS 15 and 16. Though iOS 15, released in
September 2021, still has the issues we identified (e.g., multi-
ple reset options), the “Record App Activity” feature in iOS
Privacy Settings, which allows users to save a 7-day summary
of when apps access their data, may help users identify apps
using location or camera data and become more aware of app
capabilities and activity. Apple announced in June 2022 that
iOS 16 will include a tool called Safety Check, designed to
help IPV victims revoke an abuser’s access to location and
data [10]. This seems likely to address unknown or unwanted
iCloud logins and privacy permissions, but it is unclear if it
could revoke non-Apple apps’ within-app permissions. We
encourage researchers and advocates to investigate whether
these are usable security tools for victims of IPV and stalking.

5.1.3 Effective Communication and Advice

Participants had difficulty implementing advice to find a “root
checker app” or “restore factory settings,” due to a lack of
clear explanations and implementable instructions to end
users about security.

Online Advice. All participants struggled to implement
the FTC’s advice to find a root checker app. As there do not
appear to be apps in the Apple App Store that are marketed as
“root checker apps,” and Apple does not support a jailbreak
detection feature for app developers [1], it does not seem
practical to recommend that iPhone users seek out such apps.
Additionally, it may be helpful to clarify which operating
systems “rooting” and “jailbreaking” are associated with.

Though participants found the Avast article’s instructions
relatively easy to implement, several encountered difficulty
following the instruction to “restore factory settings.” We rec-
ommend that in online advice, instructions should match the
language on the UI and should be updated to reflect changes

in the UI. In this case, it would help to note that the relevant
option is “Erase All Content and Settings.”

Understanding Spyware and Its Many Forms. Addi-
tionally, given that three participants defined spyware as some-
thing beneficial that could protect them against online privacy
or security threats, we discovered a potential issue with the
term “spyware.” More research is needed on how to commu-
nicate effectively using computer security terms.

5.2 Including the Stalking Threat Model
Our study highlights the importance of including the stalk-
ing threat model in usable security design and research, i.e.,
focusing not only on use but also abuse of technology. Even
though some of our participants suggested turning off certain
settings as a solution, survivors should not have to give up
using technology that may be essential to them, such as nav-
igation apps [39]. As expected, most of our participants did
not consider the risk of escalation, and some even gave advice
to confront the abuser. The stalking threat model could be
used to develop usable and intuitive UIs that help users safely
detect and combat technology-enabled abuse and stalking.

Psychological Factors. While we did not interact with self-
identifying victims of trauma, the confusion that our non-
tech savvy participants expressed suggests that solving the
problems we presented may be stressful.

After doing all these tasks, I just feel honestly a bit
overwhelmed, but you know, good learning experi-
ence. . . . It’s just that I don’t know anything, and
. . . it was a little like, a lot of booby traps. And yeah,
it was just confusing, very, very confusing. (P12)

IPV and stalking victims experiencing trauma might also
feel overwhelmed, likely more than our participants, as they
try to detect surveillance. Usable tools and interfaces could
make the process of detecting surveillance less difficult and
confusing, and thereby perhaps cause less undue stress. While
technology is a vector for abuse, it can also be a tool for
survivors to enhance and maintain their safety.

6 Conclusion

This study focused on the qualitative analysis of 18 semi-
structured interviews in which participants responded to four
simulated-risk mobile phone security scenarios.

In four realistic scenarios simulating stalking and surveil-
lance, the majority of non-tech savvy participants encountered
significant usable security challenges, failing to use iOS and
Google Maps UIs to detect and resolve security compromises.
We recommend that companies make improvements to their
interfaces and that writers of online security articles ensure
their advice is clear and implementable. More research is
needed on developing usable security tools and options to
better detect and counter technology-enabled abuse.
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A Appendix - Interview Questions

A.1 Scenario 1
In this first scenario, imagine your coworker tells you that
they think someone is tracking their location through their
phone. They show you their screen and ask you to help them
find out if this is happening.

1. Could you guide us through how you would confirm
whether someone is tracking your coworker’s location?

• HINT 1: Where in the phone settings could you go
to find the source of location sharing?

• HINT 2: If we go to the Privacy settings, is there
anything here that we could do to find the potential
source of location sharing, since your coworker
wants to confirm whether or not it is happening?
We see here a list of apps, and it looks like the app
sharing location is Google Maps.

• HINT 3: We see that Google Maps is tracking their
location, but your coworker needs to use Google
Maps to get places and doesn’t want to turn loca-
tion services off. Let’s check the settings in Google
Maps. What would you inspect here, in the app, to
see if location is being shared with someone else?

• HINT 4: Let’s take a look at this drop-down menu
when clicking the circle here. Is there anything
here that might help?

• SOLUTION: The last step is . . . to go to this op-
tion, Location sharing, and you can see that they’re
sharing their location with Mallory.

2. How easy or difficult was it to find the source of location
sharing? Could you tell us why?

3. Your friend wants to stop sharing their location. What
directions would you give to your friend to stop the
location sharing?

4. How easy or difficult was it to stop the location sharing?
Could you explain why?

5. Have you encountered the Google Maps app before?

6. After stopping location sharing, would you suggest your
coworker do anything else or take any other actions?

7. If you thought your location was being tracked, like in
this situation, what would you do?

• (If they don’t mention what steps they would take)
Would you follow the same steps or do it differ-
ently?

• Would you ask for advice? Who would you ask or
where would you go for advice?

A.2 Scenario 2
Now, we’ll move on to scenario two.

1. In your own words, what do you think spyware is?

Imagine your friend suspects that their significant other
has “hacked” their phone. It seems like they have knowl-
edge about messages, emails, downloaded apps, and
other information. Even though they share passwords,
your friend rarely leaves their phone out of reach, so
they don’t know when their partner would have had the
time to look at this information. Your friend asks you for
advice on finding out whether their significant other is
remotely accessing their device.

2. What directions would you give your friend to see
whether there is spyware or not on their phone?

• HINT 1: While some spyware can be hidden, in
this scenario, the spyware is an app that was down-
loaded from the app store. How can you tell if one
of your friend’s apps might be spyware?

• HINT 2: We could review all your friend’s apps.
One way to do this is to look at the app library by
swiping right on the home screen.

• HINT 3: We are looking for an application that
enables remote access to the device, not the one
that has potential security vulnerabilities. Are you
familiar with such remote access apps?

3. What are/were you looking for when you are/were look-
ing for an app that can be used as spyware?

Now you and your friend search through every sin-
gle app on the phone. Your friend points out this app,
TeamViewer. Your friend has never used this app, and
they remember that their significant other put this app
on their phone, falsely claiming it was an antivirus.
TeamViewer is what we call a dual-use app that can be
used to share the screen, but also can be used as spyware.
This app allows another person to temporarily control
the device.

4. Were you familiar with the app, TeamViewer?

5. How easy or difficult was it to identify the spyware app?
Could you tell us why?

6. After finding out that TeamViewer was being used to
remotely access the device without your friend’s permis-
sion, what precautions or advice would you suggest that
your friend keep in mind?

7. Your friend decides that it is safe to remove the spyware.
What steps would you take to remove the app?

8. How easy or difficult was it to remove the spyware app?
Cloud you tell us why?

306    Eighteenth Symposium on Usable Privacy and Security USENIX Association



9. After removing the app, would you advise your friend
to do anything else?

10. Let’s say the phone settings had been changed or tam-
pered with, what could your friend do to make sure they
were changed back?

11. If you suspected someone “hacked” your phone, What
would you do?

• (If they don’t mention what steps they would take)
Would you follow the same steps or do it differ-
ently?

• Would you ask for advice? Who would you ask or
where would you go for advice?

A.3 Scenario 3
So now we will move on to secenario 3.

1. What do you think it means when your account is com-
promised? Imagine that you and a different friend sus-
pect that someone has access to photos they have stored
on their iPhone. Some of their photos disappear, and
new photos they didn’t take appear in their albums. Your
friend also notices that new iMessages are appearing,
which they never sent. Your friend asks you to help them
figure out what is going on.

2. What are some steps you could take to figure out whether
someone can see your friend’s photos and messages?
Could you walk me through this? (What are you looking
for?)

• HINT 1: Your friend says they used to sync their
photos and messages onto other devices, but they’re
not sure how this works. Through what account
might this be happening?

• HINT 2: So we figure out it’s probably happening
through iCloud account syncing with another de-
vice. Where can we go on the phone to check on
other devices logged into the iCloud account?

• HINT 3: Let’s go to the iCloud account settings
by clicking on [Apple ID/iCloud account settings].
Is there somewhere here where you might find the
list of devices?

• SOLUTION: If we scroll down, we can see that
another device is logged in. This is the source of
the photo and message syncing.

You and your friend figure out that their iCloud account
is synced with another device. Your friend says they
don’t recognize this device.

3. How easy or difficult was it to find the other device?
Could you tell us why?

4. What are the steps you would tell your friend to take to
remove the other person from the iCloud account?

5. How easy or difficult was it to remove the other device?
Could you tell us why?

6. Would you recommend anything else to your friend?

7. If you thought your iCloud account was compromised,
what would you do?

• (If they don’t mention what steps they would take)
Would you follow the same steps or do it differ-
ently?

• Would you ask for advice? Who would you ask or
where would you go for advice?

A.4 Scenario 4 Version 1
1. What do you think “rooted” or “jailbroken”

means? Imagine your friend tells you they
think they are being stalked by a coworker,
and they went to this FTC website: https:
//www.consumer.ftc.gov/blog/2016/09/whos-
stalking-what-know-about-mobile-spyware.
Your friend shows you this part, titled “What can I
do if I think a stalking app is installed on my phone?”
(see Appendix B.1). They ask you about the second
option, “Check to see if your phone has been rooted
or jailbroken.” Please let us know after you have read
through that part the text.

Now, your friend tells you that they want to follow the
website’s advice and check whether their phone is rooted
or jailbroken. They ask for your help finding the kind of
app mentioned on the website.

• Is the meaning of rooted or jailbroken clear from
the advice?

• In your own words, what do you think it means
when a person gets full control of the operating
system?

• Can you identify the website’s recommendation for
people who think a stalking app might be installed
on their phone?

2. How would you help your friend find the kind of app
mentioned on the website?

3. (If they find apps) Would you recommend any of these
apps to your friend? Why or why not?

4. What would your criteria be for recommending a root
checker app to your friend?

5. How practical do you think the FTC website’s advice to
find an app, on a scale from 1 to 5, 1 being very easy
to implement and 5 being very difficult to implement?
Why did you give this rating?
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A.5 Scenario 4 Version 2
1. What do you think “rooted” or “jailbroken” means?

Now imagine that your friend tells you that they
think their iPhone is jailbroken, and they went
to this Avast website: https://www.avast.com/c-
jailbreaking#topic-6. Please read this section
called, “What does jailbreaking an iPhone do?” (see
Appendix B.2.1) and let us know after you have read
through that part of the text.

• Is the meaning of “jailbroken” clear from the text?
• In your own words, what do you think “modifies

the operating system” means?
• In your own words, what do you think giving

“unauthorized root access” means?

Your friend then shows you this part, starting with: “Nev-
ertheless, if you think you have a jailbroken iPhone, there
are some things you can do” (see Appendix B.2).

2. Can you identify the website’s recommendations for
people who think their iPhone may be jailbroken?

3. Your friend wants to look for Cydia first. How would
you do this?

• HINT: Search for apps using search bar in settings,
search bar, or on home screen

4. It looks like Cydia is not on the phone. Your friend now
wants to follow step two, which suggests performing a
factory reset. Can you help your friend do this?

• HINT: The option may be in Settings
• HINT: We could look in “General” settings.
• HINT: At the bottom, there is a “Reset” option.
• HINT: Restoring to factory settings means deleting

all data and settings. Which option here would do
that?

5. Have you encountered this [reset menu] screen before?

6. How easy or difficult was the process of looking for
Cydia? Could you tell us why?

7. How easy or difficult was the process of doing a Factory
Reset? Could you tell us why?

8. How straightforward or easy to follow were the instruc-
tions provided by the website? Could you tell us why?

9. If you thought your phone was jailbroken and wanted to
check your device, what would you do?

• (If they don’t mention what steps they would take)
Would you follow the same steps or do it differ-
ently?

• Would you ask for advice? Who would you ask or
where would you go for advice?

B Appendix - Online Advice for Jailbreak De-
tection (Scenario 4)

Below are excerpts from Scenario 4’s online advice articles.

B.1 Advice to Find a Root Checker App.
Our study used advice from a now unavailable FTC blog post,
which directed people who suspect they are being stalked to
download a “root checker app,” in order to detect whether
their phone is rooted or jailbroken [15]:

Check to see if your phone has been “rooted”
or “jailbroken.” Stalking apps aren’t sold through
typical app stores. In addition, they usually can be
installed only on a phone that has been “rooted”
or “jailbroken,” which allows a person full control
over the phone’s operating system. If your phone is
rooted or jailbroken and you didn’t do it, a stalking
app could be installed. “Root checker” apps can
quickly tell you whether a phone has been rooted
or jailbroken.

Since beginning this study, the FTC published an article about
stalking apps containing similar advice [8]:

Check to see if your phone has been “rooted” or
“jailbroken.” Stalking apps can be installed only
on a phone that has been “rooted” or “jailbroken,”
which gives a person full control over the phone’s
operating system. “Root checker” apps can quickly
tell you whether a phone has been rooted or jailbro-
ken. But if there is stalkerware on the device, the
abusive person may see this activity. If you find that
your phone has not been rooted or jailbroken, but
the person knows more than they should about your
phone or online activities, it may be that they are
getting that information from your phone another
way.

B.2 Advice to Find Cydia and Reset
In the second version of the interview, advice from Avast [12]
was presented to the participants. The article recommends
some actions readers can take if they think their iPhone may
be jailbroken. We showed the participants two parts: 1) the
section called “What does jailbreaking an iPhone do?” B.2.1
that explains jailbreaking and what it allows the users to do
on their device, and 2) the section called “Can you tell if a
phone has been jailbroken?” that has instructions we asked
participants to follow B.2.2.

B.2.1 What does Jailbreaking an iPhone do

Jailbreaking an iPhone modifies the operating system, giv-
ing you unauthorized root access to the jailbroken device’s
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core software and structure. So, what can you do with a jail-
broken iPhone? Besides slipping through the wormhole to
the underground jailbreaking community, and potentially ex-
posing your device to hackers and viruses, there are some
reasons why jailbreaking an iPhone or other iOS device might
be desirable. With a jailbroken phone, you can:

• Freely do as you please with your phone or tablet.

• Access third-party apps outside the official App Store.

• Customize and personalize your phone and its settings
more deeply.

• Unlock carrier restrictions.

B.2.2 Can you tell if a phone has been jailbroken?

Nevertheless, if you think you have a jailbroken
iPhone, there are some things you can do.

1. Find Cydia: On your iPhone, search for Cydia,
the alternative app store. Even if it’s hidden, this
search will find the app. If Cydia is there, it’s a
jailbroken phone.

2. Restore factory settings: If you don’t want to
worry about whether or not your phone was jailbro-
ken, an easy way around is to restore factory set-
tings. Restoring factory settings brings back what-
ever may have been lost to jailbreaking.

C Appendix - Demographics

Our screening survey included questions about age, gender,
race/ethnicity2, education3, computer science and/or internet
technology (CS/IT) education, CS/IT work experience, and
income. Only P4 had CS/IT education and CS/IT work expe-
rience.

ID Age Gender Race Education Income
P1 57 F W M $60-70k
P2 22 F W SC $20-30k
P3 34 F W M $20-30k

P4 75 M AS P
Prefer not
to respond

P5 23 F AS B $10-20k
P6 36 M AS B $50-60k
P7 50 M AS B $60-70k
P8 26 M H, W B $70-80k
P9 36 F H, NL B $90-100k
P10 37 F W B $100-150k
P11 24 M W B $50-60k
P12 22 F H, W B $90-100k
P13 22 F AS B $90-100k
P14 24 F AA, H A ≤ $10k
P15 27 M AS B $10-20k
P16 19 F AA, W SC $70-80k
P17 23 M AA B $40-50k
P18 30 M H, NL M $50-60k

2Race/ethnicity: AA = African American/Black, AS = Asian, H = His-
panic/Latino/Latina/Latinx, W = White, NL = Not Listed

3Education: A = Associate’s degree (2-year), B = Bachelor’s degree
(4-year), M = Master’s degree, P = Professional degree (JD, MD), SC =
Some college, no degree
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Category Codes Definition Scenario(s) Participant 
Count

Advice Given by 
Participant

backup Back up photos/messages S3 1
blocking Block the person who was tracking the location S1 1
change passcode Change password S2, 3 3, 9

confrontation Directly confront the person responsible for stalking or surveillance, e.g. find the 
stalker, have a conversation with abusive partner S1, 2 1, 5

consult personal 
contact

Ask friends, family members, or personal contacts for advice; tech savvy personal 
contacts - could be in negative form (e.g. don't know anyone to consult) S1, 2, 3, 4.2 2, 4, 2, 2

consult police Consult police or law enforcement S1, 2 1
delete app Delete the app S2 9

delete more Take more steps to delete the app, beyond just removing app (deleting app 
purchase history, deleting from cloud, deleting it from the other phone, etc) S2 7

do nothing Would not advise the friend to do anything else S1, 2, 3 4, 2, 1
don't allow Do not let other people take some action (e.g. download an app on your device) S2 10
internet Use internet (search engine, forums, YouTube) S1, 2, 3, 4.2 5, 5, 6, 6
investigate Find out how the situation happened and conduct test to look into the issue S1, 2 1, 10
log out Log out other devices from the iCloud account S3 1
manual check Go through settings manually and change them back S2 9
mfa Use multi-factor authentication S2, 3 1, 2
monitoring Regularly check and review apps, settings, details, and/or logged in devices S1, 2, 3 6, 10, 7
no advice Wouldn't ask for advice S1, 3, 4.2 2, 3, 3
other apps Check or change settings on other apps (e.g. social media or messaging apps) S1 2
remove device Remove device from iCloud setting (suggested this before being prompted) S3 2
reset Reset the device S2, 3 10, 1
restart the phone Turn off phone and turn it back on S1, 2, 3 2, 2, 2
tech support Consult customer service S1, 2, 3, 4.2 2, 4, 3, 3
turn off location 
service & bluetooth Set location service setting to "Not Allow" and turn off bluetooth S3 1

VPN Use a VPN S1, 2 1,4

Criteria for 
recommending a 
root checker app 

to your friend?

ask device owner Would ask device owner what they were ok with S4.1 1
internet Would search online for an app S4.1 8
privacy Apps should be clear about how personal informatio is being used S4.1 1
security App itself should be secure S4.1 1
user review Many views on a video, good feedback/review for the app S4.1 2
videos Would watch videos to get information leading to a root checker app S4.1 4

Difficulty

clear or simple The advice was clear or simple to participants; easy to understand S4.2 7
confused Participant stated they were confused S2 3
deleting is easy All participants found removing the app to be easy S2 18
difficult Resolving the problem was difficult. S2, 3, 4.1 14, 8, 3
don't know Participant said they did not know or had no idea S1, 2, 3 9, 14, 8
don't know full 
capability

Paritipant did not know apps' full capabilities of e.g. assumed capabilities solely by 
the name/logo of the app S2 6

easy Resolving the problem was easy. S1, 2, 3, 4.1, 
4.2

1, 18, 17, 2, 
7

familiar app search Participant was familiar with the process of searching for an app S4.2 2
familiar reset Participant was familiar with the process to reset a device S4.2 3
few steps Process did not take many steps S1, 3 2, 3
find-source difficult Finding the source of location sharing is the Google Maps was difficult. S1 8
find-source easy Finding the source of location sharing is the Google Maps was easy. S1 3
find-source moderate Finding the source of location sharing is the Google Maps was moderate. S1 5
frustrated Ready to give up, struggled, expressed frustration or exasperation S2 1
hard to find Participant appeared to struggle to find the right options/settings (observation) S1, 2, 3 4, 9, 10

if I knew After getting the hint or being shown the solution, participants said they would have 
found it easy to resolve the problem, if they had known this S1, 2, 3, 4.2 9, 5, 5, 2

interview format 
limitation

Limitations caused by the interview formation: not being able to control screen, not 
recognizing emails or user IDs S1, S3 2, 5

intuitive Process was self-explanatory, easy S1 6
many steps Process took a lot of steps S1 4
moderate Resolving the problem was neither easy or difficult. S2, 4.1, 4.2 2, 3, 3

D Appendix - Codebook
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Difficulty

not me Problem is not personally relevant (e.g. never thought someone tracking me, i'm 
not that interesting, haven't experience this before) S1, S2 2, 2

obvious label The settings menu/option is easily recognizable and comprehensive (e.g., red big 
bold "remove" [button]) S3 6

order Participant found the order in the instructions helpful S4.2 1
reset is easier Participant considered the reset step to be easier than finding the Cydia app S4.2 1
stop-source difficult Stopping sharing from the Google Maps location sharing screen was difficult. S1 1
stop-source easy Stopping sharing from the Google Maps location sharing screen was easy. S1 12
stop-source 
moderate

Stopping sharing from the Google Maps location sharing screen was neither easy 
or difficult. S1 1

unfamiliar Had not heard of it or wasn't aware of the process S2, 3, 4.2 4, 6, 2
unfamiliar with app Unfamiliar with TeamViewer S2 9
unfamiliar with reset Didn't know how to reset device, expressed lack of familiarity with reset S2 2
unintuitive Unintuitive to navigate or solve problem S3 2
wording Unsure which menu options/labels to choose; found wording confusing S4.2 5

Other

conditional Participant's mentioned technical/personal condition or preferences e.g. depends 
on how paranoid they were S1,2 2,3

escalation Participant mentioned personal experience relating to scenario or to the strategy 
used in the scenario (e.g., sharing location with family members) S1 1

recommendation Recommended or imagined a feature that does not currently exist S1, 2, 3, 4.2 4, 3, 1, 5
study design 
limitation Participant was influenced or limited by study design S2 2

exception Participant mentioned social condition for exception to privacy & security advice 
due to trust or consent, e.g. if you trust them S2 3

trusted source Mentioned that they trust the information on the website or provided by us S4.2 3

Practicality of 
FTC advice

more details Need more clarification, more elaboration, better keywords for finding app S4.1 3
no example No example app given S4.1 2
no results Nothing came up from search S4.1 2

Search Keywords 
Used by 

Participant

best app to tell if your iPhone is jailbroken S4.1 1
best root checker app S4.1 1
how to check if my iPhone has been jailbroken S4.1 1
how to diagnose jailbroken iPhone S4.1 1
jailbreak checker S4.1 1
jailbreaker S4.1 1
root S4.1 1
root checker S4.1 5
root checker app S4.1 2
root checking S4.1 1
rooted S4.1 1
security check S4.1 1
stalk S4.1 1
stalker S4.1 1

Participant 
Strategy

add a new share Attempted to add a new person to share location with S1 3
antivirus Suggested using antivirus to solve problem S2 1
app store Went to Apple's App Store to review apps S2, 4.1 2, 7
change location 
services

Changed location service settings, e.g. from Always to Never, or Precise Location, 
only while using S1 3

change other google 
maps' setting Incognito mode, block person, go to myaccount.google.com and click X S1 4

change privacy 
settings Suggested changing privacy settings S2 5

change TeamViewer 
app setting Changed TeamViewer app setting (background app refresh) S2 1

check device list Checked the device list S3 1
concluded there's no 
app Concluded that Cydia is not installed on the device S4.2 5

confused by other 
apps

Confused by many unfamiliar apps, also includes participants who mistakenly 
identified HackIt or other app as spyware S2 4

confused by other 
features in an app

Confused by other Google Maps features, e.g., click "fix" for notifications pop-up, 
clicked blue arrow S1 6

control center Suggested looking at Control Center settings in iOS S1 1
download Cydia Suggested downloading Cydia or using an alternate app store to find it S4.2 2
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Participant 
Strategy

engage with 
suspicious app Engaged with (opened or tried to sign up for) a suspicous or unknown app S2 5

Erase All Content 
and Settings Chosen reset option S4.2 3

experience Mentioned personal experience relating to scenario or to the strategy used in the 
scenario (e.g., sharing location with family members) S1, 2, 3 1, 8, 5

factory reset Suggested doing a factory reset S2 1
false alarm Misunderstood or got suspicious on settings that are irrelevant S4.1 1
familiar Familiar with the app, feature or process S3 4
get rid of phone Suggested getting rid of the phone S2 2
guessing Guessed S2 1
hidden Mentioned possibility of hidden apps or files S2, 3 3, 2
home screen Searched for Cydia on the home screen S4.1, 4.2 2, 2
internet Use internet (search engine, forums, YouTube) for strategy or advice S4.1 8
messages Went into "Messages" settings S3 3

not my phone Mentioned how it might be different if it were their phone, or if they need to take a 
look at their own phone to figure it out S2 3

not possible Mentioned that doing something was not possible (e.g., finding source of iCloud 
login) S3 1

other apps Mentioned checking or changing settings on other apps, like social media apps or 
messaging apps S3 1

other iCloud settings Searched in iCloud settings but could not easily find device list and looked into 
different settings S3 9

password & security 
setting

Went into "Password and Security" iOS iCloud account setting to try to find other 
device S3 4

photos Went into "Photos" settings S3 12
recognition Asked interviewers if the friend recognizes the app S2 5
reset all settings Chose "Reset All Settings" in the reset menu, which doesn't delete the entire data S4.2 7
scroll down in 
settings How participant reviewed the apps S2 9

search bar Utilized iOS search bar (from settings or home screen) S1, 2, 4.2 2, 1, 8
search in settings Searched Cydia from the search bar in the Settings S4.2 1
settings Searched Settings to find a root checker app S4.1 3
Share my location Looked at Share My Location or Find My settings S1 8
shared album Checked or commented on "Shared Albums" setting in iOS Photos settings S3 6
tracking Went to "Tracking" setting S1, 2 5, 3
turn off location 
service Turned off the location service completely S1 11

unsure if app is 
installed Unsure whether Cydia could still be on the phone, after not finding the app S4.2 4

What were 
participants 
looking for?

cross-app Connection across multiple apps could be an indicator of spyware S2 1
data analytics Spyware may look similar to data analytics S2 1
keywords This could be an indicator of spyware S2 5
location sharing This could be an indicator of spyware S2 1
power consumption This could be an indicator of spyware S2 1
spyware finder app Finding an app to look for spyware apps S2 1
weird name Spyware app may have peculiar name S2 2
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Abstract
Usable security and privacy researchers use many study
methodologies, including interviews, surveys, and laboratory
studies. Of those, lab studies allow for particularly flexible
setups, including programming experiments or usability eval-
uations of software. However, lab studies also come with
challenges: Often, it is particularly challenging to recruit
enough skilled participants for in-person studies. Especially
researchers studying security information workers reported
on similar recruitment challenges in the past. Additionally,
situations like the COVID-19 pandemic can make in-person
lab studies even more challenging. Finally, institutions with
limited resources may not be able to conduct lab studies.

Therefore, we present and evaluate a novel virtual study en-
vironment prototype, called OLab, that allows researchers to
conduct lab-like studies remotely using a commodity browser.
Our environment overcomes lab-like study challenges and
supports flexible setups and comprehensive data collection.
In an iterative engineering process, we design and implement
a prototype based on requirements we identified in previous
work and conduct a comprehensive evaluation including a
cognitive walkthrough with usable security experts, a guided
and supervised online study with DevOps, and an unguided
and unsupervised online study with computer science students.
We can confirm that our prototype supports a wide variety of
lab-like study setups and received positive feedback from all
study participants.

1 Introduction

Laboratory studies are common in usable security and privacy
research and find broad application in many experiments with
end-users or expert users. Researchers can flexibly set up very

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
August 7–9, 2022, Boston, MA, United States.

specific study environments and collect a wide variety of data,
including video and audio recordings [31, 50, 41], think-aloud
data [2, 16, 5, 37], or user behavior for particular software
and tooling [4, 12, 10, 5]. While laboratory studies support
flexible experimental setups and data collection, they come
with the following challenges:

Participant Recruitment. It is often challenging to recruit
sufficiently skilled participants for in-person lab studies. Due
to the geographic location of a research lab or specific re-
quirements for participants such as age [35], gender [19],
or professional experience [2, 5, 30, 47], a laboratory study
might not be feasible. In all scenarios, conducting expert stud-
ies with security information workers (SIWs) to test security
development and system design [3, 11, 1, 37, 23, 10], system
configuration and administration [16, 46, 45], or test and ana-
lyze those systems’ security [31, 12, 5, 41, 32] is challenging.
Local expert participant pools are usually too small and might
lack diversity, representativeness, or statistical power. These
challenges required researchers to be pragmatic in their study
design, e. g., by recruiting computer science students as stand-
ins for developers for lab studies [2, 24, 25, 16, 12, 46, 32]
or by simplifying programming tasks to a few lines of code
that can be studied online. Hence, researchers have started to
conduct expert studies remotely [43, 38, 27, 5, 50, 37].

Complicated Circumstances. Laboratory studies in-person
are feasible as long as no circumstances prohibit inviting
participants to a research lab. However, events such as the
COVID-19 pandemic make in-person lab studies even more
challenging. Alternatively, researchers conduct studies on-
line [52, 1, 4, 31, 10] dealing with the same restrictions as
described above. Additionally, lab studies require certain re-
sources, including space, personnel to supervise participants,
and equipment, e. g., workstations to conduct studies.

To address the challenges above, we make the following
contributions:

• We use a literature-based requirements engineering
process to identify requirements for typical lab studies
in usable security and privacy research based on previous
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work. Therefore, we analyze 24 publications, including
SIW studies, since they require particularly skilled par-
ticipants who might be geographically widely distributed
and usually hard to recruit.

• We design and implement a virtual study envi-
ronment prototype that we call OnlineLaboratory
(short OLab). OLab supports highly flexible lab-like on-
line studies with extensive data collection. This virtual
study environment allows researchers to recruit partic-
ipants from anywhere and conduct highly customized
studies in a commodity browser. Researchers can freely
choose operating systems and tooling and collect a wide
variety of data from participants, including edited files,
copy and paste events, browser histories, and screen and
audio recordings.

• We evaluate our virtual study environment prototype
in three studies (Section 4) to illustrate its applicability
to security studies with expert users. First, we conduct a
cognitive walkthrough with four usability experts; sec-
ond, a guided study with nine experienced DevOps; and
third, an online programming experiment with 16 com-
puter science students.

• Based on the evaluation results, we iteratively improved
OLab’s usability and user experience.

We use a literature-based requirements engineering process to
design and implement a virtual study environment prototype
that we call OnlineLaboratory (short OLab). OLab supports
highly flexible lab-like online studies with extensive data
collection. This virtual study environment allows researchers
to recruit participants from anywhere and conduct highly
customized studies in a commodity browser. Researchers can
freely choose operating systems and tooling and collect a
wide variety of data from participants, including edited files,
copy and paste events, browser histories, and screen and audio
recordings.

Figure 1 depicts the overall structure of this work. We pro-
vide further information regarding OLab on an accompanying
website.1

While we designed and evaluated our prototype in the light
of usable security experiments with SIWs, we are convinced
that it can be seen as a blueprint for a general-purpose plat-
form to conduct lab-like usable security and privacy user
studies with expert users and end-users, during the COVID-19
pandemic and beyond.

2 Related Work

We discuss related work focusing on security information
workers in three key areas: Laboratory experiments, remote
studies that are not browser-based, and browser-based online
studies. Finally, we aimed to identify the most recent and

1https://publications.teamusec.de/2022-soups-olab/

1. Literature Review (Section 2 & Table 1)
Literature review of 93 publications, considering 24 works with
security-focused developer studies in detail.

2. Tool Design (Section 3 & Figure 2)
Establishing requirements, implementing a OLab prototype with study
workflows, examine advantages and disadvantages of our approach.

3. Evaluation (Section 4)
Iterative approach to test and improve the prototype of OLab based
on three distinct studies.

3.1 Expert Cognitive Walkthrough (Section 4.1)
Expert walkthrough with four user experience experts to ensure
usability from a professional point of view.

3.2 Guided DevOps Study (Section 4.2)
Guided functionality evaluation with nine DevOps to evaluate
functionality and usability from participants’ point of view.

3.3 Comparison Experiment (Section 4.3)
Direct comparison with 16 students to an online programming
experiment based on Python’s PyCryptodome library.

Figure 1: Diagram illustrating literature review, OLab’s de-
sign, and its evaluation.

relevant requirements for OLab based on task-based studies
with SIWs, published at high-quality venues in the recent past
(cf. Table 1). Therefore, we included work from USENIX
SOUPS, ACM CHI, IEEE Security and Privacy, USENIX
Security, NDSS, ACM CCS, and (Euro)USEC. We use them
as a foundation to design, implement, and evaluate our OLab
environment.

Lab Studies. Conventional lab studies often focus on partic-
ipants performing a task on-site, either with a researcher or
while being observed.

Acar et al. investigated in a lab study with 54 Android de-
velopers, how different information sources affect code secu-
rity when solving security and privacy-related programming
tasks [2]. Krombholz et al. conducted a lab study with 28 par-
ticipants that had to securely configure TLS on a web server to
explore and identify usability challenges in that process [16].
Follow-up work by Tiefenau et al. applied the original study
methodology to Let’s Encrypt and Certbot, finding better
usability leading to a higher number of secure TLS deploy-
ments [46]. Naiakshina et al. performed a qualitative usability
study with 20 computer science students to understand bet-
ter how developers handle secure password storage [24]. In
2018, Naiakshina et al. replicated a study examining ecolog-
ical validity by priming participants using the deception of
a real-world task; they concluded that it has a significant im-
pact, resulting in more secure solutions [25]. Hänsch et al.
examined the understanding of obfuscated source code in re-
verse engineering process in a lab study with 66 students [12].
Nosco et al. proposed a new search strategy for finding bugs
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and software vulnerabilities. They grouped 12 participants
into small teams within a ten-day lab experiment and had to
discover vulnerabilities in several services [30]. Smith et al.
conducted both a heuristic walkthrough and a lab study eval-
uating the usability of four security-focused static analysis
tools, finding several usability issues. In the lab study, 12 de-
velopers had to fix warnings reported by those tools [41]. A
similar study by Tupsamudre et al. identified several usabil-
ity problems in two open-source Static Application Security
Testing (SAST) tools; in a lab study, eight developers had to
solve a password storage task in a web application while using
the tools [47]. Plöger et al. conducted a lab study evaluating
the usability of the Clang Static Analyzer and libFuzzer with
32 local CS Students and Capture-the-flag players, finding
that libFuzzer performs a lot worse on usability compared
to Clang Static Analyzer [32]. All in all, this research has in
common the limitation of a local sample, often using students
as stand-ins for developers or administrators.

Remote Studies. Besides conventional lab studies, some
study setups work remotely over the internet, using online
calls or self-reporting so participants can solve the tasks in
any location using their own computers.

For example, Ruef et al. presented a novel cybersecurity
contest that included breaking code and encouraging devel-
opers to build secure applications [38]. The authors hosted
the contest and evaluated the solutions via an automated sys-
tem regarding security. Based on the contests, Votipka et al.
conducted an in-depth qualitative analysis to understand com-
mon security mistakes made by developers [49]. Nguyen et
al. demonstrated in a remote experiment with 39 Android
developers and students that IDE security plugins can be
an effective measure helping developers with writing secure
code [27]. Aksu et al. evaluated the open-source vulnerabil-
ity scanner OpenVAS concerning its usability by employing
heuristic walkthroughs and an experiment with 10 security
experts at a single cybersecurity company. The participants
had to solve six different tasks, ranging from scanning a sys-
tem to choosing remediation actions [5]. In 2021, Roth et al.
investigated the misconceptions web developers have with
Content Security Policies (CSP) through a qualitative Zoom
interview study with 12 participants [37].

Multiple papers replicated and extended studies by Na-
iakshina et al. [24, 25]: In 2019, Naiakshina et al. showed
that online freelancers behave similarly as students [23]; in
2020, Danilova et al. replicated the original lab study with
freelancers and the deception of a real-world project which
had a negligible effect [7]; also in 2020, Naiakshina et al.
demonstrated that professional developers perform better than
students and freelancers [22]. Another study of Votipka et
al. conducted semi-structured observational interviews with
16 reverse engineers to understand the reverse engineering
process and to improve interactions with reverse engineer-
ing tools [50]. Several of these studies involved downloading

code and uploading solutions, with no possibility of observing
intermediate attempts or behavior.

Browser-Based Studies. A specific type of remote studies
utilizes browser-based environments that participants can ac-
cess via a web browser developed explicitly for the respective
study. These are more closely related to OLab.

For example, Yakdan et al. conducted an online experi-
ment to evaluate the usability of different decompilers for
reverse engineering with nine professional malware analysts
and 21 students [52]. Oliveira et al. conducted an experiment
with 109 developers who had to solve six programming puz-
zles in Java, which include so-called API blind spots [31].
The results underline the importance of well-designed APIs,
as (security) blind spots reduced the number of functional and
secure solutions.

Acar et al. evaluated the usability of different cryptogra-
phy Python APIs with 256 GitHub developers, who had to
solve basic cryptography tasks with the APIs in a web-based
study environment [1]. Based on this setup, Gorski et al. con-
ducted another experiment with 53 developers, examining the
effect of integrated security advice and warning messages
on code security [10]. Furthermore, Fischer et al. evaluated
the effect of Google search ranking results on code security
and functionality with 410 GitHub developers using the same
setup [9]. In another paper, Acar et al. conducted an online
experiment with four different security-critical programming
tasks (e. g., encryption, password storage) with 307 develop-
ers from a GitHub convenience sample to assess the validity
of experiments with GitHub users [4]. Based on this study
and the previously mentioned one by Acar et al. [1], Stran-
sky et al. presented a browser-based virtual laboratory called
Developer Observatory and experiences from using it for de-
veloper studies [43]. The main idea of Developer Observatory
is similar to this paper’s approach, but limited to languages
supported by Jupyter Notebook kernels [15]. OLab follows
a more holistic approach, combining multiple different steps
(e. g., introduction, consent form, tasks, surveys, information
pages) in a single integrated workflow.

To summarize, these publications made significant con-
tributions to our research community, thus underlining the
importance of controlled experiments in which software de-
velopers, operators, and others solve tasks. Therefore, we
derive and evaluate requirements for a remote study platform
to facilitate research with such methods.

3 OLab Design and Implementation

In this section, we describe the requirements we identified
in previous work, illustrate constructed study workflows for
OLab both from a researcher’s and participant’s point of view,
and discuss key features of OLab.
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Table 1: Overview over our categorization of related work in the field of developer security.
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[38] 2016 156 3x2w C
[2] 2016 54 01:00 J

[52] 2016 30 01:00 C
[1] 2017 256 01:00 PY

[24] 2017 20 08:00 J
[27] 2017 39 01:00 J
[4] 2017 307 01:00 PY

[16] 2017 35 02:00
[25] 2018 40 08:00 J
[31] 2018 109 >00:20 J
[12] 2018 66 00:47 J
[10] 2018 53 ? PY
[46] 2019 31 05:00
[5] 2019 10 ?

[23] 2019 43 06:30 J
[50] 2020 16 01:10
[7] 2020 43 72:00 J

[22] 2020 36 08:00 J
[30] 2020 20 80:00 C,PY
[41] 2020 12 01:00 J,C,P
[47] 2020 8 00:30
[32] 2021 38 20:00
[37] 2021 12 01:33 J,PY,P
[9] 2021 410 ? -

1 J=Java; PY=Python; C=C/C++; P=PHP

3.1 Identifying Requirements

To identify requirements for the OLab environment, we con-
sidered all identified previous work (cf. Section 2). We started
with high-level categories (cf. Table 1), collecting prevalent
study environments, tools, and approaches. Six researchers
created, merged and revised categories jointly and then de-
cided on definitions based on these categories, resulting in our
final codebook. Two or more researchers used “iterative cate-
gorization” [26] and re-coded all publications using the final
codebook, resolving any emerging conflicts immediately, so
we refrain from reporting the inter-rater reliability (IRR) [20].

Diverse Study Setups. We identified three different types
of tasks for SIWs. 13 studies (54.1%) included security de-
velopment tasks, referring to the implementation or use of
security relevant source code (e. g., studies investigating the
use of cryptography libraries). This type of study was most
common in our dataset. Less common were 9 security analy-
ses (37.5%), which included tasks such as reverse engineering
binaries or finding vulnerabilities in code. In these studies,
researchers provided participants with example binaries and
tools. Additionally, 2 papers (8.3%) included security config-
uration studies. They provided participants with a setup that
they should configure to be secure, e. g., a server stack. To
move such lab studies to an online environment, OLab needs

to be capable of handling diverse study setups. These setups
include providing and editing source code, configuration files,
network connections, and running arbitrary applications.

High Accessibility for Participants. The top 5 studies with
most participants (between 156 and 410) all were either
remote- or browser-based. Browser-based studies rely on on-
line mass recruitment, using platforms like Amazon MTurk
or emails to reach developers globally. 10 studies (41.6%),
of that 7 Lab Studies (70%of Lab studies) relied on univer-
sity students for their sampling, only two of which recruited
additional non-student participants to improve their sample
diversity and size. To address the limitations of Lab study
recruitment and allow for more diverse sampling procedures,
OLab should obtain the ease of browser-based studies. It
needs to be easy to access using a commodity browser. Fur-
thermore, it should scale to many concurrent participants.

Data Collection. In previous work, researchers collected a
wide variety of data from participants, including source code
(used by 16, 66.6%) and browser profiles (7 studies, 29.2%).
They also tracked copy & paste events (6 studies, 25.0%) and
more fine-grained browser or IDE behavior (1 study, 4.2%).
Furthermore, they recorded screen and audio (3, 12.5% and 4,
16.7%, respectively). Hence, OLab needs to be able to collect
all of the above information.
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Figure 2: Overview of a typical setup with OLab. Walkthroughs labeled for researchers (A–F) and participants (1–6). See
Section 3.2 for an in-depth label description.

3.2 Study Workflow

This section describes the interaction process between OLab,
researchers, and study participants. Figure 2 illustrates an
example study setup both from a researcher’s (A–F) and par-
ticipant’s (1–6) perspective.

Participant Perspective. Steps 1–6 in Figure 2 illustrate the
participants’ perspective.

(1) Receive Invite: Invitees can participate in a study re-
motely by accessing a (unique) invite URL with a
HTML5-capable commodity browser on a desktop or
laptop computer, using a sufficiently stable internet con-
nection (validated for 8.0 Mbit/s downlink and 0.8 Mbit/s
uplink).

(2) Landing Page & Consent Form: After clicking the
invite URL, OLab forwards invitees to a landing page
showing study information and a consent form (cf. Fig-
ure 7a).

(3) Briefing: After giving consent, OLab presents partici-
pants a full study description, including an introduction
to the study environment (cf. Figure 7b).

(4) Solving Tasks: Participants are encouraged to work on
tasks in full-screen mode, look up the study and task
descriptions with a mouse click, skip a current task, or
finish the entire study. OLab aims to provide a working
experience as close to a regular desktop environment as
possible (cf. Figure 7c).

(5) Survey Questionnaires: At any point in a study, OLab
allows researchers to forward participants to external
websites, including surveys (e. g., using Qualtrics).

(6) Debriefing & Exit: After solving all tasks, OLab allows
researchers to forward participants to an exit survey and
a debriefing website.

Overall, we designed and implemented OLab to be unobtru-
sive, engaging, and fail-safe for participants.

Researcher Perspective. Steps A–F in Figure 2 illustrate the
researcher’s perspective.

(A) Setup Study Environment: During the study setup,
researchers can freely choose operating systems, appli-
cations, tools, file access, and connection control.

(B) Setup Tasks & Conditions: OLab supports within-
subjects, between-subjects, and mixed studies. Tasks
and conditions can be randomized or arranged using
the Latin squares method [42].

(C) Scaling: OLab is based on a highly scalable Kubernetes
cluster [17] and allows researchers to run studies in dif-
ferent geographical regions with many concurrent partic-
ipants to optimize connection speeds and scale available
environments.

(D) Generate Invites: OLab supports individual invite to-
kens for participants, forgoing the need to save partici-
pants’ personally identifiable information (PII). Invite
tokens can be used to track participants across other
services (e. g., Amazon’s MTurk).

(E) Study Progress: Researchers can track the study
progress and modify and manage scaling options using
a dashboard.

(F) Data Access: After study completion, researchers can
gather the collected data (e. g., specific study metrics,
metadata, and questionnaire answers) with a mouse
click.

3.3 Key Features
Below, we illustrate key features, and discuss their advantages
and limitations.

Common Task Support. OLab supports the automation of
common tasks. These include collecting informed consent
before starting a study and integration with external tools
that provide surveys during and after the tasks. The tool auto-
matically stores collected data on a per task and participant
base.
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Scalability. The OLab prototype allows scaling resources up
and down to adapt to the number of concurrent participants.
Furthermore, the prototype allocates resources dynamically
for all participants. This scaling is possible as OLab relies
on a Kubernetes cluster [17] to spin up, secure, scale, and
orchestrate study environments. For more technical details,
we refer to Appendix A.

Supported Study Types and Tasks. OLab can cover nu-
merous study types and tasks. To refer back to the related
work evaluation in Table 1, we commonly identified devel-
oper studies utilizing programming tools like IDEs and git
(8, 33.3%) which OLab supports. Secure configurations al-
low for apps requiring restricted or encrypted network access
(e. g., git or web servers). Support for volumes by Kubernetes
allows for persistent storage across tasks, and GPU support is
available [18].

Operating System and Tool Support. Six studies (25.0%)
from related work relied on Linux, and one on Windows.
Therefore, we decided to support Linux containers mainly.2

This setup enables customized virtual environments focusing
on the applications relevant to a specific study. In addition,
the containers can provide environments for all existing pro-
gramming languages (e. g., Python, Java, and C/C++). OLab
supports full desktop environments with pre-installed applica-
tions and configuration files for more complex studies.

Data Collection. OLab allows collecting a large variety of
different data including source code, configuration files, or
other files. Additionally, OLab observes user interactions by
recording copy-and-paste events, mouse clicks, or keyboard
strokes. These observations can be further complemented with
screen recordings. If required, system events can be captured,
e. g., kernel events and logs. Researchers can freely configure
all of the above data types.

Internet Connectivity. Unsupervised participants using the
internet on containers can theoretically access any resources
reachable by the parent network, e. g. the university, or cloud
infrastructure (depending on the hosting setup). Researchers
can address this by using firewalls or proxies provided by
Kubernetes for network access. These can be configured as
part of the study environment. By default, OLab allows full
access to the internet except to other study containers.

Access Control. Since internet connection and other security
risks exist with the kinds of setup we provide, we describe
measures that we took to allow researchers of OLab to iden-
tify individuals misbehaving in the infrastructure: By default,
OLab generates secure random tokens. These tokens serve as
personalized tickets for participants, which researchers can
link to participant profiles (e. g., MTurk profiles). OLab as-
signs containers to these tokens, tracks timings and container
addresses, and participant-specific data, which can serve as a

2For additional OS support, a Windows Docker image (requiring Win-
dows Server with an appropriate license) is available [8].

chain of accountability. Hence, researchers can trace potential
abuse back to individual participants.

Participants’ User Experience. Overall, OLab aims to pro-
vide good usability for participants. First, the effort to partici-
pate in a study is low, as participants only need a commodity
web browser. Second, OLab allows easy navigation through
study parts by offering progress indicators (cf. Fig. 7b) and
“Start” and “Continue” buttons. Third, participants can access
study and task descriptions at any point. Finally, participants
that re-access a study after interruption are by default redi-
rected to their current step instead of having to restart or
navigate themselves.

Lab Study Support. In addition to using OLab for online
studies, researchers can use it in traditional in-person labora-
tory settings. In that case, the experiment computer can access
the OLab frontend, so that OLab provides the automatic study
setup and data collection.

4 Evaluation

Overall, we followed an iterative usability evaluation and engi-
neering approach [29]. We focused on participants we could
easily approach (e. g., researchers, local CS students) and
stopped recruiting once an evaluation step detected no further
usability problems. We conducted studies with smaller but
increasing sample sizes, instead of one large-scale usability
study, following best practices for usability engineering [48].
We think our approach is suitable to provide good usability
for OLab.

We conducted three studies, including (1) a cognitive walk-
through with experienced usable security researchers, (2) an
evaluation from the participant’s perspective, and (3) a com-
parison to an alternative online study setup. The first study,
a cognitive walkthrough with experienced usable security re-
searchers, focused on gaining first insights into participant
usability (Section 4.1). The second study focused on a quali-
tative usability evaluation from the participants’ perspective
(Section 4.2). Finally, the third study compared OLab to an
online task-download study (Section 4.3). While the first two
studies are formative, guided studies to collect feedback for an
iterative improvement of the OLab, the third was summative
and inspired by a study setup from previous work [1]. This
study setup allowed us to construct a well-evaluated version of
the participant view. We also chose this setup to evaluate two
different sets of expert populations: developers and DevOps.
Furthermore, the two setups demonstrate the flexibility of
OLab regarding different study types and tasks (e. g., pro-
gramming and system configuration), different requirements
for data collection, and a diverse participant pool.

Below, we summarize the ethical aspects of all three studies
and provide an overview of our goals for each study, recruit-
ment, participants’ demographics, and limitations. Finally, we
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describe the three studies and their results in detail in the
following subsections.

Ethics. Our institution did not require formal Institutional
Review Board (IRB) approval for the types of studies we
conducted in this work. However, compliance with standard
IRB requirements is a focus of OLab. Participants agreed to a
consent form modeled after IRB-approved consent forms in
previous work [51].

We handled the collected data in our studies under strict
German data and privacy protection laws and the European
Union General Data Protection Regulation (GDPR). Further-
more, to prevent exposure of any data to third parties, the
OLab infrastructure runs entirely self-hosted.

Evaluation Goals. During the studies, we aimed for the fol-
lowing evaluation goals:

1. EG1: Usability. How well does the OLab follow com-
mon usability guidelines?

2. EG2: Perception. How do participants perceive studies
using the OLab prototype?

3. EG3: Limitations. What problems can occur during the
study? What requirements do all participants need to
fulfill to use our OLab?

4. EG4: Comparison. How do studies with OLab compare
to other conventional online study approaches?

For EG1, we consider usability goals and rules to be gener-
ally unknown to participants. Therefore, we decided to eval-
uate EG1 by conducting expert walkthroughs (Section 4.1).
EG2 and EG3 are the focus of a guided DevOps study (Sec-
tion 4.2). This study measures physical requirements like
hardware and Internet bandwidth, but also collects feedback
on the perception of participants regarding the study and un-
covers misconceptions. In the third study, we focus on the
comparison to other study types as detailed in EG4 (Sec-
tion 4.3). This unsupervised study identified a few more tech-
nical limitations and usability challenges that did not come
up in the previous supervised studies.

Recruitment and Demographics. Below, we describe all
three studies’ recruiting process and participant demographics.
Table 2 provides an overview of the collected demographics.
For most demographic questions, we allowed multiple an-
swers (cf. replication package in Section 5).

For the cognitive walkthroughs, we recruited four experi-
enced usable security researchers (Section 4.1). The experts
were not involved in the development or previous test phases
of OLab. All participants have a Master’s degree or Ph.D. in
computer science. The average experience in usability and
conducting studies was 3.88 years (median = 3.5). We con-
sider them all experienced usability security researchers, as
they actively research and conduct studies in usable security
and privacy.

For the second study (Section 4.2), we recruited nine expe-
rienced DevOps. We chose three recruitment channels: stu-

Table 2: Demographics for valid participants from all three
studies. Omitting “Don’t know”/“Don’t want to answer” an-
swers.
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Participants
Started 4 9 23
Finished 4 9 19
Valid (n =) 4 9 16

Gender
Male 50.0% 100.0% 93.8%
Female 50.0% 0.0% 6.2%
Not M/F (Free Text) 0.0% 0.0% 0.0%

Education
Secondary 0.0% 33.3% 62.5%
Bachelor’s 0.0% 33.3% 37.5%
Master’s or higher 100.0% 33.3% 0.0%

Age (in years)
Median 27.5 29.0 22.0
Mean (µ) 27.75 29.88 22.06
Std. dev. (σ) 2.5 6.33 1.57

Relevant Experience (in years)†

Median 3.5 - 1.5
Mean (µ) 3.88 - 2.27
Std. dev. (σ) 2.32 - 2.05

† Conducting studies and Python programming respectively.

dents from our university that worked in small- and medium-
sized enterprises (2 participants), an online forum for DevOps
(1 participant), and posts on four Subreddits related to De-
vOps (6 participants). Three DevOps had secondary educa-
tion, three had a Bachelor’s degree, and three had a Master’s
degree or a Ph.D.

For the third study (Section 4.3), we recruited a sample
of 23 computer science students from our university. The
study took two hours, and we compensated participants with
AC100. Four participants dropped out during the experiment,
and 19 participants completed the study. We excluded another
three participants due to longer breaks. Hence, 16 valid partic-
ipants completed the study overall. Most of them were male
(93.8%; 15). The majority studied for a Bachelor’s degree
(62.5%; 10), while the remaining strived for a Master’s degree
(37.5%; 6). The average Python programming experience was
2.27 years (median = 1.5).

Limitations. Our studies share limitations common among
qualitative and task-based studies, like an opt-in bias concern-
ing participants’ voluntary participation. We recruited people
in a snowball sampling from our network for the cognitive
walkthroughs. While we believe these are appropriate pro-
fessionals, they may be biased towards our team and tool.
We, therefore, refrain from evaluating and including their
usability ratings beyond the walkthroughs themselves and
exclude them from further conclusions for EG1, the usability
of our tool. We recruited students to perform tasks that might
not represent real-world developers in the comparison study.
However, students were used in previous studies and found
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to be acceptable proxies for professional software develop-
ers [4, 39, 44] for the type of study tasks we performed [1].
We explicitly pointed participants to the fact that we aimed to
collect self-reported usability assessments for the infrastruc-
ture and not single components of the studies (e. g., the IDE
we provided). While this worked smoothly for the supervised
cognitive walkthroughs to help participants, we could not
intervene in the comparison study. Some participants might
have misunderstood our framing or explanations, as is natural
in meta-evaluation studies. We evaluated descriptions in our
pilot run with students to minimize this risk.

4.1 Cognitive Walkthrough

After developing and piloting the OLab environment, we eval-
uated the usability from four usability experts’ points of view
via cognitive walkthroughs.

Methodology. We conducted four cognitive walkthroughs
in July 2020 during the COVID-19 pandemic using an on-
line meeting software with screen and audio sharing. Two
researchers accompanied and recorded each walkthrough
with the participants’ consent for later transcription. The ex-
perts provided usability feedback using different operating
systems (macOS, Windows, and Linux) and web browsers
(Chrome/Chromium and Firefox). Before the cognitive walk-
throughs, we asked the participants to watch an animated
video that explained and reminded them about Nielsen’s ten
usability heuristics [28]. We also told the participants to write
down bullet points for each heuristic to remember them during
the walkthrough.

We asked the experts to perform a study in the role of
participants, except they did not have to solve the provided
programming tasks. Instead, the experts should focus on the
usability of the OLab prototype. To guide the walkthrough,
we identified ten typical workflows for participants within the
study environment. The experts had to pass each workflow
step to finish the walkthrough successfully. During the walk-
through, we collected usability feedback based on Nielsen’s
heuristics and further feedback on the user interface (UI)
and experience (UX). After completing the walkthrough, we
discussed the comments and feedback and implemented the
required changes before the following walkthrough.

Results. Table 3 provides detailed background information
of the recruited experts, including both their study background
and experience within their research field. The experts were
generally optimistic about OLab’s usability. Each expert com-
pleted all walkthrough steps without any significant issues.
As Brooklyn summarized it:3 “Everything was running fine,
without any problems. [. . .] I didn’t have any lag, it was like I
was on my own system. [. . .] I didn’t even notice that I was
not working on my own computer.” (Brooklyn).

3We translated all quotes in this paper from German to English.

Most expert feedback was on UI and UX. For example,
we received feedback to name the buttons and links clearer
and more consistent. Brooklyn mentioned that clicks within
a popup should not close it and that all UI elements should
receive mouseover tooltips or have their text improved to en-
hance clarity for participants during a study. As a result, we
also added a help button to the sidebar (cf. Figure 7). Further
on, Charlie suggested better framing of the study process by
initially displaying the number of tasks that participants are
going to do and generally improving the wording for indicat-
ing the study progress. Moreover, Dakota suggested adding
functionality for participants to review content from previous
pages, e. g., the consent form or introduction videos, and the
addition of an information graphic introducing participants to
the study scenario.

The remaining feedback focused on the survey’s content
or structure. Here, some clarifications targeted the consent
form (Brooklyn). We implemented a redesign for questions
in Qualtrics, so they match the overall layout and design of
OLab (Ash). Dakota further mentioned that the consent form
should be simplified to reduce cognitive load on participants
and to include missing information regarding speed tests we
are running in the background. Charlie also noted that OLab
should show the consent form as the first item within the study
environment.

4.2 Guided DevOps Study
In the second study, we evaluated the usability and participant
interaction of OLab in a study with nine DevOps from small
and medium-sized enterprises (SMEs). The study structure
derived from a different project with DevOps from a local
meetup. We then conducted the study within OLab with an
additional focus on the usability of OLab. We observed the
participants in a think-aloud study. These requirements are
ideal for a functionality test since we could ask about the
participants’ perception of specific OLab prototype features
during the study and observe and assist with issues that oc-
curred to improve the prototype iteratively. Therefore, we
designated this study as “guided”.

Scenario & Task. In a hypothetical scenario, we asked par-
ticipants to imagine they were leading a DevOps team in
a company that experienced a customer data leak recently.
We required them to investigate how the leaks happened and
who was responsible for them. We asked participants to ex-
press their thoughts in a think-aloud setup during the study.
Think-aloud included talking about their experiences in sim-
ilar scenarios, questions they would ask colleagues in the
imaginary company, tools they would typically use, their ex-
perience with the tools we provided, and their suspicions on
what caused the data leaks. After identifying the leaks and
their root causes, we asked the participants how they would
resolve the found issues in their company. We also asked for
general feedback regarding OLab.
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Table 3: Detailed overview of experts, their background, experience of conducting studies, and their main operating system.

Alias† OS Study Background Study Experience

Ash Linux Online developer studies with a focus on programming tasks. 4 years
Brooklyn Linux End-user studies with a focus on crowd-worker platforms. 3 years
Charlie macOS Both developer and end-user studies, with a focus on lab experiments and surveys. 7 years
Dakota Windows Developer studies with a focus on qualitative interviews. 1.5 years

† Gender-neutral aliases assigned alphabetical to all experts.

Docker 
Ubuntu 20.04

SMB/MySQL 
Server VM 

Ubuntu 20.04

Attacker

Leak

Container, 
Ubuntu SysAdmin 

(Participant)

Server 
Backup

Leave 
Traces

Task 1 & 2

Study Infrastructure

Fileshare /
Database 
Server VM 

Ubuntu

Server 1 & 2

Researcher Preparation

Figure 3: Overview over the guided usability study’s setup.

Figure 3 provides an overview of the task creation process.
Since we aimed to test the participants’ abilities to manage
security incidences in a company setting, we provided a vir-
tual server backend within OLab. We set up two containers,
a database, and a file server. We then simulated a company-
internal attacker with access to the server that used social
engineering to leak company-internal information. The result-
ing logs and system states were then backed up and included
in a Docker image that provided a visual interface and tools
to inspect the backups.

We added a hint regarding emails from the attacker to the
admin using the second container, pointing towards the inter-
nal attackers, as an experiment condition. Hence, participants
might have an easier time identifying the exact circumstances
of the attack in this condition. OLab automatically assigned
the condition to half of all participants. Within the study,
conditions and the task order were randomized.

Two authors supervised the participants virtually during the
study, took notes, and answered scenario-specific questions
that participants asked. Participants were asked to screen-
share the tab containing OLab, which we recorded to comple-
ment our notes (cf. replication package, Section 5).

Coding and Evaluation. Using the recorded videos and
notes, two authors coded participants’ free-text responses
in an “iterative categorization” [26] approach. The authors
focused on the advantages and disadvantages the participants
reported while interacting with OLab and their general survey
sentiment. We focused on these general categories because
a notable amount of feedback came up while participants
were working on the tasks, not as a result of individual ques-
tions in the post-survey. After assigning initial codes to all
feedback, both authors reviewed the resulting coding and re-
solved conflicts in a consensus discussion or introduced new
codes. When new codes emerged, the already coded videos
were revisited and re-coded. Since both researchers coded all

participant responses with immediate conflict resolution, we
refrain from reporting the inter-rater reliability (IRR) [20].

Results. In general, OLab was well-received by all nine par-
ticipants, while only some minor problems occurred that were
related to OLab. Seven participants (P1, P3, P5–9) explicitly
mentioned that they were impressed by OLab and its work-
flow. From our observations, the prototype was very fluid for
all participants. Four of them (P1, P5, P8, P9) mentioned low
latency, e. g., “It worked flawlessly. I was very surprised that
this works so well in the browser.” (P5). Only P7 reported
minor latency issues due to a low-quality mobile 4G/LTE
connection. Other positive aspects mentioned by the partic-
ipants were full functionality despite the use of ad-blockers
(P5), the internet access with the possibility to install arbitrary
additional software (P5), and that it works with non-German
keyboard layouts (P7). Additionally, participants liked the
visual appearance. To cite P1: “The tools we are working with
are modern, fast, looking good, I like that very much.” (P1).

The most common limitation, mentioned by seven partici-
pants (P2, P3, P5–P9), were differences between the study’s
infrastructure and the users’ typical environment. For exam-
ple, as the environment in OLab cannot be customized for
every user, the participants might miss any custom programs
they like to use. As P6 put it: “So I have some standard suite of
programs that I have installed [. . .]. Well, you cannot take that
for given. That would be [. . .] nice-to-have and not absolutely
necessary.” (P6).

Besides that, two participants encountered technical limita-
tions. P2 tried to change the keyboard layout, but this is tech-
nically impossible during the study, and can only be changed
when initializing the VNC connection. In addition, P2 and P3
noted the unavailability of chroot; this is disabled by default
for security reasons. However, in researcher-supervised stud-
ies this could be enabled. Two participants (P1, P4) reported
problems that were not related to OLab.

We queried participants on how they would solve the tasks
in their everyday setup, i. e., not in a study within OLab. P2,
P3, P4, and P8 reported differences that were not related to
OLab. P5 explicitly mentioned that he would do the tasks
as done in the study. The other four participants (P1, P6, P7,
P9) highlighted that they would incorporate some form of
social interaction during the tasks in a real-world scenario,
e. g., contacting and talking to colleagues. We consider this to
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be out of scope for OLab, as it is impossible to simulate this
social interaction in a software tool.

We asked all participants for additional features they would
appreciate. They mentioned missing tools that we could set up
in future DevOps studies. P3, however, proposed that OLab
should show the correct solution for self-evaluation after com-
pleting a task. We consider implementing this as an optional
feature for future studies. The qualitative coding results can
be found in the appendix (cf. Table 5).

4.3 Comparison Experiment
In this comparison experiment, we compare a study setup
using OLab with a more conventional browser study regard-
ing feasibility and usability. We based this experiment on the
browser-based study setup of Acar et al., which consists of a
developer study with two programming tasks that test crypto-
graphic APIs and their documentation for usability [1]. This
setup provides a good fit for a virtual study environment and
a suitable starting point for a first unsupervised study with the
OLab prototype.
Study Setup. We started with a Ubuntu 20.04 Docker con-
tainer similar to the previous study setup. In that container,
we installed Python including PyCryptodome [34] and the
IDE PyCharm [33]. In PyCharm, we set up a Python project
consisting of dependencies, a virtual environment, and a skele-
ton containing pre-written function names and comments
with precise task descriptions. The original study relied on a
browser-based approach using Jupyter Notebooks [14], likely
due to the limitation that a fully virtualized setup containing
an IDE was not available.

We decided to have each participant perform one task in a
more conventional download setting for the comparison. We
provided a website with the same structure, text, and study
flow as in OLab. However, instead of redirecting to the virtual-
ized environment, we provided them with a page to download
the PyCharm project and upload their solution after complet-
ing the task on their computer.

We piloted the study internally and with students recruited
in a snowball sample to evaluate task description clarity.

To ensure fair compensation and comparable internal valid-
ity, we instructed all participants to stop after at most 60 min-
utes per task and use PyCharm as a common development
environment for the download condition. In the OLab proto-
type, we built the same setup based on an Ubuntu container
image. It includes PyCharm with dependencies set up and the
Python file containing the task opened in the IDE. Addition-
ally, Chromium starts with the crypto API’s documentation
opened in a new tab. OLab collected the browser history and
source code of the PyCharm project for our evaluation. An
overview of the study setup can be found in Figure 4.
Task Setup. In our scenario, the developers had to implement
(1) secure communication using an asymmetric encryption
scheme of their choice and (2) encrypted storage using a
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Figure 4: Overview over the comparison study’s setup.

symmetric scheme. We required participants to implement
this using the PyCryptodome library, which is a fork of the
original PyCrypto library used by Acar et al. [3]. To combat
the effects of learnability, we randomized which task our
participants performed in which environment (download and
OLab). We also randomized the order of study environments,
i. e., half of the participants had to complete the download
task first and use the OLab prototype second, with the other
half completing those vice versa.

After each task, participants filled a short survey regarding
feedback about the study environment and the cryptographic
task. As mentioned in the limitations, we tried to differentiate
between the environment and the task through diagrams and
descriptions. The survey collected the System Usability Scale
(SUS) score by Brooke [6] and the Net Promoter Score (NPS),
a more industrially used usability score for product recom-
mendation rates by Reichheld [36]. We decided to collect a
self-assessment on security and functionality in line with the
original study, but exclude other factors to prevent participant
exhaustion.

Evaluation. To rate results for their security and functional-
ity, we used an open-coding approach with two researchers to
review the source code that participants submitted in OLab
and the download environment. First, two authors executed
the code to determine functionality. Then they rated all sub-
missions for security, grading factors like usage of weak algo-
rithms and insecure password generation. Finally, the coders
discussed individual ratings and resolved conflicts to arrive at
a complete security rating.

Since this study was unsupervised, we could not collect
the degree of qualitative feedback obtained in the previous
two studies. To alleviate that, we contacted participants indi-
vidually after the study and asked a few follow-up questions
regarding the issues and differences. For these responses,
we used an “iterative categorization” [26] approach; two re-
searchers classified the types of issues, advantages, and disad-
vantages participants reported on. As both researchers coded
all source code and all participant responses and immediately
resolved conflicts, we refrain from reporting the inter-rater
reliability (IRR) [20].

Task Results. Overall, 24 out of 32 solutions were functional
and secure according to our coding. Out of those, 9 of 16 so-
lutions were secure when worked on in OLab, while 15 out
of 16 were securely provided via our download environment.
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We noticed that this difference comes from the second task
(symmetric cryptography). The timings indicate that partici-
pants spend 60 minutes on that task using OLab. We asked the
participants why they did not complete the second task. The
participants who responded found it more complicated than
the first task and noted that the clearly shown “skip”-button
provided in OLab’s interface (cf. Figure 7c) in combination
with the reminder to only spend 60 minutes on this task lead
to submitting earlier when using OLab. These factors were
not as present in the download condition, since there was no
“skip”-button. Furthermore, participants might not see the time
limit when using the website because they opened the docu-
mentation in a new tab on the same window. These responses
indicated that the second task was infeasible within the pro-
vided time for students having no experience in cryptography.
We think the qualitative results produced by this task are still
valuable for the evaluation, as they indicate higher compli-
ance with the study protocol of this unsupervised study when
participants used the OLab. Studies within OLab need to set
fair requirements and cannot rely on participants ignoring
time constraints or the study conditions.

We also asked which editor participants used in both con-
ditions in the survey, which revealed another compliance dif-
ference. All participants used PyCharm within OLab – likely
because it was already set up and automatically started. How-
ever, 5 used other editors (4 VSCode, 1 VIM) in the download
condition. We explicitly instructed participants to use Py-
Charm with our PyCharm project. Therefore, this difference
represents a threat to internal validity not present in OLab.
While this demonstrates the more challenging enforcement of
requirements in download studies, researchers may offer mul-
tiple editors in OLab to accommodate for preferred software.
However, this would increase the required time for study setup
and piloting.

Usability Rating. We asked participants to rate each envi-
ronment using the SUS score and the NPS. Regarding the
SUS score, we had participants rate the environment after
completing each task. The environment using OLab received
an average SUS score of 80.0, which corresponds to a Grade
A– according to Sauro and Lewis [40], with the download en-
vironment receiving a SUS score of 78.125, classified as B+.
While the ratings are limited to the explanatory power of the
study, they indicate at least comparable usability of OLab and
the download environment. The NPS for OLab did not result
in more promoters, but is equal to the download environment.
We include an overview of both scores in Table 4.

This is further reflected in the participants’ preference for
the environments. 9 preferred OLab while 7 preferred the
download environment. As reasons for preferring the down-
load study, three participants mentioned bandwidth limitations
that lead to unresponsive or unstable experiences with OLab.
While we found that OLab runs fine with typical desktop
bandwidths (starting at around 0.5 Mbit/s), we assume higher

Table 4: SUS and NPS scores for both OLab and the download
condition.

Score OLab Download Condition

SUS Score (mean) 80.0 (A-) 78.125 (B+)
NPS Promotors 10 10
NPS Passivers 3 3
NPS Detraktors 3 3

round-trip times (RTTs)/pings cause a noticeably slower ex-
perience compared to a native interface.

The participants provided different reasons for preferring
the download environment. To quote a participant: “I can
use my own IDE, which is adapted to my requirements. Also,
I can open the documentation on a second screen, making
research and reading easier.” (P2). This preference is in line
with the finding that 5 participants used a different IDE than
specified for solving the task. Multiscreen support is currently
impossible with OLab due to being limited to a single browser
window. However, these advantages also affect the internal
validity of the study results in the download study. Further-
more, they are only present for studies where the task can be
downloaded to a participant’s machine, not in lab studies or
studies using server environments like our previous setup.

When participants stated to prefer OLab over the down-
load study, all 9 participants mentioned the much lower setup
efforts as the main reason. A participant stated:

“On my desktop PC, I had problems importing
crypto. Therefore, I had to switch to my laptop,
on which working was much harder. This resulted
in a lot of time spent on a problem that I didn’t
have in the virtual desktop environment. In this en-
vironment, everything was prepared and I could
immediately start working. There was also less dis-
traction by open tabs or pop-up messages.” — P3

The virtualized environment within OLab can lower entry bar-
riers for participants and reduce the time participants spend
on tasks while still providing them with a fully-featured de-
velopment environment that reflects their actual environment,
even if customization might be missing.

To compare the timings for both studies, we asked partic-
ipants about the perceived time spent on preparation, from
0 (very low) to 6 (very high). We found that people rated
OLab 0.31 on average, indicating a lower setup time com-
pared to the download environment that participants rated
2.13 on average. This confirms the suspected advantage in
participants’ preparation time for studies using OLab.

5 Discussion

Below, we discuss our results in the context of the evaluation
goals we presented in Section 4 and discuss how the study
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results address them. We also elaborate on future directions
for virtual study environments we derive from our results and
how we plan to implement them.

EG1: Usability. After implementing the feedback we col-
lected during the cognitive walkthrough, we could improve
the usability of the OLab environment.

We found the OLab prototype to be easy to use for all par-
ticipants (cf. the SUS scores in Section 4.3), with a low entry
barrier, and safe to use in all scenarios we provided since it
automatically stored participant results without storing results
manually. The lower preparation time through pre-setup de-
pendencies that participants reported in our comparison study
demonstrated how this approach could be more efficient than
conventional approaches. In our comparison study, partici-
pants were willing to spend more time with the tasks in their
own environment, leading to more complete solutions. We
believe this can be addressed through smaller tasks or more
straightforward instructions.

In summary, we think that our approach can indeed ful-
fill the high accessibility requirements that we identified in
Section 3.1.

EG2: Perception. Even when encountering minor latency
issues or unknown setups in our study environments, par-
ticipants remarked on the smooth study procedure possible
through OLab. Participants also mentioned the low entry bar-
rier through the provided tooling and setup as an advantage.
In addition, the setup allowed us to test an unconventional
setup in the form of servers that participants had to analyze
for security issues. In supervised studies structured like inter-
views or remote think-alouds like our second study, we can
even allow participants to use root access on the machines
and install their own applications to complement the setups
we provide them.

EG3: Limitations. We also encountered a few limitations,
mostly related to security. One of these is the ability to use
features like chroot, KVM, and systemctl that require priv-
ilege escalation beyond what is considered safe in a container.
These can be ignored to some extent in supervised studies,
where a researcher can ensure that participants do not abuse
permissions on the container and therefore can declare the
containers to be privileged. However, this poses a security
risk for the entire infrastructure, including other participants
and the host systems, when done without supervision.

Finally, latency is a significant limitation of the environ-
ment, and participants with a high connection latency reported
difficulties using the OLab environment.

EG4: Comparison. From our previous findings, we con-
clude that in comparison to more conventional setups, the
OLab environment provides the option to enforce higher inter-
nal validity at the cost of customization for participants. In our
comparison study, we also found that the time spent on our
OLab was lower on average. We assume that when providing
participants the time to customize their setup in the OLab, this

advantage will vanish. In general, providing participants with
a fully working setup in our OLab environment will always
be faster than download tasks or tasks requiring setup time
beyond reading the task description. We hope to capitalize
on this advantage to conduct new types of studies that were
previously hard or even infeasible to conduct online.
Replication. To allow for better replication of our work, we
make the following items available as part of a replication
package [13]: We provide the study protocols for the cognitive
walkthrough, the guided and the comparison study including
the study scenarios, the tasks descriptions, between-task sur-
veys, and end surveys.4

Future Work. In future work, we plan to improve the us-
ability of the researcher’s web interface to illustrate the cur-
rent state of a study, and to manage participants and study
instances.

We plan to evaluate OLab in multiple large-scale studies,
test more edge cases, and improve flexibility. Furthermore,
support for complex features like interaction between partic-
ipants or with researchers can expand the scope of possible
studies for OLab.

6 Conclusion

In conclusion, we identified common requirements for lab-like
studies with SIWs. We designed, implemented and evaluated
the OLab environment as a novel approach to conduct lab-like
studies online, and found that:

1. OLab can provide high usability for participants in on-
line studies while enabling complex study setups such as
programming and server administration studies, as eval-
uated through our expert walkthrough (cf. Section 4.1)
and through the SUS scores (cf. Sections 4.2 & 4.3).

2. OLab handles typical research tasks like data and con-
sent form collection and study parameters like task or-
der, conditions, and the inclusion of external question-
naires, offering a flexible setup for complex studies to
researchers (cf. Section 3.3)

3. OLab provides higher internal validity than approaches
that involve external working environments, both regard-
ing task compliance and regarding tools and environmen-
tal variables used (cf. Section 4.3).

Based on our results, we consider OLab to be a highly
functional prototype that we plan to expand on for future
real-world studies. Although it is not yet fit for a general
release, we formally invite interested researchers to contact
us regarding the collaboration and extension of OLab.

4The replication package is also available via this paper’s accompanying
website: https://publications.teamusec.de/2022-soups-olab/.
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A Technical Details of OLab

OLab’s Kubernetes cluster runs entirely self-hosted on the
researchers’ servers. This setup provides maximum security
and data protection for participant data – without any third
party involved. For a technical overview, see Figure 8.

Depending on the number of participants, OLab supports
other deployment options. For minimal setups or testing pur-
poses, minikube [21] requires only a single machine. In stud-
ies that exceed the researchers’ server resources, it is possible
to host and operate OLab within a Kubernetes cloud environ-
ment, e. g., Amazon Web Services (AWS).
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Figure 5: Comparison study (Section 4.3) setup for the condition that uses OLab.

Table 5: Qualitative coding of study results for the guided DevOps study (cf. Section 4.2).
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Figure 6: Comparison study (Section 4.3) setup for the down-
load condition.

(a) Landing page with required consent form and further study infor-
mation.

(b) In-between task progression status page, including survey steps.

(c) Virtual study environment running Chromium & PyCharm. The
right sidebar includes task descriptions and control buttons.

Figure 7: Screenshots of the OLab prototype, during a generic
programming study.
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capture and distinguish granular privacy constructs
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Abstract
Privacy scales are frequently used to capture survey partici-
pants’ perspectives on privacy, but their utility hangs on their
ability to reliably measure constructs associated with privacy.
We investigate a set of common constructs (the intended ob-
jects of measurement by privacy scales) used in privacy sur-
veys: privacy attitude, privacy preference, privacy concern,
privacy expectation, privacy decision, and privacy behavior.
First, we explore expert understanding of these constructs.
Next, we investigate survey participants’ understanding of
statements used in privacy scales aimed at measuring them.
We ask a balanced sample of Prolific participants in the United
States to identify the extent to which different constructs de-
scribe each of a set of 30 statements drawn from scales used
commonly in the privacy literature and 39 that we developed.
Our analysis reveals considerable misalignment between the
constructs associated with the statements and participant un-
derstanding. Many statements used in scales or that we devel-
oped with the intention to measure constructs such as privacy
concern, are seen by survey participants as describing other
constructs, such as privacy preferences. We also find that no
statement uniquely measured any one construct, though some
more reliably track their target construct than others. Our find-
ings constitute an epistemological problem for use of scales
in the existing literature (are they capturing what we think
they capture?) and a practical problem for construction of
new scales (how to ensure construct validity in the face of ill-
defined constructs and evolving privacy landscape?). We use
methods from corpus linguistics to identify characteristics of
those statements most reliably associated with their target con-
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struct, and provide a set of provisional suggestions for future
statement construction. Finally, we discuss the implication of
our results for the privacy research community.

1 Introduction

Privacy scales are familiar instruments in privacy re-
search [16]. These scales aim at measuring constructs —
specific facets of participant privacy psychology, such as pri-
vacy concerns or privacy preferences — by soliciting degrees
of agreement with statements believed to capture these con-
structs [13, 20]. A valid privacy scale can offer useful insight
into public perspectives on privacy, but a scale that is not
valid — that is, a scale that fails to measure its intended con-
struct — presents a challenge for privacy research by yielding
results that cannot sustain accurate generalisations and that
lack predictive power [21]. Recent work has challenged the
validity of existing scales [10, 18]. Here, we present evidence
that problems with validity may be widespread — perhaps
even intrinsic to the privacy scale as an instrument given the
ill-defined and ever evolving nature of privacy — as thor-
oughly validated scales did not achieve conceptual clarity on
the constructs they attempt to capture. We show that survey
participants cannot identify unique constructs corresponding
to statements used in scales, and that there is considerable
variation in beliefs concerning which construct a statement
corresponds to. There is little hope that a scale aimed at mea-
suring, for example, privacy concerns can be trusted to do
only that, when participants may have been understanding its
constituent statements as expressing privacy preferences.

We investigate the following constructs, which are common
in the privacy literature: privacy attitude, privacy preference,
privacy concern, privacy expectation, privacy decision, and
privacy behavior. Since there are no definitions of these con-
structs universally accepted by privacy scholars, we offered
a set of definitions taken from a recent book chapter [5] to
22 privacy experts, and iteratively refined these definitions
based on the experts’ feedback. Next, as many privacy-related
studies are performed using crowd-sourcing platforms, we
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asked a sample of Prolific participants in the United States to
identify the extent to which the different constructs, presented
with our refined definitions, describe each of 30 statements
from scales used commonly in the privacy literature. We also
asked participants to perform this task for 39 statements that
reflect commonly stated privacy opinions observed in quali-
tative privacy studies. We leveraged Prolific’s representative
sample functionality to recruit a sample balanced using Cen-
sus information on age, gender, and ethnicity. All studies were
approved by our institution’s Internal Review Board.

Our analysis shows that many statements intended to mea-
sure certain constructs that commonly appear in the privacy
literature and that are systematized in Cranor and Schaub’s
framework [5] (for example, privacy concern) are, in fact,
seen by survey participants as describing other constructs in
the framework, such as privacy preferences.

We also found that no statement uniquely measured any
construct. The results highlight the difficulty of using scales to
measure privacy constructs uniquely and reliably. We observe
that some statements were, however, more regularly matched
with particular constructs. We use methods from corpus lin-
guistics to identify features that these statements share and
generalise over them to make provisional suggestions aimed
at guiding future scale construction. Finally, we discuss the
implication of our results for the privacy research community.

2 Background and related work

This paper builds on work in the privacy literature concerning
privacy scales and privacy surveys, and on critical contribu-
tions that raise problems for those scales and surveys.

2.1 Privacy scales and privacy constructs
We focus on some of the most popular privacy scales:
Westin’s Privacy Segmentation Index [12], Concern for
Information Privacy (CFIP) [20], Global Information Privacy
Concern (GIPC) [13], and Internet Users’ Information
Privacy Concern (IUIPC) [13]. Some of these scales are
validated—that is, carefully designed to ensure that the set
of included statements consistently capture a construct. As
we discuss, all of them appear to have been designed to
measure privacy concern, as it was understood at the time of
the scale’s creation. We present each scale discussed in this
paper and discuss how it is used in our empirical analysis.
All scales are reproduced in Figure 9 in the Appendix.

Westin’s Privacy Segmentation Index: Alan Westin created
privacy indexes to track trends in privacy perspectives over
time. Based on their answers, survey participants were
classified into categories that “represent a continuum of
privacy concern” [12]. To the best of our knowledge, these
indexes did not form a validated scale. In particular, Westin’s
Privacy Segmentation Index captured participants’ level of

agreement on a 4-point scale to three statements. Participants
who agreed with the first statement and disagreed with
the second and third statements were classified as privacy
fundamentalists. Participants who presented the opposite
pattern were classified as privacy unconcerned. Finally, all
other participants were classified as privacy pragmatists.

Global Information Privacy Concern: The Global Infor-
mation Privacy Concern (GIPC) scale was first mentioned
by Malhotra et al. in 2004 [13] and considers six statements
measured on a 7-point scale. An extensive literature search
for mentions of GIPC did not yield results prior to 2004.
Thus, we do not have information on how these statements
were selected and whether this scale has been validated. In
this paper, we consider that GIPC measures concern, given
the presence of this construct in the scales’ name.

Concern For Information Privacy: In 1996, Smith et al.
proposed the Concern For Information Privacy (CFIP) scale.
This served as a first validated instrument for measuring con-
cerns about organizational information privacy practices,but
the paper does not provide a definition of concern. This scale
followed a rigorous development methodology that included
the generation of sample items and verification of content
validity, followed by exploratory and confirmatory factor
analysis, and assessments of internal validity, reliability,
and generalizability. The CFIP scale includes 15 statements
and four sub-scales that measure dimensions of individuals’
concerns about organizational privacy practices: collection,
errors, unauthorized use, and improper access. Participants
report their level of agreement with each of the above
statements on a 7-point scale, which are then be converted
into means for the sub-scales, as well as the overall scale [20].

Internet Users’ Information Privacy Concern: Malhotra
et al. proposed the Internet Users’ Information Privacy Con-
cern (IUIPC) scale “[t]o reflect Internet users’ concerns about
information privacy” with a focus on “individuals’ percep-
tions of fairness/justice in the context of information privacy.”
IUIPC was adapted from CFIP and included new items and
dimensions. The authors proposed it to provide a theoretical
framework on the nature of information privacy concerns for
Internet users. As with CFIP, IUIPC was developed following
a strict scale development methodology and results of a thor-
ough validation process are presented in the paper. The IUIPC
scale is composed of 10 statements and 3 dimensions: control,
awareness, and collection (taken from CFIP). Participants re-
port their level of agreement with each statement on a 7-point
scale, and the means are calculated for each dimension [13].

2.2 Constructs and framework
We focus on a subset of constructs that have been identified to
be of interest in the privacy literature: attitude, preference, con-
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cern, expectation, decision, and behavior. These constructs are
of long standing interest in the social sciences more broadly,
where their importance and inter-relationships have been ex-
plored for decades [7]. Somewhat naturally, given such long-
standing interest, we see variations in how these constructs
are used across different fields, and even within the privacy lit-
erature [8]: different terms have been used to refer to the same
underlying phenomenon and the same term has been used to
describe slightly different phenomena over time. For exam-
ple, psychologists use “worry” to refer to a “state of mental
distress or agitation due to concern about an impending or an-
ticipated event, threat, or danger” [22], while privacy scholars
frequently use “concern” to refer to this state. As for “prefer-
ence,” the term has been used to refer to different phenomena
across psychology, social sciences, and economics [11].

We leverage the conceptual framework proposed by Cranor
and Schaub [5] as a seed for our construct definitions. This
framework covers privacy attitude, privacy preference, privacy
concern, privacy expectation, privacy decision, and privacy
behavior. We used this framework due to its simplicity and
coverage of central constructs used in privacy research.

2.3 Lexical issues
Constructs are specified by terms that bear rich lexical re-
lations that complicate unique construct measurement. As
noted above (see Section 2.1), and in alignment with Smith et
al. [19], the privacy scales being evaluated in this paper seem
to have been meant to capture privacy concerns. However,
concern is a a subcategory (hyponym) of a broader class, at-
titude (hypernym) (cf. [6]). As such, any statement that falls
under a subcategory (e.g. privacy concern) may also fall un-
der the supercategory (privacy attitude), meaning that scales
that claim to measure any subcategory may also be judged to
measure the supercategory.

This inter-related nature of privacy constructs could explain
the lack of construct validity found by previous work when
investigating IUIPC [10,18]. In particular, Gross notes that the
sub-scales Control and Awareness had “unsatisfactory local
fit for two items . . . calling the unidimensionality of these
sub-scales into question” [10]. Our work builds on this past
work, showing that statements used in privacy scales (as well
as new statements we developed reflecting commonly stated
privacy opinions) measure multiple privacy constructs, and
frequently not the one originally intended.

Ambiguous or low-context statements, featured in many
scales, also present problems. For example, a key difference
between a concern and a preference is the affective valence
of the attitude: concerns are negatively valenced whilst pref-
erences are positively valenced. When unambiguous infor-
mation about the intended affective valence is not available
from the statement, this information must be supplemented
by participants to determine whether the statement expresses
a privacy preference or a privacy concern. For example, the

statement “To me it is the most important thing to keep my
privacy intact from online companies” (GIPC) may be seen
as describing privacy concern by someone who believes cor-
porate data collection is harmful and as describing a privacy
preference by someone who believes corporate data collection
is benign or beneficial. This supplementation may be done
differently depending on individuals’ priors [14].

Previous work has examined a related issue by exploring
the framing of privacy-related questions [3,10]. Findings indi-
cate that use of priming words, such as privacy or autonomy,
can lead to skewed results [10]. Furthermore, it was found
that surveys introduced with privacy-related warnings elicited
results significantly different from those without privacy warn-
ings [3].

A further source of complication is that statements may
possess features that are connected to multiple constructs—
a statement may refer both to a behavior (and so judged to
measure behavior) and to negative affect (and so judged to
measure privacy concern). As a result of overlapping linguis-
tic and conceptual structures in both constructs and statements,
privacy scales may be by nature unsuitable for unique con-
struct measurement.

3 Construct definitions study

We conducted two studies to investigate the extent to which
various statements regarding privacy—many of which are
employed in popular privacy concern scales—are described
by distinct privacy constructs: a construct definitions study
with experts (discussed in this section); and a statement clas-
sification study with a balanced sample of US respondents
provided by the Prolific platform (discussed in Section 4).
The construct definitions study leveraged experts’ opinions to
define an initial set of privacy constructs and associated defini-
tions, which we then refined through an iterative process and
later provided to crowd worker participants in the statement
classification study to reduce variation in interpretation of the
constructs.

3.1 Methodology
In the construct definitions study, we iteratively vetted privacy
constructs and definitions with privacy experts with the goal
of defining a set of constructs and definitions to be used with
Prolific participants in the statement classification study.

To navigate the observed variation in the literature, we first
established working definitions for each construct. We started
from a framework of privacy constructs and associated defini-
tions proposed by Cranor and Schaub [5] that distinguishes
privacy attitude, privacy preference, privacy concern, privacy
expectation, privacy decision, and privacy behavior (Table 1).
As the definitions associated with this framework had not been
empirically tested, we engaged a set of privacy experts in a
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Construct Initial framework Revised framework Final framework

Privacy attitude The data subject’s predispo-
sition regarding privacy, usu-
ally expressed in broad and
non-actionable terms.

An individual’s predisposition towards
privacy (and technology) which influ-
ences their stance regarding different
privacy-related situations.

An individual’s predisposition to-
wards privacy which influences their
stance regarding different privacy-
related situations.

Privacy preferences What the data subject
prefers to happen.

(Same as final) An individual’s preferred outcome for
a specific privacy-related situation.

Privacy concern What the data subject fears
might happen.

(Same as final) An expression of worry towards a spe-
cific privacy-related situation.

Privacy expectation What the data subject thinks
will happen.

An expression of what one views as
the likely outcome of a specific privacy-
related situation or behavior from the
other parties involved.

An expression of what one views as
the likely specific privacy-related out-
come of a situation or behavior from
the other parties involved.

Privacy decision What the data subject de-
cides or intends to do.

What an individual chooses to do in
a specific situation given the resources
available to support their decision mak-
ing process.

What an individual chooses to do
in a specific privacy-related situation
among available options.

Privacy behavior What the data subject does. (Same as final) What an individual actually does or
has done in an attempt to achieve the
level of privacy that they prefer.

Table 1: Evolution of the framework from its original format to the final version based on experts’ feedback. Note that Cranor
and Schaub’s definition for privacy attitude was “The data subjects’ general predisposition regarding privacy.” We start with a
modified version that the authors thought improved clarity.

process of refinement of the initial framework, so that the con-
structs and definitions would be generally well aligned with
the experts’ understanding. The refinement process took place
until the feedback converged into agreement—this happened
within two rounds.1

In the first round, we presented 22 experts (described in
Section 3.2) with a survey that introduced the constructs and
the initial set of associated definitions. We asked the experts
whether they agreed with the definitions, and offered an open-
ended response field to elaborate on points of disagreement.
We also presented experts with statements from privacy scales
and asked them which constructs best applied. Based on the
first-round results, we generated a revised framework of con-
structs and associated definitions.

In the second round, we presented the revised framework
to the 19 experts who had agreed to be contacted again. We
received nine responses, which led to several small changes
in the definitions. The initial, revised, and final iteration of the
framework are shown in Table 1. In Section 3.3 we present
the comments that experts provided in both the first and the
second rounds of Study 1.

1The results of the statement classification study are robust to both pro-
viding and not providing participants with these definitions. See Section
4.

3.2 Expert selection and demographics
We selected privacy experts who worked in the areas of usable
privacy, privacy law, or privacy policy; had authored at least
five published papers in one of these areas in the past 10 years;
and were located in the US.2

Two members of our research team generated an initial list
of experts. We identified additional experts from the authors
of papers retrieved with a search of the ACM Digital Library3

and equivalent queries using Web of Science. After compiling
a list of 68 potential experts, we verified the requirements
above through online publication lists. Nine did not fit the
required criteria and we could not validate nine others. Seven
were not located in the US. We contacted the remaining 43
experts via email. We obtained complete responses from 22
experts in round 1 and 9 experts in round 2.

In the first round, half of the experts self-identified as male
and half as female. On average, the experts had 16 years of
experience with privacy research (sd: 5.9 years). In the sec-
ond round, three self-identified as male, and six as female.
On average, the experts had 16 years of experience with pri-
vacy research (sd: 8.9 years). In the first round, 11 experts

2This was a requirement of our Internal Review Board due to concerns
about the General Data Protection Regulation that they had not resolved at
the time of our study.

3Search Queries: [All: "privacy policy"] OR [All: "privacy law"] OR [All:
"usable privacy"] AND [Publication Date: (01/01/2010 TO 01/31/2020)];
and analogous searches with only one research area at a time
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described their background as “Social Sciences,” nine “Com-
puter Science,” five “Law,” and three “Other.” The majority
of the experts reported working in academia, with two citing
industry experience, and one mentioning policy and govern-
ment. Only one expert listed industry and only one expert
listed policy as their main area of focus. The second round
had a mix of law, computer science, and social science in a
similar proportion as the first round.

3.3 Expert feedback on definitions
The first round of feedback highlighted experts’ concerns
over lack of clarity of some definitions. Some comments
were targeted at the vagueness of the initial set of definitions:
“The description lacks an indication of what the preference
is about.” Others addressed specific word choices: “I am not
sure that concern = fear. One can have legitimate concerns
without being fearful.” Some experts suggested that we better
tie the definitions to privacy: “The definition would need
to be completed by indicating ‘what the data subject does
with respect to privacy’.” This initial round of feedback led
to significant changes to the initial set of definitions, as can
be seen in Table 1. The revised set was presented again to
experts in the second round of the study.

The second round of feedback was narrower and pointed,
leading to the final framework presented in Table 1. Below,
we summarize the feedback we received in the second round.

Privacy attitude: One expert pointed out that a parenthetical
in “predisposition towards privacy (and technology) . . . ”
could be confusing. We agreed and removed the parenthetical.
Another expert asked whether the definition only applied to
attitudes about one’s self, or if it also applies for attitudes
towards others (for example, “I think my kids should be more
careful sharing information on Facebook”). We decided that
the existing definition appropriately included both and did
not revise further.

Privacy preference: In the second round we did not receive
any feedback for this construct.

Privacy concern: One expert highlighted that there may be a
fundamental difficulty with measuring concern, as concern
is a combination of expectation and trust. One may not be
concerned about an otherwise concerning issue because they
trust the parties involved. While we agree, as our focus is not
on sources of concern, we did not revise the definition.

Privacy expectation: One expert noted that the phrasing of
the definition suggests that all outcomes of a privacy-related
situation are privacy expectations, even if some are not
related to privacy. We reworded so “privacy-related” modifies
“outcome” rather than “situation.”

Privacy decision: An expert pointed out that our definition
did not mention privacy. We revised our definition to refer
to decisions in “privacy-related” situations and added that a
decision can only be made from a set of available options.

Privacy behavior: This construct received the strongest neg-
ative review, with one expert stating:

This definition I disagree most with – I think pri-
vacy behaviors are often inconsistent with what
people would prefer and many behaviors are in con-
flict with the level of privacy that people prefer. I
think privacy behavior is what an individual does
that has an impact on their privacy, regardless of
whether it’s positive or negative or consistent with
their attitudes, preferences, or concerns.

While we agree that privacy behaviors may not always
achieve a person’s desired outcome and may even be counter
productive, we think it is important to limit this definition
to behaviors that were intended to achieve a privacy-related
outcome. For example, while closing curtains is a behavior
that can increase privacy, people also close curtains for other
reasons, such as reducing screen glare or darkening a room.
For this reason, it is important that behavior-related statements
specify the goal of said behavior.

4 Statement classification study

The statement classification study used data from online
crowd worker participants—a typical population of focus for
measuring privacy perspectives—to assess which constructs
and definitions defined in the construct definitions study de-
scribed a set of 69 privacy statements. We took 30 statements
from existing privacy scales and developed 39 additional state-
ments. For each of the new statements we developed, we
classified it according to the authors’ expectations as to the
construct with which it would best align.

We presented participants with the following prompt:
“Imagine that you are talking to a friend, and your friend
says the following sentence.” This was followed by a ran-
domly selected statement. We asked participants to rate how
well each of the constructs described what their friend was
saying in that sentence. Participants rated each construct on
a 5-point scale, from “Does not describe at all” (1) to “De-
scribes very well” (5). Each participant was presented with a
random selection of seven statements out of the 69 available.
Each statement was rated by approximately 40 participants.

Since, in pilot studies, we did not identify differences in
how participants classified statements between the group that
was shown the constructs with the definitions and the one that
only saw the constructs, and given our desire to normalize
participants’ interpretations of the constructs to the maximum
possible extent, we showed all participants the constructs and
associated definition for each classification task.
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Figure 1: Left: Cophenetic correlation coefficient graph (ranks
2–10) showing a continuous drop for ranks >5. Right: NMF
basis results showing the composition of the meta-constructs.
Values were normalized to range from 0 to 1.

4.1 Participant Demographics
We recruited 400 participants from the Prolific platform. Pro-
lific’s representative US sample provides a balanced sample in
terms of gender, age, and ethnicity based on US Census data.
Fifty percent in our sample self-identified as female, with
one participant choosing non-binary. The mean age was 46.4
years, with a standard deviation of 16.3 years. When asked
about their ethnicity, 71% of our participants self-identified
as white, 14% as Black or African American, 8% as Asian,
6% as Other (which could encompass mixed race), and one
participant self-identified as American Indian or Alaska Na-
tive. Furthermore, 7% of our participants self-identified as of
Hispanic or Latinx. Lastly, 16.5% of our participants reported
working in or studying a technology related area.

4.2 Analyses Approach
We first binned participant responses for every statement into
“high” (4 or 5) and “low” (1, 2 or 3) scores. To check the robust-
ness of this approach, we compared results when binning the
neutral option (3) with both the high and low categories. The
differences observed did not impact the findings we present.

For each statement we determined whether there was a “pri-
mary construct” as follows. We identified the two constructs
with the highest count of high scores (from approximately
40 responses) and compared their counts of high and low
scores. We used Chi-square tests and Cramer’s V to deter-
mine whether the top construct was statistically different from
the second highest one. The distributions were considered dis-
tinct if the p-value from the Chi-square was smaller than 0.05;
otherwise, they were considered similar. For distinct distribu-
tions we report the effect size using Cramer’s V. The results
are presented in Section 4.3.1.

The results of this analysis indicated that the majority of
statements were not described by a single primary construct,
and that those that were often had small effect sizes. There-
fore, we turned next to an analysis approach that did not rely
on distinct constructs and could provide insights into how
the constructs related to one another. We used Non-negative
Matrix Factorization (NMF) which automatically “extract[s]

sparse and easily interpretable factors” [9]. This method pro-
vides a better understanding on how the constructs relate to
one another and how they relate to the statements. We ran
the algorithm on a matrix composed of the six constructs and
69 statements. Each cell corresponded to the count of par-
ticipants who selected a “high” level of agreement (Strongly
agree (5) or agree (4)) for each construct statement pair.

Similar to cluster analysis, the first step in NMF is to iden-
tify how many ranks, similar to groups and clusters, will lead
to stable and descriptive results. While there are many ways
of selecting the rank [9], in this work we do so by examining
the cophenetic correlation coefficient graph (Figure 1, left) ob-
tained from the consensus matrix—the average connectivity
matrix over many clustering runs [4].4

Following the rule of “select[ing] values of k where the
magnitude of the cophenetic correlation coefficient begins
to fall” [4], we selected five ranks, for which the algorithm
outputs five basis components—we refer to these components
as “meta-constructs.” These meta-constructs are a composi-
tion of the initial constructs and, as we can see in Figure 1
(right), they roughly break along the lines of the constructs,
with privacy behavior and privacy decision being grouped in
a single meta-construct.

By using the consensus output obtained from running the
algorithm 100 times, the NMF algorithm associates each state-
ment with a meta-construct. Thus we produced five groups of
statements corresponding to our meta-constructs. We present
our results in Section 4.3.2.

4.3 Statement classification results
We present our classification results based on primary con-
structs and meta-constructs, as well as broken down by scale.

4.3.1 Primary constructs

We see that only 33 of the statements (48%) had the top
construct statistically different from the second highest one.
This means that there was a primary construct that survey
participants perceived as describing individual statements for
roughly half of the statements. Even among those, none had a
large effect size: 23 had a low effect size ([0.1, 0.3]) and ten
had medium effect sizes ([0.3, 0.5]). For the rest, no primary
construct was identified. The right side of Figures 2 through 6
show the percentage of high selections in green, highlighting
those that had a primary construct with a dotted box.

4.3.2 Meta-constructs

Our findings for primary constructs seem to indicate a lack
of independence between the constructs and definitions that
we used. Therefore, we used NMF to identify composite

4The consensus matrix was obtained through 100 iterations of the algo-
rithm.
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Construct CFIP GIPC IUIPC Westin New

Attitude 0 2 2 1 10
Preference 0 1 1 0 4
Concern 2 1 0 0 5
Expectation 0 0 0 0 1
Decision 0 0 0 0 3
Behavior 0 0 0 0 0

Table 2: Breakdown of the number of statements with primary
constructs per source. For IUIPC we only consider the six
statements unique to IUIPC, those related to Control and
Awareness.

Construct CFIP GIPC IUIPC Westin Self-gen

Attitude 0 2 1 0 8
Preference 6 1 3 0 6
Concern 6 2 1 1 6
Expectation 2 0 1 2 6
D & B 1 1 0 0 13

Table 3: Breakdown of the number of statements each meta-
constructs per source. For IUIPC we only consider the six
statements unique to IUIPC.

constructs. The NMF results show the weighted function of
the identified meta-constructs that describes each statement
(see left heatmap on Figures 2 through 6).

4.3.3 Results by scale

We present our results with statements grouped according to
the scale in which they are used. Tables 2 and 3 summarizes
the breakdown of primary constructs and meta-constructs
by source. Figures 2 through 6 also include the scale for
each statement and the construct to which the scale authors
expected or intended it to align.

CFIP: This scale was intended to capture the construct
privacy concern. Out of the 15 statements that compose
CFIP, we found that only six had privacy concern as their
meta-construct (Figure 4), while six others had privacy
preference as their meta-construct. Of note, “Companies
should have better procedures to correct errors in personal
information” and “Companies should take more steps to make
sure that the personal information in their files is accurate”
were associated with the meta-construct privacy expectation,
though Figure 5 shows that none of the meta-constructs seem
to be dominant.

GIPC: While we could not establish it with certainty,
we consider that the underlying construct intended to be
measured by GIPC’s statements is privacy concern. We

see a similar pattern to CFIP, where GIPC’s statements
were infrequently associated with privacy concern as their
meta-construct. Two out of the six GIPC statements had
privacy concern as their meta-construct. Interestingly, the
statements “I believe other people are too much concerned
with online privacy issues” and “Compared with other
subjects on my mind, personal privacy is very important” had
privacy attitude as their meta-construct.

IUIPC: We consider that IUIPC had the intention to capture
the construct privacy concern. For the six statements related
to awareness and control, which were created for IUIPC,
we see that privacy concern was the meta-construct for
only one statement: “I believe that online privacy is invaded
when control is lost or unwillingly reduced as a result of a
marketing transaction.” Instead, three statements had privacy
preference as their meta-construct. “Consumer control of
personal information lies at the heart of consumer privacy”
had privacy attitude as its meta-construct while “It is very
important to me that I am aware and knowledgeable about
how my personal information will be used” had privacy
expectation.

Westin: We consider that Westin’s Privacy Segmentation
Index statements were created with the intent to measure
privacy concern. However, what we found is a combination
of concern and expectation. The statement “Consumers
have lost all control over how personal information is
collected and used by companies” had privacy concern as its
meta-construct, though attitude was more frequently selected.
The statements “Existing laws and organizational practices
provide a reasonable level of protection for consumer privacy
today” and “Most businesses handle the personal information
they collect about consumers in a proper and confidential
way” had privacy expectation as their meta-construct.

Generated statements: We also examined the statements
that we generated for the study, considering our specific con-
structs and definitions. Our expected construct matched the
meta-construct predominantly selected as describing the state-
ment for about 85% of the statements. As we can see in the
heatmap figures, the statements that did not match were:

• I am not satisfied with my current level of privacy (Ex-
pected: attitude; classification: concern)

• I don’t care about privacy as long as I can use the ser-
vice (Expected: preference; classification: behavior and
decision)

• I don’t think there’s anything to worry about privacy
(Expected: concern; classification: attitude)

• I will be able to achieve the level of privacy that I want to
have (Expected: expectation; classification: preference)
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Figure 2: Heatmap displaying the NMF coefficient results showing the composition of each statement based on the meta-
constructs (left) and the percentages of high scores for each construct/statement pair (right) for statements under the “attitude”
meta-construct. The primary construct identified is highlighted by a dotted box.
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Figure 3: Heatmap displaying the NMF coefficient results showing the composition of each statement based on the meta-
constructs (left) and the percentages of high scores for each construct/statement pair (right) for statements under the “preference”
meta-construct. The primary construct identified is highlighted by a dotted box.
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Figure 4: Heatmap displaying the NMF coefficient results showing the composition of each statement based on the meta-
constructs (left) and the percentages of high scores for each construct/statement pair (right) for statements under the “concern”
meta-construct. The primary construct identified is highlighted by a dotted box.
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Figure 5: Heatmap displaying the NMF coefficient results showing the composition of each statement based on the meta-
constructs (left) and the percentages of high scores for each construct/statement pair (right) for statements under the “expectation”
meta-construct. The primary construct identified is highlighted by a dotted box.
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Figure 6: Heatmap displaying the NMF coefficient results showing the composition of each statement based on the meta-constructs
(left) and the percentages of high scores for each construct/statement pair (right) for statements under the “decision-behavior”
meta-construct. The primary construct identified is highlighted by a dotted box.

• My life is an open book (Expected: attitude; classifica-
tion: behavior and decision)

• Privacy has no place in the modern world (Expected:
attitude; classification: expectation)

This suggests that even when building statements with
specific constructs in mind, misalignment occurs between
researchers’ goals and survey participants’ interpretations. In
the next section we examine some of the linguistic patterns
used in these statements that tend to be problematic or that
tend to be associated with particular constructs. An awareness
of these patterns may help researchers write statements that
will be more likely to be interpreted as intended.

4.4 Corpus analyses on NMF groups
We conducted a corpus analysis to investigate whether lin-
guistic patterns could be found that might help minimize
problematic conceptual and lexical overlaps. The findings
presented in Section 4 showed that some statements may be
more strongly correlated with particular constructs; any reg-
ularities in the kinds of expression that occur in those cases
could potentially be exploited in scale construction to improve
researcher control over which constructs are being measured.

We constructed corpora (sets of statements) from the
groups derived from NMF analysis. These were then analysed
using Wmatrix [17]. WMatrix assigns broad semantic field
categories and calculates overuse and under use of semantic

field categories between corpora. The software compares rela-
tive frequencies within the data and calculates log-likelihood
and log ratio. We compared between construct corpora and
the AMe06 corpus of written, published, American usage [15].
We discuss selected results of log likelihood analysis.5 High
log likelihood (p < 0.001� p < 0.05) represents statistically
significant overuse of a semantic field in NMF corpus relative
to AME06.6 Table 5 in the Appendix displays the binary log
of the ratio of relative frequencies (log ratio) across statisti-
cally significant categories.

The following general patterns provide an instructive start.
The privacy attitude corpus significantly overrepresented a
range of semantic categories that unambiguously signal that
the speaker is expressing an attitude or making an evaluation.
Attitude verbs, nouns relating mental or conceptual objects,
such as thought; comparative judgements and judgments
of importance were prevalent in statements strongly corre-
lated with privacy attitude. As noted above, ‘concern’, and
‘preference’ are sometimes considered subcategories of ‘at-
titude’ and so overlaps in overrepresentation were to be an-
ticipated and were found; expressions signalling worry were
overrepresented in both the privacy attitude corpus, and the

5See Appendix for full table of log ratio analyses. Log ratio is a metric of
effect size, each point reflecting a doubling of the rate of occurrence in the
NMF corpora relative to the AME06

6Unsurprisingly, given the context, certain categories (e.g. Information
technology and computing; business: generally; business: selling) are over-
represented across the corpora. These categories are common thematic topics
across corpora.

340    Eighteenth Symposium on Usable Privacy and Security USENIX Association



privacy concern corpus, and value judgment categories oc-
curred in both privacy attitude and privacy preference. How-
ever, the privacy preference corpus distinguished itself by
overrepresentation of verbs signalling desire and modals sig-
nalling desired outcomes, including ‘want’ (under Wanted),
‘should’ (under Strong obligation or necessity) and ‘never’
(under Time). Privacy concern corpus distinguished itself with
over-representation of a range of expressions signalling nega-
tive attitudinal valence, including attitude verbs and deverbal
expressions, as seen under the categories Worry and Failure,
along with negative morphemes (e.g. ‘un’ in ‘unauthorized’).

The privacy expectation corpus over-represented future
auxiliaries, for example, ‘will’ under Time: future — a cate-
gory also overrepresented in privacy decision and behavior.
It was distinguished from the latter, however, by overrepre-
sentation of value judgments. The decision and behavior
corpus distinguished itself in over-representation of a range
of privacy-behaviour related verbs (in categories: Helping
(mainly populated by ‘protect’) and Investigate, examine, test,
search) and verbs with privacy-related direct objects.

Perhaps the primary lesson to be extracted from this analy-
sis is that statement interpretation is considerably more open-
ended than has been previously accounted for. This open-
endedness may be to some extent ineliminable due to close
relations between the constructs.

Statements that saw least convergence between participants
were long or syntactically complex — both factors increase
the potential for participants to draw on distinct information
sources leading to diverging interpretations. Shorter affec-
tively ambiguous declaratives (i.e. declaratives with no clear
indication of whether the content is intended to describe a
positive or negative state of affairs) also led to high variation
by participants, since lack of information leads to speakers
supplementing background beliefs to extract an interpretation.

Those statements that saw greatest convergence between
participants on a particular construct, suffered neither from
excess length or brevity and bore features that encouraged
participants to navigate the possibilities in similar ways. State-
ments aimed at measuring constructs signalling attitude types,
for example, can be improved by including attitude verbs that
clearly signal those types (for concern, ‘I worry/fear/am con-
cerned that’ for preference ‘I like/prefer that/am comfortable
with’). These provisional suggestions are not, however, pro-
grammatic, and should rather highlight work to be done in
isolating linguistic factors that could help constrain partici-
pant interpretation.

5 Limitations

Our results are limited by a number of factors.

Sample: While we attempted to produce results that could
be generalizable to the sample populations typically used in
privacy studies by leveraging Prolific’s representative sample,

our results may still not generalize beyond that sample.

Analysis approach: While NMF is, to the best of our
knowledge, the most well-suited method for the problem
at hand, the algorithm may yield slightly different results
in different executions. We minimized this by leveraging
best practices, such as performing multiple executions
and utilizing the consensus results. In our executions of
the algorithm, these variations did not impact the findings
presented here. Furthermore, our results are limited by the
threshold selected for our analyses. We minimized potential
issues with threshold selection by performing robustness
checks, finding no significant impact to the findings.

Definitions: The definitions we proposed are a best-effort
at an initial set to be used by the privacy community. How-
ever, they still need to be improved and more broadly vetted.
Furthermore, while we tried to reduce the variation in inter-
pretation of the constructs by providing participants with the
associated definitions, there are no guarantees that the defini-
tions were interpreted in the same manner by all participants.

6 Discussion

We presented the results from an investigation of constructs
captured in privacy scales. First, we refined a set of defini-
tions for commonly used privacy constructs with the aid of
privacy experts. Next, we used these definitions to collect par-
ticipants’ views on which constructs describe each of 69 state-
ments. Those statements represent a collection of both newly
generated statements and statements from privacy scales.

Our results suggest that statements from existing privacy
scales measure multiple constructs simultaneously, and of-
ten represent constructs other than concern, which appears to
be the intended construct. To a lesser degree, a similar phe-
nomenon happens with statements that were designed with the
constructs in mind. The observed lack of a one-to-one match
between statement and construct is, arguably, a result of two
separate factors: the inherent ambiguity of natural language
and the overlap between privacy constructs. The observed
mismatch between statements and constructs may be due in
part to a lack of agreed upon definitions for different privacy
constructs, and on the evolving understanding [1] and use of
these terms since the scales’ creation.

We show that is is possible to leverage aspects of semantics
and sentence structure to help participants identify a target
construct. In general, simpler sentences that provide sufficient
information to the reader, so that their range of interpretation
is reduced, seem to be more successful at reducing variation
in interpretation. Nevertheless, we must be mindful of how
this information is framed to avoid eliciting an exaggerated
emotional response [3, 10].

Nevertheless, it may be ultimately unlikely that we can cre-
ate statements that only measure a specific construct. In this
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paper, we show that the constructs considered in the privacy
community are not perceived as fully independent—attitude,
preference, concern, and expectation were frequently simulta-
neously selected, and behavior and decision were always si-
multaneously selected. This overlap between constructs likely
explains why we, and previous work [10], observed how val-
idated scales such as CFIP and IUIPC, which have shown
high internal validity, contain statements that were described
by multiple constructs: existing scales seem to be measuring
a higher level construct, such as privacy perspective. Given
that existing scales do not seem to uniquely measure the finer
grained constructs the community commonly uses, as they are
currently understood, moving forward we should acknowl-
edge this issue and consider its impact on results.

Narrow interpretations based on the outputs of such scales
and related statements have led to inconsistent findings such
as the privacy paradox [1, 2, 8]. In addition to the many ex-
planations already found for the paradox, fundamental issues
may exist with the construct validity of our measuring tools.

7 Future work

There are different approaches that the privacy commu-
nity can take in face of these results. Here we list a few
possibilities, but they are not meant to be prescriptive or
comprehensive.

Shared definitions: In this paper we present a set of
definitions constructed with the aid of a diverse sample of
privacy experts in the field. However, we acknowledge that
this set does not necessarily have to be the one we agree to
use as a community. Going forward we need to discuss what
these, and potentially other, constructs mean and develop a
shared and consistent vocabulary.

Scale development: The results presented under Section 4.4
could help in the creation of scale statements. Nevertheless,
future efforts in developing scales should take care in
acknowledging the inherent and possibly systemic limitations
of such tools within the privacy context. In particular, these
efforts should validate that the developed scale actually
measures the construct it claims to measure and that, in
all likelihood, the scale will measure a combination of
related constructs. Furthermore, we should conduct periodic
assessments to ensure that scales are still in alignment with
the contemporaneous understanding of these constructs.

Measuring granular constructs: Given the overlap between
more granular privacy-related constructs and the contextual
nature of privacy, it is worth considering alternate methods of
capturing these constructs beyond static, validated scales. If
a distinction between constructs is important to the research
question at hand, using methods that allow researchers to
follow up and tease apart the differences between constructs

might be necessary. For example, to distinguish preferences,
concerns, and expectations, participants might be be given
a description of a type of data collection and asked whether
they would prefer to allow or restrict it from happening with
their data (preference), whether they are worried about it hap-
pening (concern), and whether they believe it is happening
(expectation).

8 Conclusion

We presented research meant to investigate our ability to
uniquely and reliably capture people’s granular privacy per-
spectives. In particular, we focus on privacy attitude, prefer-
ence, concern, expectation, decision, and behavior.

We found that existing, and newly developed, statements
meant to capture specific privacy constructs frequently capture
multiple constructs at once. This enmeshed nature of the
explored privacy constructs could help explain why existing
scales, while thoroughly validated when proposed, do not
always succeed at providing predictive insights, for example,
as to people’s engagement with privacy behaviors based on
their privacy concerns. As an aid to future work developing
privacy scales, we present key linguistic characteristics that
could help in the creation of statements that more uniquely
discern between constructs.

We further propose that future work create a well-accepted
set of definitions for privacy constructs; take into account
the limitations of existing privacy scales when leveraging
them; periodically verify the alignment between scales and
the contemporaneous understanding of what they are meant
to capture; and, be mindful of the enmeshed nature of these
privacy constructs, using appropriate research methods to
tease them apart, when needed.
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Westin’s Privacy Segmentation Index
• Consumers have lost all control over how personal information is collected and used by companies.
• Most businesses handle the personal information they collect about   consumers in a proper and confidential way.
• Existing laws and organizational practices provide a reasonable level of protection for consumer privacy today

GIPC
• To me it is the most important thing to keep my privacy intact from online companies. 
• Compared with other subjects on my mind, personal privacy is very important
• Compared to others, I am more sensitive about the way online companies handle my personal information
• I believe other people are too much concerned with online privacy issues. 
• I am concerned about threats to my personal privacy today. 
• All things considered, the Internet would cause serious privacy problems

CFIP IUIPC

Errors
• All the personal information in computer databases 

should be double-checked for accuracy---no matter how 
much it costs.

• Companies should have better procedures to correct 
errors in personal information.

• Companies should devote more time and effort to 
verifying the accuracy of the personal information in 
their databases.

• Companies should take more steps to make sure that the 
personal information in their files is accurate.

Unauthorized use
• Companies should not use personal information for any 

purpose unless it has been authorized by the individuals 
who provided the information.

• When people give personal information to a company for 
some reason, the company should never use the 
information for any other reason.

• Companies should never share personal information with 
other companies unless it has been authorized by the 
individuals who provided the information.

• Consumer online privacy is really a matter of consumers' 
right to exercise control and autonomy over decisions 
about how their information is collected, used, and 
shared.

Awareness
• Companies seeking information online should disclose 

the way the data are collected, processed, and used.
• A good consumer online privacy policy should have a 

clear and conspicuous disclosure.
• Companies should never sell the personal information in 

their computer databases to other companies.
• It is very important to me that I am aware and 

knowledgeable about how my personal information will 
be used.

Control
• I believe that online privacy is invaded when control is 

lost or unwillingly reduced as a result of a marketing 
transaction.

• Consumer control of personal information lies at the 
heart of consumer privacy.

• Consumer online privacy is really a matter of consumers' 
right to exercise control and autonomy over decisions 
about how their information is collected, used, and 
shared. 

Improper access
• Companies should devote more time and effort to 

preventing unauthorized access to personal information. 
• Computer databases that contain personal information 

should be protected from unauthorized access---no matter 
how much it costs. 

• Companies should take more steps to make sure that 
unauthorized people cannot access personal information in 
their computers. 

Collection
(Used in both IUIPC and CFIP)

• It usually bothers me when (online) companies 
ask me for personal information.

• When (online) companies ask me for information, 
I sometimes think twice before providing it.

• It bothers me to give personal information to so 
many (online) companies.

• I'm concerned that (online) companies are 
collecting too much personal information about 
me.

Figure 7: Statements for each of the scales evaluated in this paper.
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# Statement

1 Companies create an advertisement profile for each of us that will be used to decide which ads to show us.
2 Companies that collect and sell data for ad profiles respect users’ privacy.
3 Companies will protect their consumers’ data
4 I already take steps to protect my privacy
5 I am concerned with how much companies are learning about me in order to show me online targeted

advertisements.
6 I am not satisfied with my current level of privacy
7 I am under surveillance every time I leave the house or go online.
8 I don’t care about privacy as long as I can use the service
9 I don’t do anything to protect my privacy.
10 I don’t mind that others know what I’m doing
11 I don’t think that privacy is important to me
12 I don’t think there’s anything to worry related to privacy.
13 I don’t want companies to collect information about me to show me targeted online advertisements.
14 I feel that society worries too much about privacy
15 I installed something on my browser to make it harder to track me online
16 I think that others worry too much about privacy
17 I think that privacy is important for society
18 I use private browsing for privacy reasons
19 I want to be able to control what others learn about me
20 I want to have a high level of privacy protection.
21 I will be able to achieve the level of privacy that I want to have.
22 I will be proactive about protecting my privacy.
23 I will install software to make it harder for my behavior to be tracked online.
24 I will take the privacy level that I am given.
25 I won’t change any aspect of my online life to protect my privacy.
26 I worry about not being able to have privacy anymore.
27 I worry that online targeted advertisements will disclose details about my preferences and behaviors to others

using my computer.
28 I would change how I use the internet to protect my privacy.
29 I’m concerned that we, as a society, will lose our privacy.
30 I’m uneasy about the current amount of privacy I have.
31 I’ve opted-out of online targeted advertisement through the NAI (Network Advertising Initiative) website.
32 If I have to see online advertisements, I rather they are targeted to my taste.
33 My life is an open book.
34 Online companies will collect my data and sell it to advertising companies.
35 Online targeted advertisements should not be allowed.
36 Only people who have something to hide need privacy.
37 Privacy has no place in the modern world.
38 Privacy is a fundamental human right.
39 Privacy is not enough of a reason for me to change how I use the Internet.

Table 4: List of candidate statements created for the purpose of this study.
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Att Pref Conc Exp Beh+Dec Category

� 2.81 � � � Able/intelligent
� � � � 3.53 Alive

3.38 3.42 � � � Allowed
3.23 4.03 4.18 4.54 3.01 Business: generally
3.73 3.35 3.00 4.55 � Business: selling
4.97 3.46 4.27 3.60 5.02 Closed; hiding/hidden
1.85 � � � � Comparing: different
4.62 � � � 4.81 Comparing: similar
� 10.21 � � � Double-check

4.43 � � � � Exceed; waste
3.78 � 4.32 � � Failure
� � � 1.49 � General actions / making

2.08 1.51 � 2.59 � Getting and possession
� � � � 3.01 Helping

2.75 � � � � Important
4.10 4.46 4.05 4.02 5.03 Information technology and computing
� � � � 2.92 Investigate, examine, test, search
� 5.06 � 6.35 � Knowledge

2.45 3.56 2.89 2.22 � Knowledgeable
� 3.72 � � � Learning
� � 4.87 � � Like

2.26 � � � � Mental object: conceptual object
� 2.77 � � � Money: cost and price
� � 5.33 � � Not allowed

4.60 5.04 5.56 4.11 4.38 Not part of a group
� � � � 1.08 Pronouns
� 3.32 � � � Reciprocal
� � � 5.17 � Sensible
� 3.00 � � � Strong obligation or necessity
� � � � 4.06 Texture
� 2.64 � � � Time
� � � 2.49 2.59 Time:future
� � 2.15 � � Time: present; simultaneous

2.11 � � � � Thought, belief
� � 2.68 � � Trying hard

2.99 3.03 � 2.91 3.60 Using
� 2.87 � � � Wanted

4.36 � 5.16 � � Worry

Table 5: Log ratio results across all statistically significant
categories.
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Abstract
Many recent studies have turned to longitudinal measurement

panels to characterize how people use their computing de-

vices under realistic conditions. In these studies, participants’

devices are instrumented, and their behavior is closely moni-

tored over long time intervals. Because such monitoring can

be highly intrusive, researchers face substantial challenges

recruiting and retaining participants.

We present three case studies using medium- to large-scale

longitudinal panels, which all collect privacy- and security-

sensitive data. In evaluating factors related to recruitment,

retention, and data collection, we provide a foundation to

inform the design of future long-term panel studies.

Through these studies, we observe that monetary and non-

monetary incentives can be effective in recruiting panel partic-

ipants, although each presents trade-offs and potential biases.

Contrary to our initial expectations, we find that users do not

behave any differently in their first few weeks of participation

than in the remainder of their time in the study. In terms of

retention, we note that personalized enrollment follow-ups

can lower initial dropout rates, but they are challenging and

costly to scale. Communication, including following up with

inactive users, is vital to retention. However, finding the right

balance of communication is equally important. Interfering

with a participant’s everyday device use is a sure way to lose

users. Finally, we present several findings, based on practical

experience, to help inform the design of the data collection

process in observational panels.

1 Introduction

Many recent studies have attempted to characterize how peo-

ple use their computing devices under realistic conditions.

*Both authors contributed equally.

Copyright is held by the author/owner. Permission to make digital or hard

copies of all or part of this work for personal or classroom use is granted
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August 7–9, 2022, Boston, MA, United States.

Because of the limitations of user surveys and lab experi-

ments, researchers have increasingly turned to longitudinal

measurement panels, in which participant devices are instru-

mented, and their behavior extensively monitored over long

time intervals [7, 14, 15, 20, 26, 29, 31, 33, 49, 57]. While these

panels provide rich insights into real-world user behavior,

they are difficult to conduct due to technical complexity, cost,

and logistical challenges. As such, longitudinal panels remain

relatively rare in the field despite the advantages they afford.

Central to the problem researchers face is the highly

intrusive nature of longitudinal measurement studies. As

users increasingly rely on computing devices—in particu-

lar smartphones—for all aspects of their life, measurements

of device use become more and more privacy-invasive. This

requires special attention be paid to data collection and stor-

age security, further complicating cost and logistics. Equally

important is that the privacy and security risks be properly

communicated to potential participants. However, in present-

ing this information users may understandably be reluctant

to participate. This leads to the fundamental challenge for

researchers in conducting security-sensitive longitudinal mea-

surement panels: recruitment and retention.

To better understand these challenges we present three case

studies of recent large-scale longitudinal panels, featuring ap-

proximately 2 million, 2,000, and 600 users, respectively, and

running for periods ranging from two to over four years. These

studies were conducted in diverse geographical (Japan and the

United States) and computing (personal computers and mobile

devices) environments, using very different recruitment and

retention techniques. For instance, one study used monetary

incentives to recruit users, while another adopted a popular

animation character; and the third study provided additional

security functionality—in the form of an anti-phishing tool-

bar. Likewise, one of the studies features frequent interactions

between the research team and the participants, while others

only rely on minimal communication.

We aim to synthesize recommendations for recruiting and

retaining participants in future privacy-intrusive panel studies.

We selected these three studies because we were collectively

USENIX Association Eighteenth Symposium on Usable Privacy and Security    347



involved in various aspects of the design, conduct, and anal-

ysis of the research. Thus, we had direct access to the data,

participants, and other researchers involved in each project.

Our goal is not to provide a meta-analysis, but to assess re-

cruitment and retention issues, based on (usually publicly

unavailable) retention data and first-hand accounts. While

our findings can apply to a broader set of studies relying on

longitudinal panels, such as clinical health studies, we focus

on security-sensitive panels where data collected are privacy-

invasive and used to study security and privacy behavior.

We acknowledge that the differences between studies make

direct, quantitative comparisons difficult, as does the relatively

limited number of the panels considered. However, given the

rarity of large-scale longitudinal measurement panels, we be-

lieve that there is great value in drawing what lessons can be

learned from the few studies available. Acknowledging the

aforementioned limitations, we employ a case study approach

to qualitatively assess the three panel studies, supporting ob-

servations and findings with an appropriate level of quan-

titative evidence. We use a combination of measurements,

research logs, surveys, and practical experience to compile

a set of lessons learned regarding recruitment, retention, and

data collection in long-term observational panels.

Overall, we find that both monetary and non-monetary in-

centives are effective in recruiting participants, although each

may introduce its own potential bias. Contrary to our expec-

tations, newly recruited users do not behave differently in

their first few weeks than they do later on. As for participant

retention, personalized enrollment and follow-ups can lower

initial dropout rates, but are challenging and costly to scale.

Communication, including following up with inactive users,

is vital to retention, but finding the right balance of commu-

nication is equally important. Interfering with a participant’s

everyday device use is a sure way to lose users. Finally, we

highlight the importance of monitoring for sensor outages

and user dropouts, maintaining the order of observed events,

establishing good measures for active user engagement, and

handling multi-user devices and multi-device users.

2 Related work

We next discuss related studies by grouping them into three

sets: recent user behavior measurement panels, work on par-

ticipant retention in longitudinal studies, and inquiries in re-

cruitment, motivation, and bias.

2.1 Measurement panels

Panels of personal computer users have been recruited to

study a variety of behaviors related to human-computer in-

teraction. These studies, which instrument the participant’s

computer with sensors, enable researchers to observe detailed

information about the user’s behavior over long periods of

time. One major area of research using these panels has been

to study how users browse the internet and how that behavior

changes over time [7, 29, 33, 49, 57].

In addition, numerous studies have used longitudinal panels

to examine certain user security and privacy behaviors (e.g.,

password creation [35] or private browsing use [17]). Other

work has examined behavior leading up, and in response,

to encountering security threats such as cross-site scripting

attacks and related scams [34] or drive-by-downloads [27,28].

Some research has leveraged user behavior gleaned from these

panels to predict exposure risk to malicious content [6, 25,

26,42]. Besides characterizing user responses, several studies

have used longitudinal panels to examine how users maintain

their machines [38] and how accurately users perceive their

own maintenance and security behavior [15, 51].

With users spending an increasing amount of time on their

smartphones and tablets, researchers have recently taken to

collecting data on mobile device use. Several early smart-

phone panels were created to enable researchers to deploy

experiments related to smartphone use [20, 31]. These panels

were used to compare a user’s security intention to their actual

behavior [8] and to develop a measure of users’ information

security awareness [4]. Other recent smartphone panels in-

clude investigations of smartphone lock use [50], and of how

users evaluate requested permissions [53].

2.2 Recruitment motivations and bias

Previous work on recruitment incentives—predominantly

focused on survey studies—has demonstrated that offer-

ing monetary incentives to participants improves recruit-

ment rates and decreases non-response rates [23, 44, 46, 58].

Specific reward methods, such as lotteries, attract partici-

pants with psychologically-biased personalities and are highly

effective in certain tasks [18]. Prior research on the use

of non-monetary rewards suggests a similar, yet possibly

weaker, effect [3, 58]. Alternatively, in volunteer-based plat-

forms [1,2,37], the participants’ motivation types highly affect

attentions and dropouts [21]. However, relatively few studies

have compared the effects of various recruitment incentives on

sample composition or the quality of data collected [46]. What

evidence exists suggests that monetary and non-monetary re-

wards do not equally appeal to all participants [58]. As a

result, the use of different incentives can result in under- or

over-representation of various demographic groups, especially

related to education and income level [36, 40, 45]. Yet, previ-

ous studies have shown that incentives generally have no sta-

tistically significant effect on question non-response [43, 55].

2.3 Retention in longitudinal studies

Researchers conducting a measurement panel study must also

retain user participation throughout a (often long) study. Main-

taining contact with participants, recontacting participants

who do not respond or show up, and using incentives have
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been found to be key factors in user retention [52]. In their

systematic review of 88 clinical studies, Robinson et al. iden-

tified 985 retention strategies and found a positive correlation

between the number employed and retention rate. However,

most clinical studies examined were descriptive, with only six

of them designed to directly compare between strategies [39].

Of these studies, three found that cash payments and higher

compensation led to higher retention [11,12,54], two reported

higher retention rates for participants who received more con-

tact and reminders from the research team [10, 13], and one

found that small non-monetary rewards had no effect [5].

3 Methods

We next give an overview of the three measurement panel

studies used in our analysis: the Security Behavior Observa-

tory (SBO, [14, 15, 17, 35]), a Security Toolbar’s trace data,

and a Mobile Security Behavior Observatory (mSBO, [56]).

We close with a discussion of the ethical review process and

copyright licensing.

3.1 Security Behavior Observatory

The SBO was a longitudinal study of home computer use

conducted between May 2015 and July 2019. As a part of

the study, participants consented to have their home comput-

ers instrumented with a variety of sensors that collected, en-

crypted, and then transmitted data back to a central repository,

in exchange for monthly payments. The study was limited to

Windows desktop and laptop computers that were primarily

used at home. The study received Institutional Review Board

approval from Carnegie Mellon University.

Recruitment Over four years, the SBO project recruited a

total of 623 participants who on average stayed in the study

for just under two years (µ = 1.76,σ = 1.05). Participants

were predominantly recruited from one major U.S. metropoli-

tan area, using a university research recruitment service as

the primary recruitment source along with several secondary

sources. Participants completed a pre-enrollment survey to

confirm eligibility and provide consent, after which they re-

ceived a phone call from a research team member to step them

through the enrollment process in which consent was recon-

firmed audibly. Individuals received $30 upon enrollment and

$10 for each month they stayed in the study. If a participant

encountered technical issues or data stopped being sent for

an extended period of time, a member of the SBO research

team would directly contact the participant via phone or email.

Participants could discontinue their participation at any time.

Data collection The SBO was designed using a client-

server architecture with several client-side sensors to collect

different data types from participants’ machines. Information

including the state of the user’s machine, installed software,

current processes, user interactions, and web browsing were

sent whenever the participant’s computer was powered on.

We refer to Forget et al. [14] for a thorough discussion of the

SBO architecture. Participants who reported issues with the

sensors interfering with their daily use received a lightweight

version of the sensor that only collected browsing data.

Upon completion of the study, participants were asked to

complete an exit survey, described in Appendix B. The survey

was distributed to the SBO email list to participants who had

been in the study at any point. The survey was run on the

Qualtrics online survey platform, where 203 responses were

recorded. Those who completed the survey received a $15

Amazon gift card as additional compensation.

3.2 Security Toolbar trace data

The second panel we look at is derived from data provided by

a Japanese security company. This company offers a security

tool to its customers which, as a part of its service, and with

explicit customer agreement, collects web browsing informa-

tion from the customer device.1 This dataset contains more

than four years of browsing data, ranging from December

2016 to February 2021. The data is limited to Microsoft Win-

dows Internet Explorer (IE) users. However, this is less of a

limitation than it may seem, as many Japanese administrations

and businesses required IE until recently [30].

Recruitment The Security Toolbar is used as part of a spe-

cific type of web service used primarily in Japan. The web

service partners distribute the toolbar on behalf of the secu-

rity company as part of their services’ security enhancement.

Users can use the toolbar as long as they continue to subscribe

to the web service and have the toolbar installed on their de-

vice. The data we have access to features over 2 million partic-

ipants, with between 50,000–300,000 daily active users. Since

Microsoft stopped IE support, the number of installations has

declined over time. Prior to downloading the software, users

are provided information about the data collected through the

security tool, and are prompted to provide consent to continue.

We obtained this data under a research agreement with the

security company and the sharing of the data was approved by

the Institutional Review Board at Carnegie Mellon University.

Data collection Data collection has been ongoing since De-

cember 2016. The collection software is installed as an add-on

to the IE browser and sends encrypted data back to the com-

pany’s servers. The data provided to us has been anonymized

and does not include any demographic information. As such,

we are unable to compare the sample composition with that

of the other panel studies.

1Due to a non-disclosure agreement with the company providing the tool

and data, we cannot refer to the tool by name.
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3.3 Mobile Security Behavior Observatory

The mSBO is an ongoing research project inspired by the

SBO to observe user security behavior on mobile devices, and

compare it to that of personal computer users. The applica-

tion, which is free to download from the Google Play Store,

collects data on how users interact with their mobile devices

and periodically transmits the data to a central server when

an Internet connection is available. Through a chat interface

built in the app, users can report spam, phishing schemes, and

malicious websites they encounter. Included in the application

is a gamified animation character that appears on the user’s

home screen. Using “experience points” accumulated from

interacting with the app and filling out periodic questionnaires

(also provided in the app), users can customize the charac-

ter’s color, emotes, and vocabulary. Further details about the

mSBO application, the system architecture, and the animation

character can be found in Appendix C.

Recruitment The mSBO application was first distributed

via the Google Play Store (Japan only) on March 16, 2020.

The IARC generic rating was set to 18+ to prevent partic-

ipants under the age of 18 from participating in the exper-

iment. Upon downloading the app, users are asked to read

and understand the terms and conditions to install. During

installation, users are informed of the research project and are

presented with information about the data collected through

the app. Participants must separately consent to each type

of data collected before they can start using the application.

Participation can be discontinued at any time by uninstalling

the application. In addition, users can withdraw consent at

any time using a one-click option that leads to the deletion of

all data collected from their device.

Coinciding with the launch of the app, recruitment was ad-

vertised on seven of our organization’s websites and through

our organization’s Twitter accounts. An additional two-week

Twitter recruitment campaign was run in June 2020. As of

May 2021, 2,031 participants had installed the app, with ap-

proximately 400 daily active users.

Data collection Similar to the SBO, the mSBO relies on a

client-server architecture. The mSBO application monitors

the use of all other applications on the smartphone device as

a background app. The sensor collects data on other installed

applications, the use of those applications, web browsing,

and network information. Within the app, a local heuristic

filter purges email addresses, phone numbers, credit cards,

SNS account names, and passwords from the collected data.

In addition, the mSBO captures fuzzy hashes [24] of SMS

messages that contain URLs, along with the plain text URL,

to check for spam and malicious content. The data is then

encrypted and sent back to a central server when the user’s

device has access to the Internet. Further details about the

application architecture can be found in Appendix C.

Through the app, users can report security incidents and

potential threats through a chat-based interface. In addition,

short questionnaires are distributed twice a week which users

can complete in exchange for experience points. The contents

of the questionnaires vary widely and include topics such as

security, information technology, and artificial intelligence.

Lastly, we distributed a 36-question survey through the

mSBO application starting in December 2020. The survey

asked users about their experience with prior research studies,

their security behavior, and general demographic information.

Included in the survey is a modified version of the 16-question

Security Behavior Intentions Scale (SeBIS) developed by

Egelman and Peer [9]. Since the survey was distributed to

Japanese-speaking users, we utilized the revised RSeBIS scale

which is more robust to language translation [41]. Because

the SeBIS scale is geared toward personal computer users,

we made slight modifications to several questions as follows.

First, we replaced the phrase “computer screen” with “smart-

phone screen.” Second, we combined two questions about de-

vice locking (F3 and F4) as they became essentially identical

on smartphones. Third, we added a question about biometric

authentication to better capture locking and unlocking behav-

ior. Fourth, we removed a question regarding “mouse-over”

use prior to clicking a link (F10) as that functionality does

not exist on a mobile device. The full list of survey ques-

tions, including the modified SeBIS scale can be found in

Appendix A. We will refer to this mobile-friendly version

of the SeBIS instrument as the mRSeBIS scale. In total, we

received 318 valid responses to the survey.

3.4 Ethics and copyright

Ethical review Data from the mSBO study and the Security

Toolbar was collected in Japan by Japanese companies. In lieu

of an academic Institutional Review Board (IRB), these stud-

ies were approved by an external ethics board which included

privacy, legal, and ethics experts. All of the data collected as

a part of these two studies was used for academic research

purposes only and was not monetized in any way. U.S. re-

searchers on the team did not collect any data related to these

two studies, but received IRB approval from Carnegie Mellon

University to receive and analyze it. The SBO study, which

was conducted in the United States, received IRB approval

from Carnegie Mellon University.

Copyright licensing To implement the mSBO mobile ap-

plication, we adopted characters from a famous science fic-

tion animated series. We obtained an official educational li-

cense from the copyright owner. The Android application

is available on Google Play.We submitted additional license

documents to Google for limited use of the characters when

registering the app on Google Play. Users residing in Japan

can download and install this smartphone application during

the license period (currently ending in 2025).
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4 Demographics

The key demographics from both SBO and mSBO studies

are summarized in Table 1. Demographic information was

not collected as a part of the Security Toolbar dataset. While

the demographics in both samples are skewed in comparison

to the general population, we find that the SBO sample is

less representative. Most notably, participants in the SBO

study had generally disproportionately lower incomes than

the overall U.S. population. In the United States, 17.1% of the

population have an income lower than $24,000 [48], while

as many as 32.1% of SBO participants reported an annual

income lower than $24,000. On the other hand, we do not

observe significant income bias in the mSBO sample, which

roughly aligns with the income distribution in Japan [47].

In addition, we observe a bi-modal age distribution in the

SBO sample, skewed towards participants under 30 and over

60. This may be related to the income skew as the two largest

subgroups in the SBO sample consist of university students

and retirees, both which tend to have lower levels of income.

Again, the mSBO sample does not present the same bias.

However, the mSBO sample is strongly skewed toward men.

We hypothesize this is because the sci-fi animation charac-

ter in the mSBO app is based on Seinen manga, Japanese

animation targeted toward younger adult men.

We do not observe substantial bias in the sample’s ed-

ucation levels. The mSBO sample slightly over-represents

those with a high school degree or less, however this can

plausibly relate to the animation character attracting younger

male participants. On the other hand, the SBO sample is over-

representative of participants with higher education.

5 Findings

We next present our findings and observations from the three

panel studies. First, we examine various aspects of partici-

pant recruitment across the three studies. Second, we assess

participant retention to identify factors that had positive and

negative effects. Third, we draw upon these experiences to

identify important practices for data collection and analysis.

5.1 Participant recruitment

Across the three panels we observe a range of different re-

cruitment strategies, particularly in regards to the incentives

offered to participants. We find that both monetary and non-

monetary incentives are effective at recruiting panel partic-

ipants. While we cannot draw causal conclusions about the

effect of the incentives, based on survey responses from two

of the panels we do observe key descriptive differences in

participants’ motivation to join the study, privacy concerns,

and security behavior. Despite these differences, and contrary

to our own hypothesis, we do not find evidence to support the

Table 1: Demographics from SBO and mSBO studies

Demographic mSBO SBO

Gender

Male 69.5% 40.2%

Female 26.7% 59.3%

Other/No response 3.5% 0.5%

Age

18-21 2.2% 5.3%

22–30 10.4% 43.9%

31–40 23.6% 16.0%

40–50 36.8% 9.4%

50–60 22.0% 8.9%

Over 61 2.5% 16.0%

No response 2.5% 0.5%

Education

No High School GED 3.8% 0.3%

High School GED 28.0% 9.2%

Some College 4.1% 24.4%

Trade School Degree 18.9% 1.9%

Bachelor’s Degree 29.9% 39.9%

Master’s Degree 8.5% 20.1%

Doctoral Degree 2.2% 4.2%

Other/No response 4.7% 0.0%

Income

<2.5M JPY / <25K USD 21.1% 32.1%

2.5–5M JPY / 25–50K USD 32.1% 22.0%

5–7.5M JPY / 50–75K USD 19.8% 13.6%

7.5–10M JPY / 75–100K

USD

9.4% 8.2%

10–15M JPY/100–200K

USD

2.2% 8.7%

>15M JPY / >200K USD 0.3% 2.1%

No response 15.1% 13.2%

Occupation

Student 2.2% 35.9%

Company employee 64.2% 40.2%

Self-employed 5.3% 0.3%

Public servant 8.2% –

Part-time job 6.3% –

Unemployed/Retired – 22.0%

Housewives and husbands 5.3% 0.5%

Other/No response 8.5% 1.1%

theory of a more acute Hawthorne effect for users immedi-

ately after they are recruited into either study. Participants’

behavior and device use did not change between the period

immediately following recruitment and the remainder of their

time in the study.

5.1.1 Monetary and non-monetary incentives

Despite the use of a variety of incentives across the three

studies, we observe that all of the incentives offered, both

monetary and non-monetary, were effective at recruiting par-

ticipants. Monetary incentives, like those offered in the SBO

study, are a well-established form of compensation in research

studies. In contrast, non-monetary incentives are infrequently

used by the research community. However, longitudinal pan-

els require incentives that can retain user participation over an

often long period of time. This can be an expensive undertak-

ing using monetary incentives. Looking towards alternative

methods, the mSBO and Security Toolbar studies offered par-
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ticipants a non-monetary incentive. The Security Toolbar,

appropriately named, incentivized users by providing a se-

curity service as they browsed the web. In the mSBO study,

users were offered a gamified, customizable in-app character

from a popular sci-fi animation series.

The Security Toolbar, whose recruitment and distribution

was done through a software company, was able to recruit

and maintain several hundred thousand participants. The SBO

and mSBO studies, whose recruitment channels were similar

to that of a typical research study, both were able to recruit

hundreds of participants and maintain over 300 daily active

users despite very different incentives being offered. In fact,

recruitment for the SBO study using monetary incentives

was arguably more difficult, required advertisement through

multiple channels, and took a longer period of time to ramp

up to the same number of users as the mSBO study.

Although we find monetary and non-monetary incentives

to work effectively, there are several tradeoffs for researchers

to consider and potential bias, discussed in the following sec-

tions, to be aware of. First, experimental design can be simpler

when using financial rewards as there are fewer variables and

design decisions involved compared to using non-monetary

incentives. In the case of monetary rewards, only the amount

of time the user has to spend and the amount of the reward

are considered. On the other hand, the types of non-monetary

motivations are “boredom,” “comparison,” “fun,” “science,”

and “self-learning,” which affect the attributes and behaviors

of the participants [21]. Second, while non-monetary incen-

tives can lower the direct costs of recruitment, the indirect

costs stemming from the design and maintenance of the non-

monetary reward should be considered. Third, while both sets

of studies compete with other platforms for a limited pool

of participants, the incentive design can affect the type of

competing platform. With monetary incentives, we find that

participants have often used a variety of crowd-sourcing plat-

forms that compete for their time and attention. Although

research projects must compete with these other platforms,

simply offering higher monetary rewards is generally enough.

On the other hand, with non-monetary incentives, researchers

cannot easily control the many intangible factors that lead to

the widespread adoption of some free apps but not others.

5.1.2 Research participation and motivation

From the surveys in Appendix A and B, we found that SBO

participants had more prior experience with research and sur-

vey platforms, signed up for research studies more frequently,

and were more financially motivated to participate in research

than their mSBO counterparts. Two-thirds of SBO partici-

pants reported having used at least one crowd-working or

survey platform outside of the university recruitment service

the SBO study used. In fact, 23% of SBO participants had

signed up for research studies at least once a month over the

previous year. Conversely, less than 10% of mSBO partici-

pants had used a crowd-working service, and less than 30%

had used a survey platform service. Fewer than 5% of partici-

pants had signed up for research studies at least once a month

over the previous year.

Furthermore, when asked to select among eight factors that

were important when deciding to participate in a study, SBO

participants reported they would prioritize how much they

will be paid (76%) and the amount of work required (67%). In

contrast, mSBO participants reported that the study purpose

(77%) and the security and privacy of the data collected (65%)

were most important. Payment amount (16%) and the amount

of work required (48%) ranked among the least important

factors for mSBO participants. The full prioritized lists of

user motivations are shown in Appendix D.

5.1.3 Privacy concerns

mSBO participants were more concerned about how their

data was being collected and by whom than SBO partici-

pants. mSBO participants rated the “security or privacy of

data collected in the study” (65%) as the second most impor-

tant motivating factor for participation out of a total of eight.

“Who is conducting the study” (57%), an indicator of trust

and reputation, was the third highest-rated. However, in the

SBO study, security and privacy (37%) rated fifth, and who

is running the study (26%) rated sixth. While not definitive,

these differences could also be related to the incentive being

offered, as previous work has shown that people are willing

to sell their privacy for minimal amounts of money [16].

5.1.4 Security behavior

Similar to the self-reported privacy concerns, mSBO partici-

pants also reported having greater security concerns than their

SBO counterparts. The participants’ security concerns were

measured using the SeBIS, RSeBIS, and mobile RSeBIS (de-

scribed in Section 3.3) scales in the SBO and mSBO studies.

In addition, because we cannot survey users of the Security

Toolbar, we instead compare mSBO and SBO results to those

obtained in the original RSeBIS work, that targeted Japanese

PC users [41], which is the closest proxy for our Security Tool-

bar users we could find in the literature. The distribution of the

SeBIS scores of participants in these three studies is reported

in Table 2. Participants in the mSBO reported the highest

level of security concerns, followed by SBO participants and

then Security Toolbar participants. The difference in the dis-

tribution of scores between all three studies was statistically

significant at the 95% confidence interval (p < 0.001).

To validate our comparison among different versions of the

SeBIS scale, we evaluated the mobile-friendly version of Se-

BIS (mRSeBIS) using the same methodology in the original

SeBIS [9] and the revised RSeBIS [41] papers. This method

relies on confirmatory factor analysis (CFA) and Cronbach’s

α to evaluate the validity and reliability of the proposed instru-
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Table 2: Distribution of SeBIS scores across PC users [41],

mSBO, and SBO studies. Scores are normalized by the num-

ber of questions (RSeBIS: 16, mRSeBIS: 15, SeBIS: 16)

PC users [41] mSBO SBO

Scale RSeBIS mRSeBIS SeBIS

Responses 500 318 399

Mean 2.572 3.739 3.406

Standard Deviation 0.931 0.763 0.523

Minimum 1.067 1.667 2.250

Maximum 5.000 5.000 5.000

ment. Confirmatory factor analysis measures the alignment

between the scales’ items and a set of hypothesized latent

factors, which, in this case, include proactive awareness, pass-

word selection, device locking, and software updating. A high

level of alignment indicates that the scale measures the factors

we expect them to measure, i.e., the scale is valid. Cronbach’s

α measures the scale’s reliability; in other words, the items

are measuring the same construct. This is important, as an

unreliable scale cannot be valid. Our results in Table 3 show

that the mRSeBIS scale has high reliability and a good fit,

roughly equivalent to that of the original SeBIS scale.

5.1.5 Influence of monitoring on initial behavior

In analyzing usage data from the SBO and mSBO studies,

we did not find any differences in behavior during the period

immediately following user recruitment and their long-term

behavior. This ran contrary to our hypothesis that users would

change their behavior during their first few weeks in the study

in response to being more aware that their device was be-

ing monitored. In other words, we expected the Hawthorne

effect to be more acute during this initial period since partici-

pants were repeatedly made aware of the data collection and

monitoring procedures during on-boarding. In particular, we

expected that participants might use their devices less initially

Table 3: mRSeBIS scale validation.

Scale mRSeBIS (JP) Recommended

N 318

Cronbach’s α 0.818 >0.60 [9]

RMSEA 0.055 <0.06 [19]

SRMR 0.058 <0.08 [19]

CFI 0.954 >0.90 [32]

TLI 0.942 >0.90 [32]
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Figure 1: Activity over time. From top to bottom, average

(1) foreground application records(mSBO), (2) user-initiated

web requests(SBO), (3) visits to adult websites(SBO), and (4)

visits to streaming websites(SBO), per user by the number of

days elapsed since they joined the study.

and would refrain from engaging in privacy-sensitive activ-

ities like viewing pornography or visiting video streaming

sites that frequently contain pirated content.

Figure 1 shows, relative to the number of days participants

were in the study, the average application use for the mSBO;

and user-initiated web requests, visits to adult websites, and

visits to streaming sites for the SBO. As the figure shows, de-

vice use remained relatively constant regardless of the length

of time a participant was in the study. We also observe SBO

users visit adult and streaming websites from day zero on-

ward. Thus, participants do not behave differently in an initial

ramp-up period before reverting to usual device and brows-

ing patterns. In other words, observed behavior in the period

immediately following recruitment appears representative of

true behavior. This is particularly important for short-term

observational studies, which are much more common than

longitudinal research panels.

5.1.6 Lessons learned on participant recruitment

• Both monetary and non-monetary incentives work effec-

tively for recruiting panel participants.

• Indirect costs stemming from the design and mainte-

nance of the non-monetary reward should be considered.

• Researchers compete for a limited pool of participants;

incentives affect which platforms one is competing with.
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Figure 2: Kaplan-Meier survival curves for all user panels.

Each point is the probability that a user participating at a

time t = 0 will still participate at time t = x. The shaded area

denotes the 95% confidence interval.

• Potential bias related to incentives should be considered,

particularly related to privacy and security concerns.

• Newly recruited participants do not behavior differently

in their first few days or weeks, than they do throughout

the remainder of their time in the study.

5.2 Participant retention

Between the three studies, we observe markedly different

retention rates among participants. Figure 2 shows the results

of a Kaplan-Meier survival analysis [22] which illustrates

the probability of a participant remaining in the study after a

certain number of days. As shown, the survival curve for the

SBO is relatively linear, with half of the participants dropping

out after about 700 days in the study. In contrast, the Security

Toolbar and mSBO study have high initial dropout rates, with

participation stabilizing for users who stay in the study for at

least a month. In fact, after a month, Security Toolbar users

are more likely to maintain their participation compared to the

SBO and mSBO, as indicated by the flatter downslope of the

curve. The mSBO study suffers the highest initial dropout rate,

losing about 60% of participants over the first month. After

stabilizing, participants drop out at a rate similar (slightly

steeper) as in the SBO study. We next identify four factors that

help to explain the differences we observe between studies.

5.2.1 Minimizing interference

The first factor influencing retention is the stability of the

sensor software and its interference with the participant’s use

of the device. The mSBO application was tested prior to the

initial roll out, however we could not cover the entire spec-

trum of possible Android devices and versions of the Android

operating system that could run the mSBO. Our testing fo-

cused on the functionality and usability of the app, such as

not interfering with the participant’s normal use of their de-

vice. Unfortunately, unanticipated compatibility issues and

software bugs led to application instability and unexpected

crashes during the first four months of the app’s release.

The initial version of the app also continuously displayed

the character icon on the home screen and when using other

0

250

500

750

1000

2020−07 2021−01 2021−07 2022−01

m
S

B
O

 a
c
ti
ve

 u
s
e
rs

0

100

200

300

2020−07 2021−01 2021−07 2022−01m
S

B
O

 n
e
w

 e
n
ro

llm
e
n
ts

0

5

10

2020−07 2021−01 2021−07 2022−01m
S

B
O

 c
ra

s
h
 r

a
te

 (
%

)

0

25

50

75

100

2020−07 2021−01 2021−07 2022−01

m
S

B
O

 v
e
rs

io
n
 (

%
)

Version

1.0.0

1.0.1

1.0.3

1.0.5

1.0.6

1.0.8

1.0.9

1.1.0

1.1.1

1.1.2

Figure 3: mSBO panel evolution over time. Each point is a

computed over a one-day window.

applications. This was designed to remind participants of the

app’s monitoring. However, we received feedback that this

display feature severely interfered with user activities. The top

panel of Figure 3, which shows the number of new and active

mSBO users, demonstrates that during the period from March

2020 to July 2020, users left the study at a high rate. The

second graph represents new installation, and the spike in late

June 2020 reflects an additional Twitter recruitment campaign.

The third graph illustrates crash encountering users per active

users. After several bug fixes, a stable version of the app that

disabled the constant character visibility was released on July

9, 2020. The fourth graph shows application version history.

We released bug fixes and new features ten times during the

first year. After the bug fixes released with version 1.0.5, the

number of daily active users stabilized.

Similarly, one of the main complaints from participants

in the early part of the SBO study was that the sensor soft-

ware noticeably slowed down their device. The bottom plot

in Figure 4 shows that opt-outs early in the study were pri-

marily due to performance issues. This feedback led to the

development of a lightweight version of the sensors. This

was initially deployed only for impacted users before being

rolled out to a broader set of users in December 2017. As the

study continued, performance-related dropouts subsided, and

a distinct decline in all dropouts occurred after the December

2017 deployment.
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5.2.2 Communication balance

The second important retention factor is striking the right bal-

ance of communication with participants. In the mSBO study,

we hypothesized that regular notifications would increase

users’ engagement with the app. Initially, users received three

notifications per week with messages or questions for them to

answer. However, it became clear that users found this level

of communication too high, and many uninstalled the app. In

the stable version of the app released in July 2020, we turned

off the notifications and made them optional. Combined with

fixing the bugs mentioned in Section 5.2.1, stopping the noti-

fications helped to stabilize the number of active daily users.

Neither the SBO nor the Security Toolbar studies employed

notifications.

5.2.3 Following up with participants

As a corollary to communication, the third retention factor is

the level of follow ups with participants. In the SBO study,

new participants received an initial enrollment call from a

member of the research team when they signed up. A member

of the research team would also call participants to follow

up whenever the participant had stopped sending data for

an extended period of time. Figure 4 shows the number of

active SBO users, new enrollments and calls, inactive users

and follow-up calls, and opt-outs over the course of the study.

Unlike the other panels, the SBO study maintained a posi-

tive increase in active daily users during the early phase of

the study and relatively linear survival curve throughout. For

comparison, of the 1,502 users who installed the mSBO app,

during the first week, 25% effectively dropped out by either

not opening the app, failing to provide consent, refusing the re-

quired permissions, or configuring the app settings incorrectly.

We believe that the SBO enrollment calls helped alleviate this

problem by addressing participant concerns upfront and re-

solving initial technical issues. In addition, the follow-up calls

to inactive users likely helped achieve a lower attrition rate

compared to the other panels: actual opt-outs were low.

5.2.4 Tangible benefits to participants

The fourth and final factor is providing a tangible benefit to

participants. This effect is primarily observed among Security

Toolbar users who, after an initial drop in participation, were

the most likely to remain in the study long-term. While the

mSBO app offers some utility through its reporting mecha-

nism, the Security Toolbar provides everyday security benefits

by helping prevent social engineering attempts. This benefit

makes the toolbar quite popular among IE users and helps to

explain the high retention rate.
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Figure 4: SBO panel evolution over time. Each point is a

computed over a one-week window.

5.2.5 Device use and retention

One additional area of interest was the relationship between

different types of users and their likelihood of remaining in

the observational panel. In particular, we theorized that the

frequency of device use might impact retention and, as a sec-

ondary effect, bias the sample. Based on an analysis of the

mSBO and SBO studies, we find a mix of evidence. Table 4

shows the results of a series of regressions comparing the

relationship between several metrics of device use and the

length of time participant’s remaining in the panel. The met-

rics for device use were log-transformed to obtain normal

distributions and heteroskedastic robust standard errors were

employed where Breusch-Pagan tests indicated heteroskedas-

ticity. For additional details, see Appendix E.

While we observe a substantial amount of noise, we find

a statistically significant positive relationship between how

frequently a participant uses their device and how long they

stay in the mSBO study. In the SBO study, we only find a

significant relationship between average web requests and

the duration in the study. It is possible that participants who

used their device more frequently were more motivated to

stay in the mSBO study due to the gamification of the ani-

mation character. The primary means that users leveled up

their character, thereby unlocking additional features, was by

filling out weekly surveys and reporting security issues they

encountered. However, neither of these factors were strongly

correlated with average web requests (surveys: ρ = 0.287,

reports: ρ = 0.171) or average app use (surveys: ρ = 0.356,

reports: ρ = 0.250).
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Table 4: Results of regression models. These compare several metrics of average device use (independent variables) and the

number of days in the study (dependent variable).

Study n Independent Variable Coefficient Intercept p-value

mSBO 2229

Average web requests per active day (log) 11.526 112.879 0.020

Average app use per active day (log) 64.359 -36.656 <0.001

Network connections per active day (log) 126.923 -28.276 <0.001

SBO 307

Average web requests per active day (log) 35.227 239.782 0.0.031

Average user-initiated web requests per active day (log) 31.571 326.858 0.081

Average tab use per active day (log) 14.006 397.662 0.362

5.2.6 Lessons learned on participant retention

• Researchers should test the usability of the sensor soft-

ware, which should not interfere with normal device use.

• The stability of the sensor software is vital for retention.

• Finding the right balance of communication between

researchers and participants is critical.

• Researchers should monitor technical difficulties and

follow up with participants quickly.

• Providing a tangible benefit to participants contributes

to long-term retention.

5.3 Data collection

Planning for and designing the data collection process in

longitudinal studies can be quite challenging. Often, unantic-

ipated events arise during the course of the study that were

not accounted for initially. This is particularly true for panels

studies that span multiple years. In the following sections, we

identify several data collection challenges and useful design

decisions based on practical experience that can aid future

researchers in creating observational panel studies.

5.3.1 Data collected per user

To give researchers a sense of how much data they can expect

to collect, we analyzed the average amount of data collected

per user in the SBO and mSBO studies. We find that on

average researchers can expect to collect between 550–600

web requests on personal computers and between 50–100

web requests on mobile devices per user per day. Of the web

requests made using personal computers, only about 12% of

those are initiated in response to user-initiated navigation

(e.g., link, bookmark, search, etc.). The remaining 88% were

automatically generated by the browser or the web page. In

addition, we find that personal computers users interact with

browser tabs (e.g. create, switch, or close) about 120 times

per day on average. On mobile devices, users interact with

and switch between different apps about 500 times per day

on average.

OS limitations make it difficult to observe all web requests

on mobile devices. VPN or web proxies could help allevi-

ate this issue, but may degrade the user experience. Directly

observing the URLs displayed in the web browser naviga-

tion bar is also challenging, as different smartphones fre-

quently use different default web browsers (manufacturers

often pre-install their own fork of, e.g., Chrome), with their

own navigation bar. This, in turn, increases the complexity

of the mobile sensor. Even more importantly, users spend

more time on other applications than web browsers, and those

applications may rely on internal browsers—using system

HTML-rendering libraries, but with a different layout.

5.3.2 Identifying dropouts and technical difficulties

As mentioned in Section 5.2.3, following up with inactive

users played an important role in retaining users. Therefore,

the monitoring software should identify user inactivity. One

way to accomplish this, which was used in several panels, was

to create automated alerts or regular reports for users whose

devices had stopped sending data for an extended period of

time. In the SBO study, regular reports were used to follow

up with participants manually. In the mSBO study, a “forget

me” button was deployed so that participants could clearly

signal their intention to dropout of the experiment.

However, a user device might also stop sending data due to

a technical problem rather than the user intending to drop out

of the study.2 When it comes to data analysis, these kinds of

gaps can be difficult to account for. The observation software

used in the SBO study, which was designed with two sets

of independent sensors, encountered many cases where one

set of sensors would temporarily go down while the other

would continue to send data. As a result, a large amount

of analysis work was applied to detecting these gaps, and

a substantial portion of the data collected had to be thrown

out. One solution to this problem is to install an independent

2Often this was a result of a sensor failing until the device was restarted

or the installation of other software that conflicted with the sensor software.
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heartbeat sensor that regularly pings the home server. This

can alert the research team when sensors go down as opposed

to when a user is simply inactive.

5.3.3 Timestamps and order of events

For observational studies where data is being collected from a

user device, timestamps alone are often not sufficient in main-

taining the order of observed events. Many computational

events can occur within the same (milli)second. In the SBO

study, this led to significant post-hoc analysis to recreate the

proper sequence of events, and in some ambiguous cases, data

had to be discarded. A simple sequence counter enumerated

by the sensor software would have alleviated this problem.

However, an ordering mechanism would not have fully

solved all timestamping issues. Multiple studies observed

skew in the timestamps recorded on participants’ devices.

This can occur if the user’s device is not synchronized to a

global time source, the user’s device is defective, or the user

manipulates their device’s internal time intentionally. Further-

more, relying on the timestamp of data arrival at the server is

insufficient. Users go offline often, even if they are connected

to a mobile network, which delays the upload of sensor data.

While not perfect, we find capturing the order of events, the

number of seconds that have elapsed between events, and a

combination of client and server timestamps to be most effec-

tive for data cleansing and analysis. Careful consideration and

storage of a user’s time zone, which may change throughout

the course of the study, is also recommended.

5.3.4 Defining active user engagement

One limitation in using sensor data is that it provides the

perspective of the device and only indirectly that of the partic-

ipant. This can prove challenging when attempting to deter-

mine how long a user is actively interacting with their device,

an important metric for many applications. For example, when

a user navigates to a new web page, that information is logged

by the sensors. However, if the user does not interact with their

device for an extended period of time, it is unclear whether

they are still engaged with that page or if they have left their

device on but unattended.

In these studies, user engagement was roughly time-boxed

using other recorded events, such as when the user navigated

to the next web page or switched browser tabs. The mSBO

study also used the foreground application history. However,

some mobile apps, e.g., calendar and weather, always occupy

the foreground of the screen, which makes it difficult to deter-

mine whether the user is active. The SBO study also relied on

log in/out, power on/off, lock/unlock, and application change

events. To refine this further, mouse movements were over-

laid with the activity trace to determine active periods of user

interaction. However, even this method is imperfect, as users

could still be passively engaged with their device, like when

watching a movie, even if they are not actively using their

mouse. We recommend that future studies explicitly capture

events that indicate the end of a user interaction (e.g., clos-

ing a web page or application) if available. While the use of

audio and video could provide precise measurements, they

also raise substantial privacy concerns, and were avoided in

these studies. Alternative measures of active engagement like

mouse movements, keyboard use, touchscreen interaction, and

resource usage are likely a better, albeit less precise, method.

5.3.5 Multiple users and devices

Over the course of a longitudinal panel study, there likely will

be instances of multiple users sharing a given device (more

so for personal computers than smartphones), and individual

users with multiple devices. In the SBO study, in several cases

more than one person was using a single personal computer.

It would have been very useful to differentiate users, either

by requiring separate logins or using some other identifier. In

addition, over the course of the five-year study, most partici-

pants upgraded or replaced their computers at some point. A

process for handling these cases was not originally in place,

resulting in several substantial gaps in data coverage as users

switched from one device to another. In the mSBO study, the

multi-device problem typically occurred when one person

owned more than one smartphone. The use of the primary

smartphone differed greatly from that of secondary devices.

5.3.6 Survey distribution

In the mSBO study, the platform was designed such that

researchers could distribute surveys to participants directly

through the application. This provided a quick and easy way

for researchers to interact with participants and gather sup-

plemental data. Using this feature, researchers sent weekly

questionnaires to which participants responded at an average

rate of 30% of active users. In the SBO study, researchers had

to distribute surveys to participants by email. Having to coor-

dinate with participants, often individually, created significant

overhead, so that surveys were distributed very infrequently.

However, communicating by email rather than through the

platform also enabled the SBO study to survey users who had

previously participated in the study but had since left.

5.3.7 Lessons learned on data collection

• The monitoring software should identify user inactivity.

• Software should accurately record timestamps and event

order, consider clock skew, and network disconnections.

• Researchers should capture metrics to define active user

engagement.

• Monitoring should be designed with multiple users and

devices in mind.
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• Distributing surveys through the sensor software pro-

vides greater ease of use and flexibility.

6 Discussion

In the following sections we discuss the limitations of our

work, and the implications our findings have for future studies.

6.1 Limitations

Since these studies were run independently, the main limita-

tion of our analysis is that we cannot draw causal inference

from any comparison across studies. These studies were also

run in two different countries, each with distinct cultures,

which may account for some of the observed differences.

In addition, the sensors in these studies were device- and

platform-specific. The mSBO application was limited to An-

droid smartphone devices, the SBO platform was only avail-

able to PC users running Microsoft Windows, and the Security

Toolbar was specific to Microsoft’s Internet Explorer browser.

These factors limit the generalizability of our findings.

6.2 Recommendations for future panel studies

In general, we find that retaining users in measurement panel

studies is challenging, especially with new users. Personalized

enrollment follow-ups can lower initial drop out rates but are

also demanding and costly to scale. Communication, includ-

ing following up with inactive users, is vitally important to

retention. However, finding the right balance of communica-

tion is equally important and likely depends on the context of

the study. Ideally, communication with participants should be

enough to engage users without annoying them. In practice,

making the sensors as invisible as possible may be best as

interfering with everyday use of a device is a sure way to

lose users. Conducting user testing early, with a variety of

hardware and devices, is highly recommended.

There is no evidence of a ramp-up period for new users.

Hence, participant data collected on initial device use are

not as biased as we had originally hypothesized. This helps

alleviate concerns over the results of short-term observation

studies, and justifies including initial observations alongside

long-term observations.

Foresight in designing data collection methods for long-

term observation is quite difficult and unanticipated chal-

lenges are almost guaranteed. We propose five recommenda-

tions to help assuage these issues. First, design mechanisms

within the observational software to identify user dropouts

and sensor outages. Second, use a variety of sequences, time

deltas, and timestamps to maintain the correct order and tim-

ing of observed events. Third, collect data that can help to

clearly define when users are actively using the device such as

start and end events, mouse movements, keyboard and touch-

screen interactions, and device resource utilization. Fourth,

create a proactive process to handle cases where multiple

participants use the same device and multiple devices are

used by the same participant. Fifth, build in a mechanism,

preferably within the observation platform, to easily follow

up with participants, solicit feedback, and distribute surveys.

6.3 Future research

Our results indicate that monetary and non-monetary incen-

tives provide viable means of recruiting participants for lon-

gitudinal measurement studies. However, both types of in-

centives have tradeoffs to consider and potential bias that

they introduce. In presenting these three case studies, we are

unable to draw causal conclusions about the effects of the

various incentives offered. Further research, in a controlled

setting, is needed to understand these effects with particular

focus on participants’ privacy concerns, security behavior,

and motivation for participation. In addition, differences in

privacy and security concerns may provide an opportunity

for researchers to appeal to participants in recruitment and

retention. Future work examining such methods would greatly

benefit work on longitudinal panels.

7 Conclusions

This paper provides the first evaluation of factors that influ-

ence recruitment, retention, and data collection in longitudinal,

security- and privacy-sensitive measurement panels. While

substantial related work has been done in the context of sur-

veys and clinical studies, privacy/security measurement panels

are unique in the intrusive nature of the data collected. These

types of studies are relatively rare, although are increasingly

being used to observe behavior in a variety of research related

to human-computer interaction.

We examined three medium- to large-scale panel studies,

which all primarily collect privacy- and security-sensitive

data (notably web browsing data). The three studies differed

in origin (Japan vs. United States), recruitment incentives

(monetary, gamification, added functionality), devices studied

(personal computer vs. mobile), degree of interaction, and

monitoring software visibility.

Our work provides new insight into recruitment efforts for

longitudinal panels, including the effectiveness of monetary

and non-monetary incentives, and into participant motivations,

privacy concerns and security behavior. We show evidence

that users do not act differently during their initial time in

the study compared to their long-term behavior, alleviating

concerns of potential bias. We identify key factors that affect

user retention, including device interference, communication,

follow-ups with potential dropouts, and tangible participant

benefits. Finally, we derive recommendations to inform the

design of the data collection process in future panel studies.
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A mSBO survey

(Note: The questions below are translated into English from

the original Japanese survey.)

Demographics

1. Which gender do you most identify with?

• man

• woman

• non-binary

• self-describe: [free text form]

2. What is your age?

• I would prefer not to respond

• 18–21 years old

• 22–30 years old

• 31–40 years old

• 41–50 years old

• 50–60 years old

• Over 61 years old

3. What is your highest level of education?

• I would prefer not to respond

• No High School GED

• High School GED

• Some College/Current College Student

• Trade or Technical School Degree

• Bachelor’s Degree

• Master’s Degree

• Doctoral Degree or Equivalent

4. What is your occupation?

• I would prefer not to respond

• student (esp. a university student)

• company employee

• self-employed

• public servant

• part-time job

• Housewife/husband

• Other:

5. What is your income level?

• I would prefer not to respond

• Less than 2,500,000 yen

• 2,500,000–5,000,000 yen

• 5,000,000–7,500,000 yen

• 7,500,000–10,000,000 yen

• 10,000,000–15,000,000 yen

• More than 15,000,000 yen

Modified SeBIS (5-point Likert scale; from “never” to

“always”)

• F3‡: I manually lock my smartphone screen when I step

away from it.

• F4‡: I set my smartphone screen to automatically lock if

I don’t use it for a prolonged period of time.

• F5: I use a PIN or passcode to unlock my mobile phone.

• F6‡: I use biometrics (fingerprint scanner, facial recog-

nition) to unlock my mobile phone

• F12†: I change my passwords even if it is not needed.

• F13: I use different passwords for different accounts that

I have.

• F14†: I include special characters in my password even

if it’s not required.

• F15: When I create a new online account, I try to use a

password that goes beyond the site’s minimum require-

ments.

• F8’: When someone sends me a link, I open it only after

verifying where it goes.

• F11†: I know what website I’m visiting by looking at

the URL bar, rather than by the website’s look and feel.

• F16†: I verify that information will be sent securely

(e.g., SSL, "https://", a lock icon) before I submit it to

websites.

• F7†: If I discover a security problem, I fix or report it

rather than assuming somebody else will.
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• F1: When I’m prompted about a software update, I install

it right away.

• F2: I try to make sure that the programs I use are up-to-

date.

• F9: I verify that my anti-virus software has been regu-

larly updating itself.

The dagger (†) symbol represents questions modified in RSe-

BIS [41] from the original SeBIS [8, 9]. The double-dagger

(‡) symbol denotes questions modified from RSeBIS [41].

F6‡ is introduced instead of F6 because F6 and F5 become

identical in the smartphone context. A question related to

using mouse-over as a strategy (F12 in the original SeBIS) is

removed because smartphones do not offer this functionality.

Do you have any complaints about using the app?

(5-point Likert scale; from “strongly disagree” to “strongly

agree”)

1. The application slows down my device.

2. The application drains the battery on my phone.

3. The app shuts down unexpectedly.

4. I receive too many messages from the app.

5. The application interferes with the normal use of my

phone.

6. I am concerned about the privacy of the data collected.

7. Other: [free text form]

What is your level of satisfaction? (5-point Likert scale;

from “very dissatisfied” to “very satisfied”)

1. The character on the home screen

2. Experience / Level

3. Changing the emote color

4. Periodic questionnaire

5. Phishing/spam report

6. Profile (screen time)

7. Protocol (install/consent process)

About the app

1. Where did you hear about this app?

• Press Release

• news site

• Twitter

• Other social networking sites (e.g. Facebook)

• Friend/Colleague

• Other: [free text form]

2. Over the past year, how frequently have you signed up

for a new research study? (Not including this study)?

• Never

• Less than one per month

• About one per month

• About one per week

• Several times a week

• Multiple times a day

3. What factors are important to you when deciding what

studies to participate in?

• How much I will will be compensated for partici-

pating

• Amount of effort or work

• Whether I can participate at home / online (versus

going somewhere to participate in person)

• Purpose or topic of the study

• Security or privacy of data collected in the study

• Who is conducting the study

• How quickly I will be compensated get paid

• The study’s consent form

• Other: [free text form]

4. Would you be more likely to continue participating if you

received a small recurring payment or if we continued

to add new customizations and features to the character?

• Small recurring payment

• The character’s new customizations and features

• Neither

B SBO exit survey

1. Have you participated in any other research besides this

study? (“Research‚” includes academic research, like

this study, or marketing research, like surveys for com-

panies.)

(a) Yes, both in person and remotely (e.g., online, by

phone or mail).

(b) Yes, in person only.

(c) Yes, remotely only (e.g. online, by phone or mail).

(d) No.

(e) Not sure.
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2. What research platforms have you used to sign up for

studies? (Please select all that apply.)

(a) [University 1 platform]

(b) Other [University 1] platform (please describe).

(c) [University 2 platform]

(d) Other [University 2] platform (please describe).

(e) Amazon Mechanical Turk (MTurk).

(f) Qualtrics.

(g) Prolific.

(h) Other (please describe).

(i) None of the above.

3. Over the past year, how frequently have you signed up

for a new research study? (Not including this study.)

(a) Never.

(b) Less than one per month.

(c) About one per month.

(d) About one per week.

(e) Several times a week.

(f) Multiple times a day.

4. What factors are important to you when deciding what

studies to participate in? (You may select multiple fac-

tors.)

(a) How much I will get paid.

(b) Amount of effort or work.

(c) Whether I can participate at home / online (versus

going somewhere to participate in person).

(d) Purpose or topic of the study.

(e) Security or privacy of data collected in the study.

(f) Who is conducting the study.

(g) How quickly I will get paid.

(h) The study’s consent form.

(i) Other.

5. Have you participated in other studies that collected data

about how you used computer(s), smartphone(s), or other

internet-connected devices?

(a) Yes.

(b) No.

(c) Not sure.

6. How was your experience participating in this study,

overall?

(a) Positive

(b) Negative

(c) Not sure

(d) Other

7. What did you like about the study, if anything?

8. What did you dislike about the study, if anything?

9. Did you have any concerns or reservations about en-

rolling in this study?

(a) Yes.

(b) No.

(c) I don’t remember.

10. What were those concerns, and what caused you to enroll

anyway?

11. Would you participate in a study that used software to

collect data about your computer usage again?

(a) Yes.

(b) No.

(c) Not sure / Depends.

12. If you wish, you may elaborate on why you would or

would not participate in this type of study again.

13. How did this study’s payments compare to other studies

you have participated in?

(a) Less generous.

(b) More generous.

(c) About the same.

14. Do you have any feedback about the payments for this

study? This could include payment amounts, the pay-

ment method (Amazon gift cards), payment timing, or

other payment details.

15. Do you think you used your computer differently than

you normally would due to our research software being

installed on it?

(a) Yes.

(b) No.

16. What caused you to use your computer differently when

our research software was installed?

17. What was different about your computer usage while our

software was installed?

18. Do you have any other feedback or comments about this

study that you would like for us to know?
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(b) When a user taps the character,  
the screen transitions to the chat interface, 
where the user responds to questions 

(a) The character is displayed on the homescreen of  
users' smartphone anytime, and informs messages 
 to users

©Shirow Masamune, Production I.G/KODANSHA

Figure 5: mSBO user interface with (a) the animation char-

acter on the users’ home screen and (b) the chat interface used

for reporting potential security threats and answering short

surveys.

C mSBO app description

The mSBO app consists of a cartoon character agent on the

smartphone’s home screen and a chat-type interface. Fig. 5

shows a screenshot of the app. The animation character ap-

pears not just in the home screen but in any application. Tap-

ping on the character icon launches the app and brings the

user to the chat-type interface to interactively talk. We can

send any message to the users as a pop-up attached to the

character. We delivered questionnaire invitations through this

pop-up.

We implement the character using Android’s screen over-

lay functionality, enabling us to overlay Tachikoma on other

applications. We do not implement the automatic location fea-

ture, so the icon and pop-up possibly cover other app displays

or buttons. The users have to move the icon before tapping

on something else. Although we use this design to clearly no-

tify the users they were being observed, having the character

constantly in the foreground admittedly may interfere with

regular phone usage. Tapping on the character invokes the

mSBO app, even if the participant is using another app.

The mSBO app provides experience points and stage lev-

els to incentivize users. Figure 6 illustrates the color selec-

tion scene. Participants can earn points by answering regular

questionnaires and reporting spam/phishing. As participants

collect these points, they reach higher experience levels and

can in turn further decorate the home screen character.

Figure 7 shows the mSBO sensor app configuration. The

sensor app extensively relies on Android’s Accessibility Ser-

©Shirow Masamune, Production I.G/KODANSHA

Figure 6: Color selection to decorate the home screen char-

acter. This is based on the experience level reached.

vice, which is designed to provide alternative navigation feed-

back to applications installed on Android devices. For exam-

ple, the Accessibility Service can be used to convert text to

speech, or to warn of malicious web sites in addition to other

tools (e.g., Google Safe Browsing). Most apps (e.g., Chrome,

SMS, ...) fire AccessibilityEvents to communicate UI

changes to the Accessibility Service.

OS

Chrome
App

SMS
App

Other
Apps

…

AccessibilityEvent

AccessibilityService

Sensor App

Activity

Data 
Collection

Service

Data Upload
Worker

UsageStat
Manager

DB

Package
Manager

API

Bind

android.os.
Build

Figure 7: mSBO app configuration.

The mSBO app binds its own Data Collection Service to

the Accessibility Service. That way, as long as the user grants

Accessibility Service permission to the mSBO app, the Data

Collection Service can capture whatever text is displayed in

the app the user is running; e.g., the URL in the navigation

bar, any anchor text in the browser, or any URL in an SMS.

The second major component of the mSBO is a

DataUpload Worker. This worker, under Android’s

WorkerManager, uploads collected data as a background ser-

vice. These uploads are scheduled, deferrable, asynchronous

tasks, and are resilient to app crashes or device restarts.
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D Participant motivations

In Section 5.1.2, we describe user motivations for engaging

with the SBO or the mSBO. Below we present the full lists

of motivations, ordered by decreasing priority, for both types

of participants in Tables 5 and 6. SBO participants reported

prioritizing how much they would be paid (76%) and the

amount of work required (67%). In contrast, mSBO partici-

pants reported that the study purpose (77%) and the security

and privacy of the data collected (65%) were most important.

Payment amount (16%) and the amount of work required

(48%) ranked among the least important factors for mSBO

participants.

Table 5: Prioritized motivation list (SBO)

No. Motivation Rate

1 How much I will be paid 75.8%

2 Amount of effort or work 66.7%

3 Whether I can participate at home / online

(versus going somewhere to participate in

person)

64.1%

4 Purpose or topic of the study 52.0%

5 Security or privacy of data collected in the

study

36.9%

6 Who is conducting the study 25.8%

7 How quickly I will get paid 20.7%

8 The study’s consent form 13.1%

9 Other 4.0%

Table 6: Prioritized motivation list (mSBO)

No. Motivation Rate

1 Purpose or topic of the study 77.1%

2 Security or privacy of data collected in the

study

64.9%

3 Who is conducting the study 56.7%

4 Amount of effort or work 48.0%

5 Whether I can participate at home / online

(versus going somewhere to participate in

person)

45.8%

6 The study’s consent form 44.8%

7 How much I will will be compensated for

participating

16.0%

8 How quickly I will be paid 4.1%

9 Other 3.1%
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Figure 8: Device use and retention (scatter plots).

E Device use and retention graph

In Section 5.2.5, we ran several linear regressions to eval-

uate the relationship between device use and the length of

participation in the study. As discussed, the dependent vari-

ables in the model were log-transformed to obtain normal

distributions, an underlying assumption required for linear

regressions. We tested for heteroskedasticity using Breusch-

Pagan tests and found evidence of it in the mSBO sample.

As such, we applied heteroskedastic robust standard errors in

those regressions. All three metrics in the mSBO sample and

the number of web requests in the SBO sample were found

to have a statistically significant positive relationship with

participants’ duration in the study. We visually represent the

relationship between the various metrics of device use and

retention in both samples, in Figure 8. The figure presents

scatter plots where the x-axis is the number of days users

participated in the study, and the y-axes are the correspond-

ing use of the device, according to various metrics. These

scatter plots indicate that while a small positive relationship

sometimes exists, the data are quite noisy.
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Abstract

Privacy and security researchers often rely on data collected
through online crowdsourcing platforms such as Amazon
Mechanical Turk (MTurk) and Prolific. Prior work—which
used data collected in the United States between 2013 and
2017—found that MTurk responses regarding security and
privacy were generally representative for people under 50
or with some college education. However, the landscape of
online crowdsourcing has changed significantly over the last
five years, with the rise of Prolific as a major platform and the
increasing presence of bots. This work attempts to replicate
the prior results about the external validity of online privacy
and security surveys. We conduct an online survey on MTurk
(n= 800), a gender-balanced survey on Prolific (n= 800), and
a representative survey on Prolific (n = 800) and compare the
responses to a probabilistic survey conducted by the Pew
Research Center (n = 4272). We find that MTurk response
quality has degraded over the last five years, and our results
do not replicate the earlier finding about the generalizability
of MTurk responses. By contrast, we find that data collected
through Prolific is generally representative for questions about
user perceptions and experiences, but not for questions about
security and privacy knowledge. We also evaluate the impact
of Prolific settings, attention check questions, and statistical
methods on the external validity of online surveys, and we
develop recommendations about best practices for conducting
online privacy and security surveys.

∗Work was done while Lerner was at Wellesley College.

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
August 7–9, 2022, Boston, MA, United States.

1 Introduction

Over the last fifteen years, online surveys conducted through
crowdsourcing platforms such as Amazon Mechanical Turk
(MTurk) [2] and Prolific [47] have become increasingly criti-
cal tools for conducting quantitative usable privacy and secu-
rity research. Researchers often use these platforms to recruit
participants for user studies. However, the external validity of
these user studies depends on the extent to which the results
of these online studies generalize to the overall population.

Prior work has investigated the validity of online surveys in
various domains—such as social sciences [10, 11, 61], health
behavior [53], and privacy [32, 52]—with somewhat mixed
results. However, work by Redmiles et al.—based on sur-
veys conducted between 2013 and 2017 [49]—made strong,
positive claims about the external validity of privacy and se-
curity surveys conducted on MTurk. It found that (1) MTurk
responses regarding privacy and security experiences, ad-
vice sources, and knowledge were more representative of
the U.S. population compared to responses from a census-
representative web panel and (2) MTurk responses regarding
privacy and security experiences, advice sources, and knowl-
edge were generally representative of the U.S. population
for respondents who are younger than 50 or who have some
college education.

However, the landscape of crowdsourcing platforms has
changed significantly in the last five years. One key change
is the rise of Prolific as a major crowdsourcing platform.
Founded in 2014 specifically as a platform for conducting
online user studies, Prolific was only rarely used to recruit
participants in 2017. By contrast, we find that by 2021, Pro-
lific was approximately twice as common as MTurk as a re-
cruitment platform for usable privacy and security studies. A
second key change is the increasing presence of sophisticated
bots on MTurk, which can degrade data quality. While bots
do not appear to have been a significant problem on MTurk in
2017, more recent work has estimated that 20-50% of MTurk
accounts are actually bots, with significant bot levels dating
back to approximately March 2018 [5, 39].
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In light of those changes, this work attempts to replicate
the key findings of Redmiles et al. [49]. We ask:

(1) Are MTurk responses to privacy and security survey
questions still representative of the U.S. population for
respondents under 50 or with some college education?

(2) To what extent do various classes of attention check
question—reading-based attention checks, open text-
response questions, and CAPTCHAs—and/or raking (i.e.
demographic weighting) improve the generalizability of
MTurk responses?

(3) How well do Prolific responses to privacy and security
questions generalize to the general U.S. population?

(4) What are the current best practices for conducting and
analyzing online user surveys in the domain of privacy
and security?

Additionally, we investigate the limitations of online survey
methods for surveying underrepresented demographic groups,
reporting on ways that specific groups differ from the general
population and how specific populations might be misrepre-
sented by a focus on a representative sample.

To answer these research questions, we conduct an online
survey on MTurk (n = 800), a gender-balanced survey on
Prolific (n = 800), and a representative survey on Prolific
(n = 800) and compare the responses to a probabilistic sur-
vey conducted through the Pew Research Center (n = 4,272).
We find that MTurk response quality has degraded over the
last five years, and our results do not replicate the finding
that MTurk responses are representative of certain subsets
of the U.S. population, even when we exclude the 39% of
MTurk responses that fail attention checks and apply raking.
We find that data collected through both representative and
gender-balanced Prolific samples is generally representative
for questions about user experiences, perceptions, and beliefs;
however, responses to questions about knowledge of privacy
and security concepts and about social media use differ heav-
ily from the overall U.S. population. We also find that racial,
age, and education subgroups from our Prolific representa-
tive sample are generally moderately representative of their
respective subgroups in the American population.

Based on our results, we recommend that privacy and se-
curity researchers prefer Prolific to MTurk when recruiting
participants for online user studies. Our results show that
Prolific provides good quality, generalizable data for certain
types of user studies about privacy and security (those that fo-
cus on experiences, perceptions, and beliefs), but that Prolific
users are generally more technical than the overall popula-
tion, resulting in different responses about knowledge and
behavior. We do not recommend using attention check ques-
tions or CAPTCHAs on Prolific, as they lengthen surveys
unnecessarily without improving external validity.

2 Related Works

Given the widespread use of crowdsourcing platforms as re-
cruiting tools for user studies, the question of the data quality
and external validity of online survey data has been exten-
sively studied from a variety of different angles.

2.1 Generalizability of Online Platforms
Prior work has investigated the generalizability of online user
studies conducted through MTurk and Prolific in a variety of
different domains.

Amazon Mechanical Turk. Amazon Mechanical Turk has
long been a platform favored by researchers across disciplines
such as computer science and the social sciences to conduct
user studies [11, 41, 42, 61], and thus the external validity of
MTurk data has been investigated in various different research
contexts [8–10,25,53] with varying results. Conclusions about
the external validity of MTurk surveys about privacy and
security have also been mixed: multiple studies [32, 52] have
found significant differences between an MTurk study and a
U.S.-representative survey, with MTurk users reporting more
concerns about privacy and information use and higher levels
of social media use, while Redmiles et al. [49] found that that
for participants under 50 years of age or with at least some
college education, responses to questions regarding privacy
and security were similar to the general population within
these demographics, and that MTurk appeared to be more
representative overall than a census-representative web panel.

However, there have been noted concerns about demo-
graphic differences between the MTurk population and the
over U.S. population. In particular, the MTurk population has
been found to be younger and with higher levels of education
than the overall U.S. population [32, 43, 49, 50]. Concerns
have also arisen over the population on MTurk, particularly
as highly active MTurk workers tend to complete many of the
available tasks before others are able to, making the effective
sample population on MTurk only 7000 [44,56]. Furthermore,
while a study conducted in 2014 found that MTurk workers
with over an 95% approval rating provide high quality data
and do not require attention checks [46], more recent research
has shown that data quality on MTurk has decreased dramati-
cally to be less reliable than that on Prolific, even when quality
filters (at least 95% approval rating and 100 submitted tasks)
were used [45].

Prolific. Prolific was launched in 2014, and was primarily
designed for use by researchers [47]. In the past few years, we
have seen an increase in the use of Prolific as an alternative
to conducting surveys on Amazon Mechanical Turk. Both the
number of users and the number of researchers on the platform
have increased dramatically in recent years [41, 45], and stud-
ies have shown that it is a viable alternative to MTurk [44].
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Prolific mandates a minimum hourly payment for studies,
and compensation may be adjusted by researchers if the sur-
vey takes longer than originally intended. Furthermore, users
on Prolific have an option to return their submissions, indi-
cating they no longer wish to participate or that they do not
wish their data to be used, making it easy for participants to
withdraw consent at any time.

Although a study in 2017 found Prolific to be slower in
gathering responses than MTurk and CrowdFlower (another
online survey site) [44], we did not find such differences in our
sample, perhaps due to the expansion of the Prolific worker
pool over the last five years.

2.2 Data Quality and Attention Check Ques-
tions (ACQs)

Some prior work has found that MTurk workers performed
well on attention check questions [30], but other work found
that MTurk workers were less attentive than convenience-
sampled college students [25]. Prior work comparing differ-
ing survey platforms in 2017 have found that almost half of
MTurk and Prolific participants failed at least one attention
check question, with MTurk users failing on average fewer
attention checks than Prolific [44]. More recent work in 2021
saw Prolific users outperforming MTurk users on complet-
ing ACQs [45]. Excluding those based on passing attention
checks had little effect for MTurk, and a small effect on Pro-
lific [44].

Prolific specifically allows for Instructional Manipulation
Checks (IMCs), which are questions that “explicitly instruct
a participant to complete a task in a certain way” such as
clicking a specific answer [47]. IMCs and other attention
checks have been shown to increase the reliability of data,
and have become relatively widely used [16, 27, 29, 40, 45].
However, IMCs might also influence participants to change
interpretation and assessment of subsequent questions [29].

Some research has also investigated comprehension, which
involves checking that participants are able to understand in-
structions and explain them back to the researchers. This can
be conducted in formats such as IMCs, or through textboxes
asking users to summarize the instructions. However, these
might not function exactly the same as attention checks, as
prior work suggests those who fail attention checks may not be
the same as those who do not comprehend instructions [10].
Prior work has also found that Instructional Manipulation
Checks making sure participants understood instructions im-
proved data quality [20]. Prolific users also tend to outperform
MTurk users on comprehension checks, and there appears to
be a positive correlation between correctly passing ACQs and
comprehension questions [45].

CAPTCHAs are commonly discussed as a mechanism for
improving data quality by eliminating bots from a dataset,
however prior work has found that bot accounts are able to
reliably pass CAPTCHAs [39].

3 Methodology

To evaluate the generalizability of online privacy and security
surveys, we compared survey responses from four sources:
(1) responses to a U.S. nationally-representative probabilistic
sample, (2) people recruited through Prolific using their repre-
sentative sample option, (3) people recruited through Prolific
using their gender-balanced option, and (4) people recruited
through Amazon Mechanical Turk (MTurk).

3.1 Survey Questions
To decide what questions to ask on our survey, we started by
identifying categories of topics in privacy and security that
have been the subject of recent user studies. We identified 28
papers published in the Proceedings on Privacy Enhancing
Technologies Symposium (PoPETs) and the Symposium on
Usable Privacy and Security (SOUPS) in 2021 that included
user surveys. Two papers [21,23] exclusively surveyed spe-
cific technical populations (freelance developers and develop-
ers who have used Rust, respectively) about technical topics
(security practices when developing code and experience with
Rust), so we excluded them from our analysis. For the 26
papers that surveyed the public, we qualitatively coded the
categories of questions asked in user surveys; we also deter-
mined what platform they used to recruit participants and how
they handled attention check questions.

Our qualitative coding identified five classes of questions
that characterize the space of recent usable privacy and secu-
rity surveys:

1. Behavioral. Questions about what users do, would do,
or have done in relation to technology, social media,
and privacy and security tools. These questions refer to
active behaviors undertaken by the user. For example,
whether they use Twitter or whether they have recently
decided not to use a service because of concerns about
its data collection practices. 21 papers (80.8%) included
behavioral questions in their user survey [1, 6, 7, 13, 17,
19, 22, 27, 28, 31, 35, 36, 48, 54, 57, 59, 60, 62, 64–66].

2. Experience. Questions about whether or how often par-
ticipants had experienced a particular type of event.
These questions refer to actions or circumstances that
occur to the respondent without active action on the
part of that person. For example, how often they had
experienced someone taking over their social media or
email account without their permission or how often
they were asked to agree to a privacy policy. 17 papers
(65.4%) included experience questions in their user sur-
vey [1,6,7,19,22,27,28,31,33–35,48,54,57,59,64,66].

3. Knowledge. Factual questions relating to privacy and
security topics that test how much participants know
about the topic. These questions have factually correct
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answers. For example, what it means if a website uses
cookies or what a privacy policy is. 11 papers (42.3%)
included knowledge questions in their user survey [1, 6,
7, 12, 27, 31, 33, 34, 57, 58, 60].

4. Perceptions. Opinion questions about user perceptions
of and attitudes towards practices and behaviors. These
questions—which focus on what respondents believe
a principal would do or the reasons why they believe
the respondent would do something—include questions
about trust, comfort, and mental models. For example,
how confident they were that a company would follow
what the privacy policy says it will do or how comfort-
able they are with companies using their data to help
develop new products. 19 papers (73.1%) included per-
ception questions in their user survey [1,7,13,17,22,26–
28, 31, 33–35, 54, 57–60, 64, 66].

5. Beliefs. Opinion questions about what security options
or privacy rights people ought to have. Beliefs ques-
tions focus on what the respondent thinks should be
true rather than asking about perceptions of the current
world. For example, whether people should have the
right to remove potentially embarrassing photos or crim-
inal history from publicly-available search records. 9
papers (34.6%) included belief questions in their user
survey [1, 7, 19, 26, 31, 34, 35, 54, 66].

For each of the five categories of questions, we selected 4-8
questions from a database of questions used in a past Pew
Research Center survey [15] (a total of 30 questions). Draw-
ing our questions from this source had two key advantages:
(1) Pew questions are extensively validated before being de-
ployed and (2) responses from a large-scale (n = 4,272),
nationally-representative survey conducted by Pew in June
2019 are publically available [15], precluding the need to
deploy our own nationally-representative panel survey. To
enable intercomparison, our online surveys closely followed
Pew’s methods: the phrasing of the questions were the same,
the set of possible responses were the same, the order of the
questions were the same—with randomization of question or-
der or answer choices matching the Pew questionnaire—and
there were no forced responses.

Since the Pew dataset includes demographic information
for each participant, we also included basic demographic ques-
tions at the end of our survey. To facilitate comparisons with
the Pew survey, we used demographic questions that matched
the demographics released in the Pew dataset.1

Finally, we identified three common techniques for exclud-
ing bots from online survey populations: reading-based atten-
tion check questions (i.e., questions that require participants

1Note that these questions do not reflect current best-practices for asking
about gender [55] or race [63]. Nonetheless, we believed that matching
the Pew phrasing was critical in order to enable direct comparisons with
responses to the Pew survey.

to select a particular answer, also known as IMCs) [27, 40],
free-response text questions (survey responses are rejected if
the answer is nonsensical, irrelevant, or clearly copy-pasted
from the Internet), and CAPTCHAs. To allow us to evaluate
the effect of these techniques on external validity, we added
two additional questions to our survey: one reading-based
attention check question and one free-response text question.
We also required half of our participants (randomly selected)
to successfully complete a CAPTCHA in order to submit the
survey.

The full text of the survey can be found in Appendix A.

3.2 Datasets

We use four datasets: (1) a probabilistic dataset from the Pew
Research Center panel [15], (2) a representative sample from
Prolific (accurate to the US Census on age, sex, and race),
(3) a gender-balanced sample from Prolific, and (4) a sample
from Amazon Mechanical Turk (MTurk). We compensated
online study participants $1.50 for completing the survey,
which we estimated to take 6 minutes. This was approved by
the Institutional Review Boards of the authors’ institutions.

We additionally collected two filtered samples of under-
represented populations that do not appear in the Pew de-
mographic categories: Indigenous people and transgender
people. We deployed surveys on Prolific using the platform’s
prescreening filters to only allow participants in these de-
mographics to take the study. Over a period of 8 days, we
received responses from 79 Indigenous users on Prolific, and
197 transgender users.

1. Pew American Trends Panel Wave 49. This dataset
(n = 4,272) was collected by Ipsos Public Affairs be-
tween June 3-17, 2019 on behalf of the Pew Research
Center [15]. The weighted estimates for this sample are
believed to accurate to ±1.87 percentage points of the
US population aged 18 and over. Pew Research Center
typically makes survey data publicly available on their
website two years after the data collection, so this dataset
became publicly available in 2021.

Participants in this survey were a subset of Pew Re-
search Center’s American Trends Panel (ATP) [14], a
panel of more than 10,000 U.S. adults recruited and
maintained by the Pew Research Center using state-of-
the-art techniques.2 This subset of the panel was chosen
to be generally representative of the broader U.S. pop-
ulation; as this was a probabilistic survey, the resulting
data was weighted to balance demographics to match

2Prior to 2018, panel participants were recruited at the end of a large,
national, landline and cellphone random-digit-dial survey that was conducted
in both English and Spanish. After 2018, ATP has relied on address-based re-
cruitment to avoid the response-bias that has developed in telephone-based re-
cruiting. It supports non-Internet connected participants by providing tablets
that enable those people to take surveys.
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the U.S. population (to compensate for any biases due
to sampling and non-response).

Our analyses treat this dataset as the gold standard for
U.S. responses to our survey questions.

2. Prolific Representative Sample. We sampled U.S. par-
ticipants (n = 800) using Prolific’s representative sample
feature. This sample is stratified on age, sex, and ethnic-
ity based on the simplified U.S. census [47]. The median
time to complete the survey was 6.1 minutes.

3. Prolific Gender-Balanced Sample. We sampled U.S.
participants (n = 800) on Prolific, balanced on gender
(50% male and 50% female). Prolific has been noted to
have demographics that skew younger and more female
[18]: currently within the U.S. sample space, there are
over twice as many women on the platform as men. This
survey took participants a median time of 5.3 minutes
to complete. No participants are in both the Prolific
representative and gender-balanced samples.

4. MTurk Sample. We collected a sample (n = 800) from
Amazon Mechanical Turk, with participation restricted
to people located in the U.S. who have completed over
50 HITs and have over 95% approval rate. We chose
these filters as they are common practice for studies of
this type deployed on the MTurk platform and believed
to produce higher quality data [46, 49]. Participants took
a median time of 5.2 minutes to complete the survey.

3.3 Analysis
We used chi-square proportion tests (χ2) to compare response
distributions. For each question, we ran χ2 tests to compare
the distribution of answers for each sample (Prolific repre-
sentative, Prolific gender-Balanced, MTurk) pairwise against
the Pew data. We also used Total Variation Distance (TVD)
to quantify the distance between answer distributions in our
surveys and the Pew data.

Total Variation Distance. Total Variation Distance (TVD),
defined as TVD(P,Q) = 1/2 ·Σi(Pi,Qi), is a standard metric
for quantifying the distance between two distributions [24].
Intuitively, it corresponds to the fraction of respondents who
answer differently between the two samples. A TVD of 0 in-
dicates that two distributions are identical; as the distributions
become increasingly disjoint the TVD approaches 1.

To illustrate the concept of TVD, we show how to calculate
the TVD between the distribution of responses to the first
knowledge question for the Pew sample (know1Pew) and re-
sponses for the Prolific gender-balanced sample (know1Bal).
In the Pew survey, .626 of the respondents answered correctly,
.093 incorrectly, and .282 with “Not sure”; in our representa-
tive Prolific sample, the proportions for correct, incorrect, and

not sure were .866, .028, and .106 respectively. Therefore,

TV D(know1Pew,know1Bal)

=
1
2
(|.626− .866|+ |.093−0.028|+ |.282− .106|)

= .2405

This TVD of .2405 shows that approximately one quarter of
the responses were distributed differently between the Pew
sample and the Prolific representative sample.

To show how we use TVD, consider a comparison between
the survey questions know1 and exp5. In both cases, a χ2 test
indicates a significant difference in answers between the Pew
sample and the Gender-Balanced Prolific sample. To contex-
tualize this result, we calculate TVD values for both pairs of
distributions. Using the same definition as above, we find that
TV D(exp5Pew,exp5Bal) = .111. The lower TVD for exp5 pro-
vides evidence that the balanced Prolific sample may be closer
to the Pew sample for the experience question (TVD = .111)
than for the knowledge question (TVD = .2405).

We chose to use these two measures (χ2 tests and TVD)
as both have strengths and weaknesses in their ability to pro-
vide insights into the representativeness of these platforms’
participants. χ2 tests with p-values provide a thresholded mea-
sure of sameness or difference, while TVD provides us with
a limited but valuable continuous measure of distance. For
example, when χ2 tests show that answer distributions are sta-
tistically distinct for two question categories, TVD augments
this analysis by providing a method of estimating whether the
non-representativeness of one question category may be of
larger magnitude than the other.

As prior work has found that online surveys were repre-
sentative for populations under 50 years old or with at least
a college level education [49], we further explored whether
online survey platforms were more representative of certain
demographic subsets in the general US population. In partic-
ular, we separately analyzed populations aged 18-29, 30-49,
and 50+ from each of our samples against the corresponding
demographic groups in the Pew dataset. We also conducted
an analysis divided by education level, classified into one of
three categories: high school graduate or less, some college,
college graduate+.

Since the responses ranged from binary to multiple choice
to Likert-scale, we did not attempt to code answers into binary
variables. For most questions, we kept the response codings as
presented to the user. For knowledge questions—which had
one correct answer, 3-5 incorrect answers, and a “Not sure”
option—we coded answers into three categories: Correct, In-
correct, Not sure. In the studies, participants were able to skip
any question. As no more than 2.5% of any question had blank
answers, we chose to impute the answers for non-response.
Any skipped attention check was coded as a failed attention
check. For knowledge questions, any skipped question was
classified as “Not sure”. For all other questions, non-response
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was classified into the most negative category (e.g. “Not at all
confident”, “No, do not use this”). To validate this choice of
imputation, we ran an analysis as well on imputation where
non-response was classified as the most positive (e.g. “Very
confident”, “Yes, use this”) and found that TVD remained
±0.01 both within each category and overall.

To understand whether attention checks are effective in
improving data quality, we ran an analysis wherein only re-
sponses of those who passed each of the three attention check
questions were included. To determine efficacy of reading
attention checks, we compared only those who passed the
reading attention check (selected “Strongly agree”) against
the Pew data. For the textbox attention check which asked
users to define “digital privacy” in their own words, a re-
searcher from our team coded all responses into accept, reject,
and copy-paste. “Reject” responses referred to answers that
either were nonsensical, unrelated to the question, or merely
repeated the words “digital privacy”. “Copy-paste” indicated
responses that were plausible definitions of “digital privacy”,
but appeared verbatim 5 times or more throughout the sample
or contained large chunks of text that were copied verbatim
from these phrases. Under this coding, some other phrases
were indeed often repeated, but were accepted if they ap-
peared less than 5 times. A second researcher resolved cases
where it was uncertain whether a response should be rejected.
We removed all responses either coded as “Reject” or “Copy-
paste” when analyzing samples that are said to have passed
the textbox attention check. For the CAPTCHA analysis, for
each of our samples, we ran analyses comparing those in the
sample who saw and passed a CAPTCHA (around 50% for
each sample) against the Pew dataset.

We conducted demographic raking using the R anesrake
package, weighted by age, sex, education, and race to see if it
would improve the generalizability of our samples. We used
proportions from the 2017 American Community Survey [3]
to match the demographic weighting used for the Pew dataset.

We were further interested in whether underrepresented
groups had significantly different responses than the general
population. We compared demographic groups from our Pro-
lific representative sample to the same group from the Pew
sample to investigate whether demographic groups on Pro-
lific are representative of their respective group in the broader
population. With our filtered samples of rare demographic
subpopulations (Indigenous and transgender people), we com-
pared our filtered sample to the Prolific representative sample.

3.4 Methodological Limitations

Due to the statistical constraints surrounding sample size and
power, smaller sample sizes necessarily have less statistical
power. Thus, for smaller samples (e.g., CAPTCHAs, under-
represented groups), we expect to find fewer instances of
statistical significance (p-values< 0.05), implying that these
samples more closely match the Pew dataset. However, this

Dem Response Pew (%) Online Samples (%)
Raw Wgt Repr Bal MT

Age 18-29 16 20 23 45 22
30-49 31 33 34 43 66
50-64 31 26 30 9 10
65+ 23 20 12 2 2

Edu HS or less 35 38 13 13 8
Some College 28 31 34 34 26
College grad+ 38 30 53 52 66

Race White 78 74 75 75 82
Black 11 12 13 4 13
Asian 3 4 7 12 3
Mixed 4 5 4 7 2
Other 4 5 2 3 1

Sex Male 44 48 49 50 68
Female 56 52 51 50 32

Table 1: Demographic characteristics of the four datasets.
Since the Pew dataset was a probabilistic sample, the weighted
dataset (Wgt) was analyzed. For the online samples—Prolific
representative (Repr), Prolific gender-balanced (Bal) and
MTurk (MT)—raw data was analyzed except where we ex-
plicitly state that raking was applied.

does not mean differences do not exist, but rather that they
might be too slight to detect at lower sample sizes. Thus, we
examine TVDs in conjunction with p-values in order to obtain
a clearer picture rather than simply defaulting to p-values.

TVD is one of many measures that could be used to sum-
marize our data and quantify distances between distributions.
A primary limitation of TVD is that it does not account for
whether the underlying data is categorical or ordinal, and
thus on Likert-scale style questions, treats participant answers
which differ by a small “amount” (e.g., from 1 to 2) identically
from those that differ by a large “amount” (e.g., from 1 to 5).
Similarly, like χ2 tests, it cannot distinguish between different
specific ways that categorical answer distributions differ. For
example, TVDs for knowledge questions are large for both
MTurk and Prolific representative (.30, .23), and χ2 tests find
that responses to all 8 knowledge questions are significantly
different from Pew responses for both, yet the direction of
these differences is opposite: MTurkers are more likely to be
incorrect in their knowledge while Prolific respondents are
more likely to be correct.

Other options for contextualizing results from surveys are
possible, such as visualizations and tables of raw answer pro-
portions, which are provided in our figures and in Appendix B.
Qualitative work examining the reasons for and nuances of
the differences we observe could provide another avenue of
understanding how and why results between probabilistic sur-
veys and online platforms differ and what implications these
differences have for the validity of insights provided by usable
privacy and security studies.
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Figure 1: Distributions of responses to all questions for the Pew sample (weighted) and the MTurk sample (u50SC/Rak/freeAC).
TVDs between the Pew sample and the MTurk sample are given in the captions.

We do not use corrections (e.g., Benjamini-Hochberg, Bon-
ferroni) to analyze our results. These corrections control for
Type I errors (false discovery rate) by limiting the number of
erroneously statistically significant results (p-values < 0.05).
However, we are attempting to find results that do not sig-
nificantly differ between samples (i.e., p > 0.05), so these
corrections could in fact overstate our results.

4 Results

We deployed three copies of our survey—Prolific represen-
tative sample, Prolific gender-balanced sample, and MTurk
sample—in February 2022. We found that the Prolific rep-
resentative survey took significantly longer to run; it took
49 hours to complete, compared to 2.5 hours for the Prolific
gender-balanced survey and 2 hours for the MTurk survey.3

The Prolific representative survey also cost significantly more
to deploy: collecting that sample cost $2,784, compared to
$1,600.00 for the Prolific gender-balanced sample and $1,682
for the MTurk sample. We then analyzed the responses to
evaluate the external validity and data quality of the result-
ing samples. A summary of the demographics for each of
the samples is provided in Table 1, and complete results are
summarized in Appendix B.

3However, we note that since a significant percentage of our MTurk
responses (39.1%) failed the free-response attention check, rejecting those
responses and re-releasing those HITs would significantly increase the total
deployment time; since less than 1% of responses failed that check for either
Prolific sample, no extra time or effort would be required for those surveys.

4.1 The External Validity of MTurk

Our MTurk sample was heavily weighted toward younger
participants (703/800 participants were under 50) and those
with higher education (737/800 participants had at least some
college education); this finding replicates prior work [32, 49].
However, while Redmiles et. al. [49] found that for the well-
represented demographics (people under 50 or with at least
some college) MTurker responses to privacy and security
questions (about behavior, experiences, and knowledge) had
high external validity, we were unable to replicate that result.

When we analyzed the raw MTurk sample, we found that
responses collected through MTurk were extremely different
from Pew (Table 2). We found statistically significant differ-
ences in responses for 29 of the 30 questions, and the overall
average Total Variation Distance (TVD) was .29 (intuitively
indicating that more than a quarter of the sample answered
differently). We attempted to replicate prior work by also ana-
lyzing the sample that contained only people with under 50 or
some college education and applied raking (i.e., demographic
weighting). However, we still found statistically significant
differences in responses for 29 questions, and the average
TVD dropped only slightly (to .28).

Unlike the earlier work, we found that both raking and
filtering out responses that failed a free-response text atten-
tion check question had significant effects on data quality.
Combining these data quality measures with the demographic
restrictions from prior work—i.e., restricting to people under
50 or with some college who passed the text attention check
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Category Raw Sample u50SC/Rak/freeAC
TVD p < 0.05 TVD p < 0.05

Behavior 0.41 5/5 0.30 5/5
Experiences 0.27 5/5 0.09 5/5
Knowledge 0.30 8/8 0.22 8/8
Perceptions 0.30 8/8 0.11 8/8
Beliefs 0.15 3/4 0.10 3/4
Overall 0.29 29/30 0.17 29/30

Table 2: Measures of external validity for the MTurk sample.
TVD indicates distance from the (weighted) probabilistic Pew
sample. p < .05 shows the fraction of questions in each cate-
gory for which the responses were statistically significantly
different from the Pew sample. For both, lower is better.

and applying filtering, denoted u50SC/Rak/freeAC in Figure 1
and Table 2—produced the best-case results for the MTurk
sample.

In this best-case scenario, 29 of the questions still had sig-
nificantly different responses, but the average TVD went down
to .17. In particular, responses about experiences, percep-
tions, and beliefs are somewhat generalizable: TVDs dropped
to around .10, although χ2 tests still showed that responses
for most questions were still significantly different from
Pew. However, knowledge questions were still very different:
MTurkers were much more confident—and incorrect—on
knowledge questions even after data quality measures were
applied. Behavior questions—which focused on social me-
dia use—also remained very different: MTurkers were more
likely to use Facebook (63% vs. 53%), Instagram (74% vs.
44%), Twitter (79% vs. 26%), and other social networks (82%
vs 34%). Complete results for this best-case scenario are
depicted in Figure 1 and measures of external validity are
summarized in Table 2.

4.2 The External Validity of Prolific
Like the MTurk sample, the Prolific gender-balanced sample
was heavily weighted towards younger participants and those
with higher education; the age skew was more extreme and
the education skew less. That sample also included signifi-
cantly fewer Black participants and more Asian and mixed
race participants. The Prolific representative sample was rep-
resentative of the overall U.S. population for age and race,
but showed the same skew towards higher education.

Overall, we found that both Prolific samples generalize
better than the MTurk sample and that free-response attention
checks were no longer critical for data quality. However, the
external validity of the samples varied significantly depending
on the type of question. Our results are shown in Figure 2,
and measures of external validity are summarized in Table 3.

Behavior. Although responses about behavior from the
Prolific representative sample were slightly more generaliz-

Samp. Cat. Raw Sample u50SC/Rak/freeAC
TVD p < 0.05 TVD p < 0.05

Rep. Behav. 0.22 4/5 0.19 3/5
Rep. Exp. 0.07 5/5 0.06 5/5
Rep. Know. 0.23 8/8 0.17 8/8
Rep. Percep. 0.05 3/8 0.06 4/8
Rep. Beliefs 0.07 3/4 0.06 2/4
Rep. Overall 0.13 23/30 0.11 22/30
Bal. Behav. 0.27 3/5 0.24 4/5
Bal. Exp. 0.06 4/5 0.05 4/5
Bal. Know. 0.24 8/8 0.16 7/8
Bal. Percep. 0.05 4/8 0.07 7/8
Bal. Beliefs 0.08 2/4 0.06 3/4
Bal. Overall 0.14 21/30 0.12 25/30

Table 3: Measures of external validity for the Prolific samples.
For both, lower is better. See Table 2 for more details.

able in terms of TVD (and both were more generalizable than
the MTurk responses), neither of our Prolific samples demon-
strated high external validity for behavior questions. Prolific
participants were similarly likely to use Facebook compared
to Pew participants but differed on other reported behavior,
with the fraction of Prolific participants reporting that they
use Instagram, Twitter, and “Other Social Media Sites” being
25%–54% higher compared to the Pew sample.

Experiences. Overall, both of our Prolific samples general-
ized well for questions about prior experiences. While most
of those questions showed statistically significant differences,
the magnitude of those difference was quite small (TVD= .07
for the representative sample and .06 for the gender-balanced
sample).

Knowledge. Knowledge questions did not generalize well
for either of our Prolific samples. Prolific respondents were
more likely to provide correct answers and less likely to an-
swer “Not sure”, suggesting that Prolific users are significantly
more knowledgeable about privacy and security matters than
the overall U.S. population.

Perceptions. Both Prolific samples had relatively high ex-
ternal validity for questions about perceptions of privacy and
security. The Prolific representative sample had statistically
different responses compared to the Pew sample for only 3/8
questions (4/8 for the gender-balanced sample), and TVDs
between each sample and the Pew sample were small (about
.05).

Beliefs. Both Prolific samples also had high external va-
lidity for questions about beliefs about privacy and security.
While some of the questions were statistically distinguishable,
the TVDs were low suggesting that the effect size was small.

We also analyzed the Prolific samples using the best-
case data quality measures from our MTurk analysis—
restriction to people under 50 or with some college who
passed the text attention check and applying filtering, denoted
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Figure 2: Distributions of responses to all questions for the Pew sample (weighted), Prolific representative sample (raw), and
Prolific gender-balanced sample (raw). TVDs between the Pew sample and the Prolific samples are given in the captions.

u50SC/Rak/freeAC in Table 3). Overall, TVDs decreased
slightly. However, unlike for the MTurk sample, this analy-
sis did not dramatically improve the generalizability of the
Prolific samples.

4.3 Data Quality Measures
We evaluated four data quality measures: reading-based atten-
tion checks, free-response text attention checks, CAPTCHAs,
and raking. For the MTurk sample, we found that a free-
response attention check (which 39.1% of responses failed)
and raking both significantly improved data quality for the
MTurk sample. Despite the data quality issues with MTurk,
neither reading-based attention checks nor CAPTCHAs
(which no respondents failed) significantly improved data
quality. Although Prolific respondents did slightly less well
than MTurkers on our reading attention check question
(7.75%-8.25% failed), none of our data quality measures sig-
nificantly improved data quality for the Prolific samples.

4.4 Beyond the “Average” User
While the standard metric of external validity is the extent
to which results generalize to the overall population, over-
all generalizability does not necessarily imply that results
are valid across all subgroups. We therefore also examine
the question of how well our results generalize for various
demographics subpopulations. We apply two analysis tech-
niques: (1) we compare demographics slices from our online

samples to the corresponding demographic slices of the Pew
sample, an approach that parallels the investigations of MTurk
generalizability by Redmiles et al. [49] and (2) we compare
demographic slices from rarer, traditionally understudied sub-
populations to the overall population.

4.4.1 Prolific vs. Pew Demographic Subpopulations

Since Pew is our gold standard, we can perform this analysis
only for demographic variables reported by Pew, and only for
values of those variables which occur sufficiently frequently
in the population to enable meaningful comparison. Based on
these limitations, we choose to analyze two racial subpopu-
lations (Black and Asian American), educational attainment,
and age. Table 1 presents the numbers of people in each
of these categories. Because the sample sizes are inherently
smaller for these subpopulations than for the overall popula-
tion, we focus our analysis exclusively on distance between
the distribution of responses provided in the online surveys
and the (weighted) distribution of responses to the Pew survey
instead of considering p-values or the number of questions
with statistically different responses.

Overall, we found that the Prolific representative sample
tends to be the best of all three collected samples for each
of these demographic brackets (although the Prolific gender-
balanced sample is often nearly as good) and that the Prolific
samples generalize better for younger and for more highly-
educated subpopulations.
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Race. Overall, the Prolific representative sample is almost
as representative of the Black and Asian subpopulations as it
is for the overall population. Average TVDs measuring the
representativeness Black and Asian subpopulations are about
.01–.02 higher on average than TVDs for the full dataset.

Age. For Prolific, we found that as ages increase, the sam-
ples become less generalizable. For people age 18-29, both
Prolific samples are fairly representative of the general U.S.
population, with particular improvement for knowledge ques-
tions (TVD = .15) and behavior questions (TVD = .16).
Within both 18-29 and 30-40 age brackets, the Prolific sam-
ples actually generalize to the Pew dataset better than com-
paring the full datasets. By contrast, generalizability for peo-
ple over 50 is worse, particularly for knowledge questions
(TVD: Repr= .28,Bal= .32) and behavior questions as older
Prolific users demonstrate significantly more knowledge of
privacy and security and significantly higher levels of tech-
nology use. For our MTurk sample, both the 18-29 and the
over 50 subpopulations were more generalizable than the full
dataset, although they still had lower data quality than the
corresponding slices of the Prolific samples.

Education. For our Prolific samples, we found that as ed-
ucation increases the samples become more generalizable.
For respondents with a high school education or less, Prolific
samples are less generalizable for this demographic slice than
for the overall population, with participants reporting partic-
ularly higher levels of technology use. For respondents who
are college graduates, both Prolific samples are reasonably
representative of the overall population of U.S. college gradu-
ates (TVD: Repr = .10,Bal = .12), with more representative
responses to knowledge questions (TVD: Repr = .13,Bal =
.14). Conversely, the generalizability of the MTurk sample
for people with high school education or less did not decrease
(although the data quality remained worse than the Prolific
samples) while data quality does decrease slightly for the
subpopulation with Bachelor’s degrees (TVD = .30).

4.4.2 Rare Demographic Subpopulations

Finally we identified two populations with relatively low rep-
resentation on Prolific—Indigenous people and transgender
people—and explored (1) how effective Prolific’s filters are at
producing large samples of rare (and frequently understudied)
subpopulations and (2) to what extent generalizable results
for the overall population apply to these subpopulations.

Indigenous People. Our filtered sample of Indigenous
people ran for 8 days and obtained 79 responses during that
time, an average of about 10 people per day. For context, at the
time that we launched this filtered sample, Prolific reported
that there were 294 Indigenous respondents who had been
active in the past 90 days.

Comparing the distributions of responses of these 79 re-
spondents to our full Prolific representative sample, we found
that variations were relatively small, with Indigenous peo-

ple on Prolific being generally somewhat similar to other
people completing surveys on Prolific. Comparable to the dif-
ference between our Prolific representative sample and Pew
on the most representative question categories, mean TVDs
comparing Indigenous respondents and the general Prolific
population were under .10 for all question categories.

We emphasize that given the small size of this sample, we
are unable to make conclusive statements about trends among
Indigenous people on Prolific. Generally speaking, our data
supports the claim that Indigenous people are more similar
than different to other Prolific users, with TVDs between .04
and .05 for 3 question categories (Experiences, Perceptions,
Beliefs). In terms of behaviors, they are more likely to use all
social networks, including especially Facebook (TVD = .16)
and other social networks (TVD = .12). Indigenous people in
our sample appear to be slightly more likely to answer “Not
Sure” to knowledge questions. No other clear trends emerge
in how Indigenous respondents on Prolific are different from
other respondents on Prolific in terms of experiences, percep-
tions, or beliefs.

Transgender People. Our filtered sample of transgender
people ran for 8 days and obtained 197 responses during that
time, an average of about 25 people per day. At the time that
we launched this filtered sample, Prolific reported that there
were 1231 transgender respondents who had been active in
the past 90 days.

Comparing the distributions of responses of these 197 re-
spondents to our full Prolific representative sample, we find
that variations are small to moderate, with transgender people
on Prolific being generally somewhat similar to other peo-
ple completing surveys on Prolific. Mean TVDs comparing
transgender Prolific respondents to the overall Prolific repre-
sentative sample were under .12 for all question categories.

Although the low sample size precludes definitive find-
ings, our data for this subpopulation provides preliminary
evidence of some potential interesting trends. In terms of
behavior, transgender people were less likely to use Face-
book, and more likely to use Instagram, Twitter, and other
social networks, than the Prolific Representative population.
Transgender people were also more knowledgeable than Pro-
lific participants overall, answering 6/8 knowledge questions
correctly more often. Notably, transgender people were partic-
ularly more likely to understand how private browsing works,
with a very large TVD of .26 distinguishing them as much
more likely to answer know8 correctly and much less likely
to answer incorrectly or with “Not Sure”. This result might be
due to the need for transgender people to use private browsing
mode to protect themselves and their browsing habits from
local adversaries, such as family, while seeking community,
gathering information, and engaging in activism online [37].

Transgender people were also consistently more likely
(TVD .07-.13) to select “Not Confident At All” in response to
perception questions that asked about confidence that compa-
nies will follow their privacy policies, promptly notify about
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data breaches, publicly admit mistakes that lead to privacy
breaches, use personal information in appropriate ways, and
be held accountable by the government for privacy missteps.
Finally, they were slightly more likely to believe that people
should have the right to have various personal information
removed from public search results, with a particularly large
(TVD = .16) increase compared to the Prolific representative
sample in the likelihood that transgender people would say
that people should be able to have “Negative media coverage”
about themselves removed from public search results. We
hypothesize that this might emerge from the likelihood of
transgender people to experience media coverage about them
as negative, for example if articles misgender them or include
out-of-date personal details such as deadnames.

5 Discussion

While our results quantify the external validity of online sur-
veys about privacy and security, they also provide insight into
best practices for conducting online studies in this space.

Recommendation 1: We recommend preferring Prolific to
MTurk when recruiting participants for privacy and security
surveys.

Overall, we found major degradation of MTurk data qual-
ity and external validity since 2017 [49]. If MTurk samples
are used, applying the data quality measures studied in this
paper—including demographic raking and a stringent open
textbox attention check—is critical to enhance external valid-
ity. However, even when applying these data quality measures
to MTurk data, Prolific gender-balanced samples provide bet-
ter validity and their use is recommended at the current time.
It is important to remember, however, that both Prolific and
MTurk samples better represent younger and more educated
populations. Additionally, online samples appear to be dif-
ferently representative for different types of questions, as we
discuss below in the Recommendation 3.

Future work should examine the validity of samples from
other platforms, which could be comparable to or better than
Prolific. For example, we note that CloudResearch, which
uses the MTurk population, has been found to provide similar
data quality to Prolific when the default data quality filters are
applied [38]. Although our literature review did not find any
papers that used CloudResearch, it it provides an alternative
platform for recruiting participants in the future. Future work
should also continue to monitor the external validity of MTurk
and Prolific, as population demographics and data quality may
continue to change over time.

Recommendation 2: Determinations about whether to use
Prolific’s representative sample feature can make trade-offs
between generalizability and logistical constraints without
significantly impacting data quality for most studies.

We find that Prolific’s representative sample feature pro-
duces data that most closely matches the results from the
nationally representative sample from the Pew dataset. How-
ever, the representative sample takes much longer (49 hours
vs. 2.5 hours for 800 responses) and is significantly more ex-
pensive ($2784 vs. $1600) to deploy than collecting a gender-
balanced sample of the same size from Prolific. In most cases,
a Prolific gender-balanced sample performs nearly as well as
a representative sample, with less than .02 difference in aver-
age TVD across all question categories. The largest gains for
representative over gender-balanced were for behavior ques-
tions, for which neither was representative. All other question
categories had very small differences (TVD < .01) between
representative and gender-balanced samples.

Recommendation 3: Be cautious when drawing conclusions
from online studies about privacy and security knowledge or
social media use, as these results might not be representative
of the overall U.S. population.

None of our online samples were representative of the
overall population for knowledge questions—which posed
factual questions about privacy and security topics—or be-
havior questions—which were dominated by questions about
rates of social media use. We recommend that researchers
take care in designing studies and interpreting data which
depend on these properties of respondents. Similar to prior
work, we do find that the younger and more highly educated
the population, the more Prolific is representative, particularly
for knowledge questions, which drop from TVDs of .28 for
those over 50 to .15 for those 18-29, and from .27 for those
with high school degrees or less education to .13 for those
with college degrees. Even these TVDs are quite high, how-
ever, indicating that 15-13% of responses are different than
they would be for that actual age or education range in an
census-representative sample, and so we still urge caution in
relying on such data.

Our results show that participants recruited through
MTurker and Prolific are more confident about privacy and
security knowledge compared to the overall U.S. population,
with fewer respondents answering “Not sure” to most ques-
tions. We observe that this is a similar phenomenon to past
results which found that MTurk workers are more certain
about what information is available about them online [32].
This confidence gap also raises questions about the generaliz-
ability of non-survey studies that recruit participants through
these online platforms, since prior work has found that confi-
dence is a better predictor of security behaviors than actual
knowledge [51].

One factor that might have contributed to the drastically
higher reported use of social media in our online samples is
response bias from participants who worry that they may be
excluded from a survey (and thus not be paid) if they don’t
use certain products, leading them inaccurately claim that
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they use social networks which they actually do not. Another
possibility is that the population on these platforms have
different behaviors regarding social media than the general
U.S. population, leading to higher adoption and use of social
media platforms. Indeed, prior work on MTurk has also found
that U.S. MTurk workers have higher reported social media
use than the general US population [32], which is supported
by our findings in our Prolific and MTurk samples.

While it is possible that some of the difference in responses
to behavior questions might have been due to actual differ-
ences in social media use between 2019 and 2022, a 2021
survey [4] conducted by Pew about a year into the pandemic
shows that social media adoption has not drastically increased
since mid-2019, when the American Trends Panel Wave 49
was conducted. That survey found that in 2021, 69% of Amer-
icans used Facebook, 40% used Instagram, and 23% used
Twitter, numbers which are very closely compatible with the
71%, 38%, and 23% found in 2019. This suggests that the
higher usage numbers we find in our online samples are gen-
uine symptoms that users of online crowdsourcing platforms
are not representative of the overall population in terms of
their social media use.

Recommendation 4: Attention Check Questions and
CAPTCHAs are not recommended for online surveys
conducted on Prolific.

We do not recommend reading attention checks (Instruc-
tional Manipulation Checks), textbox attention checks, and
CAPTCHAs when collecting survey responses on Prolific.
Our reading attention check was failed by 66/800 (represen-
tative sample) and 62/800 (gender-balanced sample) partici-
pants, but data quality was not improved by analyzing the data
with these responses removed (see Section 4.3). Prolific users
almost never fail textbox attention checks (7/1600 failures)
or CAPTCHAs (0/1600 failures). Based on our results, using
such attention check questions lengthens surveys unnecessar-
ily. Using IMCs might also change participants interpretation
of subsequent questions [29].

Recommendation 5: Raking is not currently necessary when
analyzing the results of online privacy and security studies.

Raking is often used in survey methods that intend to be
representative of the general population since perfect response
rates from demographic groups cannot be ensured by any sam-
pling approach. Although we found raking had little effect
on the representativeness of either of our Prolific samples
(Section 4.3), studies in other disciplines have seen success in
using raking for MTurk survey data to better generalize to the
US population [53], and we would recommend researchers
consider it. However, we note that raking also requires deci-
sions on which demographic variables to weight on and might
differ for different questions and fields of study.

Recommendation 6: Special care should be taken to include
a diverse population of study participants, particularly
for demographics that are rare or underrepresented on
crowdsourcing platforms.

Prior work has noted that online platforms tend to be
younger, more highly educated, and more white than the gen-
eral U.S. population [49]. This demographic imbalance could
then lead to a fallacy of the “average” user on such plat-
forms not being at all representative of the general population.
Groups that do not make up the majority might also have
significantly different preferences than the “general popula-
tion”. For example, participants from racial minorities were
more unsure about their security knowledge than the gen-
eral population, and transgender people had lower confidence
in companies taking responsible action regarding privacy
issues than the general Prolific population. Therefore, we
encourage researchers to consider specifically sampling un-
derrepresented populations to understand possibly divergent
privacy and security perceptions and backgrounds to avoid
over-general interventions and claims that could contribute to
further marginalizing already marginalized populations.

Study Limitations. As we limited our studies to partici-
pants located in the United States, we cannot make claims
as to whether Prolific is similarly representative of other ju-
risdictions or of the overall global population. Indeed, prior
work has also found differences between privacy attitudes
between MTurk workers located in the U.S. and in India [32].
Additionally, while the Pew dataset was weighted on myr-
iad strata of demographics to best represent the adult U.S.
population, we still recognize that it is not perfectly represen-
tative of the general US population. As with all surveys, there
might be non-response bias, even with the most carefully se-
lected probabilistic sample. In other words, just as those who
choose to take surveys on online platforms differ from the
general population in terms of tech familiarity and use, so too
might probabilistic studies vary from exact national prefer-
ences. Therefore, though we use Pew as our gold standard,
we cannot guarantee that it is a perfect representation of the
preferences of all Americans.

6 Conclusion

Online crowdsourced samples are an important source of data
for usable privacy and security survey research today. Under-
standing the external validity of these samples is critical to
ensuring that the results from such research generalize and
can appropriately guide individuals, technologists, lawmakers,
and regulators. Our work evaluates the external validity two
popular crowdsourcing sites—MTurk and Prolific—and pro-
vides recommendations about best practices for conducting
security and privacy surveys on these platforms.
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A Survey Questions

This appendix contains the list of questions asked during our
user study. These questions are taken from the Pew American
Trends Panel run between June 3-17, 2019. Each question
could be skipped by the user.

1. Do you use any of the following social media sites?
The order of the first three of the following questions are
randomized

(a) Facebook [behav2]

• Yes, use this / No, do not use this

(b) Instagram [behav3]

• Yes, use this / No, do not use this

(c) Twitter [behav4]

• Yes, use this / No, do not use this

(d) Any other social media sites [behav5]

• Yes, use this / No, do not use this

2. In your own words, what does “digital privacy” mean to
you?
Participants are given a textbox to type in.

3. How often are you asked to agree to the terms and con-
ditions of a company’s privacy policy? [exp1]

• Almost daily / About once a week / About once a
month / Less frequently / Never

4. How confident are you, if at all, that companies will do
the following things?
The order of the following questions are randomized

(a) Follow what their privacy policies say they will do
with your personal information [percep1]

• Very confident / Somewhat confident / Not too
confident / Not confident at all

(b) Promptly notify you if your personal data has been
misused or compromised [percep2]

• Very confident / Somewhat confident / Not too
confident / Not confident at all

(c) Publicly admit mistakes and take responsibility
when they misuse or compromise their users’ per-
sonal data [percep3]

• Very confident / Somewhat confident / Not too
confident / Not confident at all

(d) Use your personal information in ways you will
feel comfortable with [percep4]

• Very confident / Somewhat confident / Not too
confident / Not confident at all

(e) Be held accountable by the government if they mis-
use or compromise your data [percep5]

• Very confident / Somewhat confident / Not too
confident / Not confident at all

5. How comfortable are you, if at all, with companies using
your personal data in the following ways?
The order of the first, second, and last questions are
randomized

(a) To help improve their fraud prevention systems
[percep6]

• Very comfortable / Somewhat comfortable /
Not too comfortable / Not comfortable at all

(b) Sharing it with outside groups doing research that
might help improve society [percep7]

• Very comfortable / Somewhat comfortable /
Not too comfortable / Not comfortable at all

(c) This question is not part of the survey and just helps
us to detect bots and automated scripts. To con-
firm that you are a human, please choose ‘Strongly
agree’ here.

• Strongly disagree / Disagree / Somewhat dis-
agree / Neither agree nor disagree / Somewhat
agree / Agree / Strongly Agree
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(d) To help them develop new products [percep8]

• Very comfortable / Somewhat comfortable /
Not too comfortable / Not comfortable at all

6. Have you recently decided NOT to use a product or ser-
vice because you were worried about how much personal
information would be collected about you? [behav1]

• Yes, have done this / No, have not done this

7. Here’s a different kind of question. (If you don’t know
the answer, select “Not sure.”) As far as you know. . . The
order of the following questions is randomized. For each
question, the order of the first four options is randomized.

(a) If a website uses cookies, it means that the site. . .
[know1]

• Can see the content of all the files on the de-
vice you are using

• Is not a risk to infect your device with a com-
puter virus

• Will automatically prompt you to update your
web browser software if it is out of date

• Can track your visits and activity on the site
[correct]

• Not sure

(b) Which of the following is the largest source of
revenue for most major social media platforms?
[know2]

• Exclusive licensing deals with internet service
providers and cellphone manufacturers

• Allowing companies to purchase advertise-
ments on their platforms [correct]

• Hosting conferences for social media influ-
encers

• Providing consulting services to corporate
clients

• Not sure

(c) When a website has a privacy policy, it means that
the site. . . [know3]

• Has created a contract between itself and its
users about how it will use their data [correct]

• Will not share its users’ personal information
with third parties

• Adheres to federal guidelines about deceptive
advertising practices

• Does not retain any personally identifying in-
formation about its users

• Not sure

(d) What does it mean when a website has “https://”
at the beginning of its URL, as opposed to
“http://”without the “s”? [know4]

• Information entered into the site is encrypted
[correct]

• The content on the site is safe for children

• The site is only accessible to people in certain
countries

• The site has been verified as trustworthy

• Not sure

(e) Where might someone encounter a phishing scam?
[know5]

• In an email

• On social media

• In a text message

• On a website

• All of the above [correct]

• None of the above

• Not sure

(f) Which two companies listed below are both owned
by Facebook? [know6]

• Twitter and Instagram

• Snapchat and WhatsApp

• WhatsApp and Instagram [correct]

• Twitter and Snapchat

• Not sure

(g) The term “net neutrality” describes the principle
that. . . [know7]

• Internet service providers should treat all traf-
fic on their networks equally [correct]

• Social media platforms must give equal vis-
ibility to conservative and liberal points of
view

• Online advertisers cannot post ads for housing
or jobs that are only visible to people of a
certain race

• The government cannot censor online speech

• Not sure
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(h) Many web browsers offer a feature known as “pri-
vate browsing” or “incognito mode.” If someone
opens a webpage on their computer at work using
incognito mode, which of the following groups
will NOT be able to see their online activities?
[know8]

• The group that runs their company’s internal
computer network

• Their company’s internet service provider
• A coworker who uses the same computer [cor-

rect]
• The websites they visit while in private brows-

ing mode
• Not sure

8. Do you think that ALL Americans should have the right
to have the following information about themselves re-
moved from public online search results?
The order of the following questions is randomized

(a) Data collected by law enforcement, such as crimi-
nal records or mugshots [belief1]

• Yes, should be able to remove this from online
searches / No, should not be able to remove
this from online searches

(b) Information about their employment history or
work record [belief2]

• Yes, should be able to remove this from online
searches / No, should not be able to remove
this from online searches

(c) Negative media coverage [belief3]

• Yes, should be able to remove this from online
searches / No, should not be able to remove
this from online searches

(d) Potentially embarrassing photos or videos [belief4]

• Yes, should be able to remove this from online
searches / No, should not be able to remove
this from online searches

9. Today it is possible to take personal data about people
from many different sources – such as their purchasing
and credit histories, their online browsing or search be-
haviors, or their public voting records – and combine
them together to create detailed profiles of people’s po-
tential interests and characteristics. Companies and other
organizations use these profiles to offer targeted adver-
tisements or special deals, or to assess how risky people
might be as customers. Prior to today, how much had
you heard or read about this concept? [exp5]

• A lot / A little / Nothing at all

10. In the last 12 months, have you had someone. . .
The order of the following questions is randomized

(a) Put fraudulent charges on your debit or credit card
[exp2]

• Yes / No

(b) Take over your social media or email account with-
out your permission [exp3]

• Yes / No

(c) Attempt to open a line of credit or apply for a loan
using your name [exp4]

• Yes / No

11. What is your age?

• 18-29

• 30-49

• 50-64

• 65+

12. What is your sex?

• Male

• Female

13. Please indicate your highest level of education

• Less than high school

• High school graduate

• Some college, no degree

• Associate’s degree

• College graduate/some post grad

• Postgraduate

14. Choose the race that you consider yourself to be
The first four options are presented in randomized order

• White

• Black or African American

• Asian or Asian American

• Mixed Race

• Some other race

B Survey Response Summaries

Table 4 and Table 5 summarize how our four datasets com-
pare on each of the thirty individual questions. Responses
are within ±5% Pew proportions are highlighted in green;
responses are ≥ 10% off from Pew proportions ar highlighted
in orange.
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Q Ans Pew Repr Bal MTurk
behav1 Yes 51.6 51.7 51.2 62.6
behav2 Yes 71.9 77.4 72 93.2
behav3 Yes 38.0 63.5 76.5 88.9
behav4 Yes 22.6 58.8 63.6 88.7
behav5 Yes 29.0 73.1 82.9 84.9
exp1 Daily 25.2 31.9 28 33.8

Weekly 32.1 35.8 35.6 34.2
Monthly 24.3 19.2 22.5 23.1
Less 15.4 12.6 13.6 7.8
Never 3.0 0.5 0.2 1.1

exp2 Yes 21.4 16.2 14.9 45.2
exp3 Yes 8.0 5.4 6.4 47.8
exp4 Yes 6.1 3.4 2.8 48.1
exp5 A lot 27.2 31.8 27.6 40.6

A little 49.8 57 60.5 53.9
Nothing 23.0 11.2 11.9 5.5

know1 Correct 62.6 89.7 86.6 48.6
Incorrect 9.3 3.8 2.8 38
Not sure 28.2 6.5 10.6 13.4

know2 Correct 58.9 80.5 80 48.9
Incorrect 8.5 4.1 3.4 36.1
Not sure 32.6 15.4 16.6 15

know3 Correct 47.8 68.8 71 44.4
Incorrect 24.6 18.5 15.6 40.9
Not sure 27.6 12.8 13.4 14.8

know4 Correct 30.3 56.2 54.2 37.8
Incorrect 15.1 13 9.9 41
Not sure 54.6 30.8 35.9 21.2

know5 Correct 67.1 75.5 76.2 31.6
Incorrect 17.6 20.9 18.9 58
Not sure 15.3 3.6 4.9 10.4

know6 Correct 28.7 67 73.1 64.7
Incorrect 21.9 12.4 12.6 26
Not sure 49.4 20.6 14.2 9.2

know7 Correct 44.6 59.9 58.3 43.2
Incorrect 12.0 12.9 13.9 38.4
Not sure 43.4 27.2 27.9 18.4

know8 Correct 24.4 37.1 53.4 26.6
Incorrect 25.5 38.5 27.5 53
Not sure 50.1 24.4 19.1 20.4

Table 4: Proportions of responses to each question for the full
samples. Green responses are within ±5% Pew proportions,
orange responses are ≥ 10% of Pew proportions.

Q Ans Pew Repr Bal MTurk
percep1 VC 4.8 5.5 5.9 26.9

SC 37.1 41.2 42.8 44.4
NTC 40.3 37.6 37.5 21
NCAA 17.7 15.6 13.9 7.8

percep2 VC 5.1 4 3.5 26
SC 29.6 34.5 32.6 38.4
NTC 40.6 40.6 40.5 22.5
NCAA 24.8 20.9 23.4 13.1

percep3 VC 2.9 2.8 2 22.8
SC 17.8 21 17 39.1
NTC 46.4 47 49 25.9
NCAA 32.9 29.2 32 12.2

percep4 VC 3.6 3.4 3.1 26.8
SC 27.2 28 27.6 41.6
NTC 47.1 46 48.5 22.4
NCAA 22.1 22.6 20.8 9.2

percep5 VC 3.6 4.4 2.9 22.8
SC 27.2 18.9 18.2 40.4
NTC 47.1 42.2 42.4 21.5
NCAA 22.1 34.5 36.5 15.4

percep6 VC 10.4 9.9 8.4 28.9
SC 47.0 49 49.8 44.5
NTC 28.5 29.5 31.5 18.1
NCAA 14.1 11.6 10.4 8.5

percep7 VC 5.7 6.2 4.5 23.5
SC 30.2 31.4 34.1 40.8
NTC 36.6 35.9 35.1 23.6
NCAA 27.4 26.5 26.2 12.1

percep8 VC 8.1 6.6 5 29.8
SC 42.1 38 39.5 42.8
NTC 31.3 33.2 32.8 16.6
NCAA 18.5 22.1 22.8 10.9

belief1 Yes 39.1 43.2 38.8 71
belief2 Yes 67.3 76.9 74.4 82.3
belief3 Yes 56.1 43.5 36.4 67.2
belief4 Yes 84.9 85.1 82 83

Table 5: Proportions of responses to each question for the full
samples. Green responses are within ±5% Pew proportions,
orange responses are ≥ 10% of Pew proportions.
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Abstract
Women who identify with Islam in the United States come from
many different race, class, and cultural communities. They
are also more likely to be first or second-generation immi-
grants. This combination of different marginal identities (reli-
gious affiliation, gender, immigration status, and race) exposes
Muslim-American women to unique online privacy risks and
consequences. We conducted 21 semi-structured interviews to
understand how Muslim-American women perceive digital pri-
vacy risks related to three contexts: government surveillance,
Islamophobia, and social surveillance. We find that privacy
concerns held by Muslim-American women unfolded with
respect to three dimensions of identity: as a result of their iden-
tity as Muslim-Americans broadly (e.g., Islamophobic online
harassment), as Muslim-American women more specifically
(e.g., reputational harms within one’s cultural community for
posting taboo content), and as a product of their own individual
practices of Islam (e.g., constructing female-only spaces to
share photos of oneself without a hijab). We discuss how these
intersectional privacy concerns add to and expand on existing
pro-privacy design principles, and lessons learned from our
participants’ privacy-protective strategies for improving the
digital experiences of this community.

1 Introduction

Islam is the fastest growing religion in the United States [32].
Despite Islam’s growing role and presence in U.S. history,
Muslim communities in the U.S. have to contend with dis-
crimination, prejudice, and mass surveillance [20, 47, 50, 68].
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Muslim-American women are further subjected to a unique set
of targeted attacks and stereotypes while also facing heightened
vulnerability related to gender-specific veiling practices (such
as the hijab), which act as visible identifiers of Islam [30, 99].
Western narratives paint Muslim women as meek, oppressed,
and complicit in their own apparent subjugation [48, 64, 76].
These attributes can result in serious consequences in various
contexts, such as hiring discrimination [4, 16]. Additionally,
within their own religious and cultural communities, Muslim
women might face restrictive gender norms and behavioral
expectations, leaving them vulnerable to social consequences
if transgressed. These stereotypes, coupled with implications
related to other marginalized identities such as immigration
status, race, and gender, mean that Muslim-American women
may need more specific ways to control their information and
own their narratives.

While privacy has been studied extensively [15, 27, 55, 71],
the particular concerns and circumstances of Muslim women
are relatively understudied. Prior work at the intersection of
Muslim experiences and human-computer interaction (i.e.,
Islamic HCI), while offering rich insights into some of this
community’s experiences [1, 2, 80, 81, 100], often centers on
Muslim women residing in Muslim-majority countries. Our re-
search expands on existing Islamic HCI literature by exploring
the additional challenges and perspectives of Muslim women
living in countries where Muslims are a minority group, specif-
ically in the United States. Prior research also reveals how an
individual’s level of religious adherence may influence their
preferences and behaviors [58, 66, 67, 107]. We are interested
in understanding to what extent individual religiosity (partic-
ularly how tenets of Islam, which often prescribe heightened
values of modesty to women [2, 34]) may shape how Muslim-
American women navigate their online privacy concerns.

To understand if and how Muslim-American women expe-
rience privacy concerns, we interviewed 21 Muslim-American
women about their typical tech consumption, privacy-
protective behaviors and strategies, and scenario-specific
privacy concerns. Our findings show that privacy concerns
held by Muslim-American women manifest in three distinct
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dimensions. First, participants expressed privacy concerns as a
result of identifying as Muslim-American broadly. Participants
described deliberately choosing when and where to disclose
this identity and how such disclosure could pose risks to them
(e.g., feeling the need to constantly moderate their speech
even in personal text messages, because a government agent
may be monitoring them). Second, participants identified
concerns about potential harms as a result of identifying more
specifically as Muslim-American women (e.g., being held to
higher scrutiny by their cultural community for sharing photos
of themselves hanging out with individuals of the opposite
gender). At the third and most personal level, participants’ in-
dividual religiosity and relationship to Islam also shaped their
privacy concerns and behaviors. Participants who described
themselves as more deeply religious were more likely to have
more private online presences (e.g., sharing fewer photos of
themselves), but all of our participants’ privacy preferences
were shaped by their lived experiences as Muslim-Americans
broadly and Muslim-American women specifically.

Our participants also shared key strategies they have adopted
to mitigate their concerns (e.g., creating female-only spaces on
social media to share more intimate content) and noted how ex-
isting technology does not meet their privacy needs. We discuss
implications of our findings, including an intersectional lens in
conceptualizing privacy and design recommendations for bet-
ter addressing the privacy needs of Muslim-American women.

Researcher Positionality. Our research team consists of
members with both insider and outsider perspectives, which
contributed to our analysis approach and understanding of
findings. Three authors identify as Muslim. Three authors
identify as women, and two of them as Muslim women. The
authors have diverse cultural backgrounds and religious atti-
tudes, including Muslim women who wear the hijab and those
who do not. The first author, who conducted all interviews,
identifies as a cisgender Muslim-American woman.

2 Related Work

We examine existing research on Muslims in America, women
and privacy in Islam, and the privacy risks Muslim women face.

2.1 Muslims in America

Muslims have been historically othered in America as a
religious minority. Islamophobia, the specific prejudice
against and hatred towards Muslims, surged after the 9/11
terrorist attacks [33, 50, 76, 94]. Since then, Muslims have
often been portrayed by the media with “continuous reference
to images of extremism, terrorism, and irrationality” [94].
Respective portrayals delineate the American ‘us’ and the
alien ‘them,’ perpetuating a conflict for Muslim Americans
who must reconcile these two seemingly disparate parts of

their identity. Hijab, a veil or headscarf worn publicly by some
Muslim women, is a highly visible identifier of Islam. This
makes hijab-wearing Muslim women particularly vulnerable
targets of hate speech and crimes [76] while exposing them
to gendered perceptions such as the stereotype of “oppressed
Muslim woman” [87]. Through a Western lens, the image
of a veiled female represents the subordination of women,
falsely rendering Muslim women as either content in their
disenfranchisement or in need of rescue [30].

The hypervisibility of Muslims in the U.S., due to amplified
media depictions following 9/11, gave rise to growing “Mus-
lim self-consciousness” [47,91] and efforts to ‘repackage’ and
‘rebrand’ the Muslim identity to be more appetizing to Western
values and norms. Muslim Americans may purposefully
choose which aspects of themselves are publicly visible to
distance themselves from the ‘Muslim’ label, e.g., by framing
abstention from alcohol in social settings as a health-related
concern rather than a religious conflict [91]. A more overt
approach, often employed by community leaders, is to con-
struct a ‘modern and moderate’ Muslim-American identity to
be more compatible with American norms [78]. This approach
ranges from smaller, self-policing behaviors (e.g., wearing
‘friendlier’ pink hijabs rather than more stigmatized black
hijabs) to larger decisions such as moving to predominantly
white neighborhoods [20, 91]. In our study, we explore how
the Muslim-American identity conflict manifests in digital
spaces, and how the mainstream stigmatization of Islam
affects participants’ privacy concerns and experiences online.

2.2 Women and Privacy in Islam

Religiousness, or the degree to which an individual adheres
to the tenets of their religion, may also influence one’s privacy
needs, concerns, and behaviors. Prior research has studied reli-
giousness in healthcare and consumer behavior [58,66,67,107].
Higher levels of religious involvement have been shown to
have positive correlation with psychological well-being [67],
but can also be deterrents for seeking treatment for stigmatized
diseases such as HIV [74]. Religious individuals are less likely
to be impulsive shoppers [58], more likely to orient along
traditional gender lines in purchases [107], and more likely
to exhibit brand or quality consciousness [66]. In studies
measuring religious involvement, women (compared to men)
and individuals of racial/ethnic minority groups consistently
have higher scores [57].

In our study, we explore how Islamic conceptualizations
of privacy might influence privacy concerns and behaviors
of Muslim-American women. Western conceptualizations
of privacy tend to center individual freedoms [105]. By
contrast, privacy in Islam is tied to ideals of modesty and
family honor, often extending beyond the personal self [34].
Muslim women carry additional responsibilities to uphold
their family’s reputation via their own individual actions
and opinions. The concept of preserving family honor is
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unevenly laid on Muslim women more than men [77, 80, 100],
as reflected by Muslim women’s stricter privacy practices on
social media platforms [1, 2]. Three notions of privacy are
described in the Qu’ran [2]: the awrah represents the most
intimate or private spaces that must be shielded from others
(e.g., parts of a woman’s body), the hurma represents pure
and sacred ‘spaces’ that must be protected to preserve their
sanctity (e.g., the family home), and the haq al-khososyah is
one’s right and responsibility to protect both their awrah and
hurma through actions. Although Muslim women in the U.S.
have roots in many different ethnic and cultural communities,
acknowledging the interplay between gender, modesty and
privacy in Islam is important for best understanding the values
and attitudes of Muslim-American women. Privacy concerns
as a result of gendered Islamophobia [30,76] may further affect
Muslim-American women’s online disclosures and behaviors.

2.3 Muslim Women’s Privacy Risks

For Muslim women, the main types of perceived threats
discussed in media and prior work include social consequences
within the Muslim community, government surveillance, and
Islamophobia. As such, we base our interview protocol on
these scenarios.

2.3.1 Social risk factors within community

Muslim women’s behaviors are often linked to their honor,
and by extension, the honor of their families. When behaviors
outside of cultural norms are discovered, erring individuals
are subject to reputational harms within their communities.
Haram behaviors, or behaviors not considered permissible
by Islam, vary by community but typically include alcohol
consumption, engaging in romantic relationships outside of
marriage, privately communicating with individuals of the
opposite gender, and getting tattoos [8]. Social media pose
further privacy risks, requiring Muslim women to consider
what information to make public and how their online content
may be interpreted. In a study with Muslim-Kuwaiti youth,
participants described “shame and loss of face” due to infor-
mation exposure on social media and exhibited conservative
usage as a result [34]. In another study with Muslim-Qatari
women, participants viewed Facebook as a medium for simple
correspondences rather than a space for deeper self-expression,
and actively considered social repercussions of sharing content
online that could be misunderstood as haram behavior [53].

For Muslim women living in Western societies such as
Muslim-American women, online behaviors become further
complicated as they must reconcile conflicting cultural values
of ‘mainstream’ society with certain conventions of Islam.
For example, Abokhodair and Vieweg document a scenario in
which a Muslim woman grappled with the decision of accept-
ing a male coworker’s Facebook friend request to be sociable
or rejecting it out of obligation to family expectations [2].

Social media has become a challenging terrain to navigate for
Muslim women who want to engage in different behaviors that
correlate with different facets of their lives. This struggle aligns
with prior research on context collapse, i.e., multiple social
circles with varying norms become flattened into a singular
audience on social media [56, 101]. Strategies for coping with
context collapse are often burdensome, and individuals may
opt to mute certain disclosures entirely [26, 31]. In our work,
we sought to understand the role of context collapse and spe-
cific cultural or religious expectations on Muslim-American
women’s online behaviors. Though participants assigned
varying levels of significance to these factors, they influenced
and constrained all of our participants’ digital activities.

2.3.2 Fear of government and military surveillance

Government actors are recognized as one of the largest threats
to the Muslim-American community due to their history of
targeted surveillance [20, 47, 50, 92]. Following 9/11, Muslim-
Americans have been subjected to institutional surveillance on
local and national levels. The PATRIOT Act, a counterrorism
act drafted in response to 9/11, ushered in a new era of
surveillance programs by law enforcement targeting Muslims.
For instance, the New York City Police Department’s Muslim
Surveillance Program targeted Muslim-American communi-
ties in the city via undercover operations, secret informants, and
other deceptive and invasive tactics [50]. The Pentagon’s Total
Information Awareness System (TIA) was another predictive
counterterrorism system aggregating data on individuals who
may pose future terrorist threats, namely immigrants, Muslims,
and other communities of interest. TIA data came from various
sources, including financial and medical records, educational
records, familial associations, and commercial data such as
online shopping histories [68]. This expansion of government
capabilities infringed on the civil liberties and rights of many
Muslim Americans [33] while deepening mistrust between
the American public and its Muslim communities.

In response to rising government surveillance, Muslim
American communities exhibited drastic chilling effects in
their online and offline behaviors [42, 44, 92]. Though many
programs have been dismantled since, new surveillance efforts,
claiming to no longer targeting Muslim and Arab communities,
continue to make government tracking a relevant concern [9].
Emerging technologies allow for new avenues of data collec-
tion [104]. The US military, for example, is known to purchase
location data of users from various smartphone apps; some
of the data has been used to launch and plan drone attacks in
Muslim-majority countries [86]. More recently, such trading
of user data raised criticism among Muslim Americans when it
was revealed that Muslim Pro, a mobile app for Islamic prayer
times, was believed to have sold user data to the U.S. Special
Operations Command through data broker intermediaries [17].
We explored the scenario of U.S. government and military
surveillance in our study and found several tactics employed
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by our participants to address related concerns.

2.3.3 Islamophobia online

Blatant Islamophobia, i.e., explicit hate crimes and speech
targeted at Muslims, is prevalent online [12, 13]. Movement
towards white nationalism following the 2016 U.S. elections
has contributed to an increase in xenophobic behaviors
towards Arabs and other Muslim-Americans [106]. Muslim
women, particularly those wearing hijab, remain visible targets
of these attacks online [48, 64, 76], leaving many vulnerable
to assaults on their physical and psychological safety.

Latent Islamophobia, i.e., prejudice against Muslims
enacted in implicit ways, can also thrive online [46]. Research
on how social media data particularly affects job seeking
Muslim-Americans suggests that screening practices have
a discriminatory impact on their employability [16]. A
hiring discrimination experiment in the U.S. found that
Muslim job applicants, who were only identifiable as Muslim
on their social media profiles, “received 38 percent fewer
e-mails and 54 percent fewer phone calls” than replicated
candidates with other religious affiliations [102]. Another
study similarly revealed that applicants who had disclosed
their Muslim-American identity on social media received
16% fewer callbacks than the identical Christian candidate
in specific regions. This influence of online disclosure on U.S.
firms’ hiring practices is an important reality to consider in
studying Muslim-American women’s online behaviors.

3 Research Method

Prior work has primarily focused on Muslim women living
in Muslim majority contexts [1, 2, 34, 97, 100]. In our study,
we focused on the experience of Muslim women in the U.S.,
who additionally have to contend with being targets of mass
surveillance, Islamophobia, and media stigmatization, among
other concerns [33, 50, 76, 77, 92]. We explored how these
factors affect Muslim-American women’s online privacy
concerns and experiences.

3.1 Study Design
As Muslim-American women are a relatively understudied
population, we opted for a qualitative approach. The first
author conducted 21 semi-structured interviews between May
and August 2021. Our study was approved by the University
of Michigan’s Institutional Review Board (IRB).

Interested individuals were directed to complete a pre-study
survey (see Appendix A), asking for demographic information,
which we used to contextualize our sample. After completing
the pre-survey, participants were invited to share their
availability and given a written consent form to complete
prior to their interview session. All interviews were conducted
remotely via Zoom in English.

Each interview (see Appendix B for the interview script) be-
gan with questions to build rapport and gauge the participant’s
daily tech use, followed by general questions about tech-related
concerns, privacy and their faith. In the second part, we asked
scenario-specific questions about four major categories of pri-
vacy risks—ad tracking, social surveillance, U.S. government
surveillance, and Islamophobia. Our questions were informed
by related work examining experiences of Muslim women
(primarily in Muslim-majority countries), Muslim-Americans
broadly, and women of color in the U.S. (see Section 2). Our
goal was to bring these often separate conversations together.
Participants were given the opportunity to discuss their per-
sonal concerns in Part 1 before being asked about these sce-
narios in Part 2; almost all participants mentioned at least one
of the scenarios unprompted. At the end, we gave participants
opportunity to share concerns not yet captured.

After the interview, participants completed an exit survey
(see Appendix C) that consisted of the 5-item Islam-specific
version of the Centrality of Religiosity scale [43] to measure
their level of religious adherence, complementing what was
shared during the interview. We slightly rephrased one ques-
tion for better fit and added another, taking inspiration from the
Pew Research Center’s work [65]. Upon completion of the exit
survey, participants received a $20 virtual gift card. Interviews
lasted 67 minutes on average, ranging from 41 to 95 minutes.

3.2 Recruitment and Demographics

We sought adult participants who identified with the religion or
culture of Islam, had a permanent home in the U.S., and were
regular technology users. We also asked about immigration
status but did not screen participants based on it. We advertised
our study through social media in relevant online groups (e.g.,
Muslim Women’s Professional Network), by partnering with
Islamic organizations (e.g., the Sister’s Committee at a local
mosque), and snowball sampling. Leaders at the community
organizations we collaborated with also served as pilot intervie-
wees and provided valuable feedback on our interview protocol.
While we did not record the exact channel each participant
was recruited from, we did not observe concentration in any
particular channel. Only two participants were recruited via
snowball sampling. The first author kept recruiting participants
and conducting interviews until reaching saturation [24].

Table 1 provides an overview of participant demographics.
Our study captured the experiences of a specific subset (young
and highly-educated professionals) of Muslim-American
women. While this focus limits the generalizability of our
findings, our study contributes new insights into the unique
privacy experiences of this population. Participants were 22
to 39 years old (mean 28 years). All were college graduates,
and 11 held graduate degrees. Participants exhibited similar
levels of daily screen-time and tech use. Annual household in-
come varied from less than $25,000 to over $150,000. Thirteen
participants identified as South/Southeast Asian (Pakistani,
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Table 1: Participant demographics

ID Age CRS Education Ethnicity

P01 39 3.8 Master’s Degree South Asian
P02 27 4.8 Master’s Degree MENA
P03 26 3.6 Master’s Degree South Asian
P04 22 2.8 Bachelor’s Degree South Asian
P05 34 4.8 Professional Degree South Asian
P06 29 4.4 Master’s Degree South Asian
P07 25 4.4 Bachelor’s Degree MENA
P08 25 4.2 Master’s Degree South Asian
P09 25 4.8 Master’s Degree MENA
P10 35 3.8 Master’s Degree MENA
P11 26 4.6 Bachelor’s Degree Black or African
P12 29 4 Master’s Degree Central Asian
P13 29 4 Master’s Degree South Asian
P14 37 4.6 Master’s Degree South Asian
P15 25 4.8 Master’s Degree South Asian
P16 24 3.8 Bachelor’s Degree South Asian
P17 30 4 Bachelor’s Degree South Asian
P18 N/A 2.4 Doctorate Degree South Asian
P19 23 4.8 Professional Degree South Asian
P20 27 5 Master’s Degree Central Asian
P21 28 4.2 Bachelor’s Degree Black or African
MENA = Middle East and North Africa.

Indian, Bangladeshi, Indonesian), four as Middle Eastern or
North African, two as Central Asian (Afghanistan), and two as
Black or African. Participants’ CRS scores ranged from 2.4 to
5 (scale range is 1 to 5), skewing toward the higher end. Scores
were calculated using responses from items 1-5 on the exit
survey. The mean score of 4.17 maps to ‘highly religious’ [43].
We discuss the validity of these scores later in our findings.

3.3 Data Analysis

Interview sessions were audio recorded with Zoom. One
participant asked not to be recorded, and the interviewer
took notes instead. Recordings were transcribed using a
transcription service. The research team reviewed transcripts
to ensure consistency with the recordings. Throughout the
data collection process, the research team met regularly to
discuss the collected data.

We used an inductive approach [84] to analyze our interview
data so that findings would not be constrained by our research
questions. We used thematic analysis [19] to organize and
interpret interview transcripts and notes. The first author
began with theoretical memoing and affinity diagramming
to familiarize themselves with the data, while noting initial
reactions and ideas. The first author then conducted open,
inductive coding across the entire dataset to develop a
codebook. The research team then reviewed themes and
preliminary codes to check for their relevance to the entire

dataset. Themes were refined through further iterative rounds
of coding. Final analysis focused on extracting illustrative
examples for a cohesive narrative around our original research
questions. Though the research team worked together to
develop and evaluate codes throughout the analysis process,
the first author coded the entire dataset themselves, therefore
not requiring the calculation of inter-rater reliability [61].

3.4 Limitations
We chose an interview approach to gain insights into the
privacy experiences of a relatively understudied group. This
method also imposed certain constraints. Though our sample
had diversity along some parameters such as income, we can-
not claim that our sample is representative of the highly diverse
population of Muslim-American women. Our sample primarily
consists of young, highly educated Muslim-American women.
The experiences highlighted in our study are only reflective of
the lived experiences of those participants. This also differen-
tiates our sample from Muslim woman populations studied in
some prior research (i.e., women in the Global south with lim-
ited literacy [7, 10, 34, 80, 81]) and provides important insights
about this subpopulation. Furthermore, the interviewer’s
identity as a Muslim-American woman may have made some
participants more likely to disclose some details, but could
also have introduced social desirability bias for others [54].

4 Findings

Our findings are organized based on three distinct dimensions
of privacy concerns and the respective risks and harms
experienced by our participants. First, participants shared
privacy concerns tied to their identities as Muslims in the U.S.,
such as those related to targeted government surveillance.
Second, participants described concerns associated with their
identities more specifically as Muslim-American women, such
as those related to gendered cultural norms. Lastly, individual
religiosity and how participants practiced Islam (e.g., wearing
a hijab) also shaped their online privacy concerns.

4.1 Privacy Concerns as Muslim-Americans
While participants held multiple intersecting minority
identities, many related perceived privacy risks to their identity
as Muslim-Americans. Participants viewed these risks as
relevant to any Muslim-American regardless of gender,
age, or other characteristics. Concerns centered on the U.S.
government and military, strangers online, and companies.

4.1.1 Surveillance by the U.S. government and military

The most prominent concern, mentioned by almost all partic-
ipants, was targeted surveillance by the U.S. government or
military. While counterterrorism efforts targeting Muslims

USENIX Association Eighteenth Symposium on Usable Privacy and Security    391



emerged in the years immediately following 9/11 and many
have been disbanded since, several participants described suspi-
cion about the extent to which they were being monitored by the
government. Participants recounted stories of invasive govern-
ment practices they heard about from secondary sources (e.g.,
media outlets, podcasts) or from their own personal commu-
nities (e.g., a local mosque). Some participants described wit-
nessing or experiencing negative actions by governmental en-
tities (e.g., being disproportionately subjected to random TSA
checks). P19 discussed how a suspected FBI agent had been
monitoring and harassing community members at her mosque:

“Basically the FBI sent a fake convert...to [my] masjid
...This guy would go to people’s houses, befriend them,
record their private conversations. He had a camera on
one of the buttons of his shirt ...This guy would just bring
up jihad [holy war in Islam] randomly and all the guys
were like, ‘Okay...’ Eventually the masjid leadership ended
up reporting this guy to the FBI and the FBI didn’t do
anything about it because they were like, ‘Oh, it’s our guy.’
So the masjid got really suspicious.” (P19)

Governmental counterterrorism efforts have been inten-
tionally hidden [93]. With little verifiable information, many
participants speculated that the government simply had
access to ‘everything,’ i.e., any data about them in existence.
Participants thought that the government’s reach extended
from public social media posts to private text messages. This
concern of wide-reaching government access based on feelings
of uncertainty has also been observed in other communities
such as undocumented immigrants in the U.S. [39].

Additionally, participants often conflated what was acces-
sible to private companies with what was accessible to the
U.S. government or military. More than half of the participants
expressed concerns about how their personal data may be ex-
ploited by private companies (e.g., companies profiting from
targeted ads based on their personal data) as a generic privacy
risk. Several participants further shared concerns about how
private companies may share their information with the govern-
ment. For instance, P10 highlighted the reported data flow from
the Muslim Pro app to the U.S. military through data brokers:

“This is scary for me...Because I belong to a certain group
like being a Muslim person, I have to be watched. This
is kind of a burden...especially [when] anything that you
can type or write on social media can be used against
you...Maybe I’m overreacting, but since the Muslim Pro
app thing, when we all knew that they were selling our
data to the biggest bidder, I’ve questioned a lot what I’m
doing.” (P10)

As a result of perceived targeted surveillance and concerns
about how their data might be misused, many participants
described experiencing chilling effects similar to those
expressed by the Muslim community immediately after

9/11 [92]. This concern was exacerbated by the little autonomy
participants felt they had against the entities in question.
Most participants felt they had ‘some’ or ‘little control’ over
information collected about them by private companies;
12 participants reported feeling ‘no control’ regarding
information collected by the government.

Consequently, participants shared how they applied extra
caution in day-to-day online and offline behaviors, such as
avoiding posting about certain topics (e.g., political opinions
critical of the U.S. government on Twitter). These chilling
effects inhibited the degree to which participants felt they were
able to freely express themselves online, meaningfully engage
with others on social media, and consume media of interest.
P14 shared why she adopted selective self-expression online:

“I, as a Muslim, would not say certain words over text
or even online just because I know that those are not
good words to use...That would trigger [someone] to
monitor and look into my profile and what I’m doing, and
potentially have people tracking me. There are certain
things that we do online that would elicit a greater response
from other people. I think those types of things are
flagged...It would be taken to a whole other level versus
a white person looking that up...” (P14)

Fear of government surveillance has been documented
as a common privacy concern across the U.S. adult popula-
tion [98, 108, 109], and our findings indicate a continuing
salient level of anxiety among Muslim-American women.

4.1.2 Islamophobia and strangers online

Online hate speech and harassment was another dominant
risk participants linked to their identity as Muslim-Americans.
Unlike concerns related to government or corporate entities,
participants felt more equipped to protect themselves against
threats from strangers online. To avoid hostile or unwanted
attention, 19 participants described setting their social
media accounts to private so that their content was only
viewable by approved friends or followers. On platforms
designed for public engagement, such as YouTube or TikTok,
many participants opted to be passive spectators rather than
active content creators, a behavior also mirrored in other
exposure-sensitive populations [39, 59].

To avoid inciting hate speech from their approved friends
and followers, participants curated audiences with whom they
shared Islamic content (e.g., only sharing photos of them cel-
ebrating Eid with a subset of friends). Participants noted how
their strategies evolved over time. P02 provides an example:

“When I was a high schooler, I’d read maybe a Fox News
post on Facebook, and then I would see people cussing out
Muslims and I was so naive. I just thought I could convince
them, so [I’d be] like, ‘No, Muslims are good’...So in those
parts of [social media], I experienced very Islamophobic
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rhetoric. First it was like the replies back, and then I learned
to just block [them], and then I learned after that to just
not interact. Because there’s no point essentially.” (P02)

While such strategies offered participants relief from
becoming targets of Islamophobia, many still regularly
encountered Islamophobic sentiments shared online. Though
not directed at them individually, this constant exposure to
harassment still caused distress in their everyday Internet use.

4.2 Concerns as Muslim-American Women
In addition to the concerns linked to being Muslims in the
U.S., participants shared concerns and risks specifically tied
to being Muslim-American women. Many of these risks were
described to be equally motivated culturally and religiously,
with some participants describing them as results of “outdated
patriarchal values” (P18). Participants spoke at length about
deep gendered divides in expectations between men and
women within their communities. Almost all participants
noted that expectations and consequences Muslim men were
subject to were significantly different from those for Muslim
women. P07 unpacked these uneven cultural gender norms:

“I think Muslim women probably have to be a lot more
careful. Because we’re definitely judged more harshly.
I think men can get away with a lot more, and not get
judged for it. The actions they take, [they] don’t see him
as like, ‘oh, this is going to ruin your life’ in the way that
conversations happen with females in our community.
That’s how it feels. Like you’ve ruined your life with this
thing. So I think the ways that our communities interact
with us is very different.” (P07)

While participants expressed being adept in dealing
with Islamophobic strangers, they reacted differently when
asked about navigating online spaces they shared more
closely with their cultural and religious communities. Social
surveillance [34, 53] was a phenomenon that almost all
participants immediately recognized and felt subjected to.
Feeling pressured to accept the friend requests of those in their
extended communities out of social obligation, while dealing
with the consequences of context collapse [26, 31, 56], greatly
limited how participants shared content even on their private
social media profiles.

4.2.1 Social taboos and inappropriate content

Definitions of appropriate content to share online varied
depending on participants’ specific circumstances. For
example, a participant who grew up in an area with a large
Muslim population and attended an Islamic high school,
shared concerns about critiquing a popular Islamic scholar on
her personal social media. By contrast, a different participant,
who grew up as the only Muslim-American in town, worried

about untagging herself from photos in which she was
holding a wine glass. The broad recurring categories of taboo
content included photos with members of the opposite gender,
photos that placed the participant in potentially inappropriate
venues such as bars, photos of wearing clothes that could
be considered immodest (e.g., ranging from wearing the
hijab too loosely to wearing a bikini on the beach), content
about romantic or intimate relationships, and sharing personal
opinions on topics that participants felt Muslim women were
not typically vocal about (e.g., mental illnesses).

While tensions between cultural and religious expectations
of Muslim women and their online behaviors have been re-
ported in prior work [1, 2, 80], our participants faced the added
burden of navigating these cultural and religious expectations
in a society with differing ideals. Trying to assimilate into
western norms to subvert negative stereotypes [38, 94, 99]
while upholding the cultural values of Islam left many
participants distressed. For example, P01 described following
behaviors similar to other American women while being
cautious about her representation around family members:

“ A lot of times you lead the double life. Not in a bad way,
but I don’t feel like I’m very different from most other
American women because I pretty much do the same thing
a lot of American women do. I dress the same as them, I
eat the same kinds of foods. I’m single, so I date as well.
But I have to hide certain parts of that when I’m around
my family because it’s inappropriate, and I always have
to be aware of what’s acceptable culturally, so I can never
really share who I am.” (P01)

Participants tied these amplified tensions to their intersecting
identities as both Muslim and American women. Multiple par-
ticipants shared feeling they led ‘double lives’ and being unable
to find spaces in which they could share their full existences.

4.2.2 Protective strategies on social media

Participants noted that failing gendered expectations could
have several negative consequences. Most concerning was
the fear of reputational harm, which would affect participants
personally as well as those around them. As P09 explained,
“[It’s an] obsession with their image. You’re a Muslim woman.
You can’t do this. You’re representing our whole community.”
Participants emphasized that the degree of potential harm de-
pended on each individual family. Six participants had experi-
enced actual social repercussions from sharing ‘taboo content’
on social media, while nine noted that they had not but were still
deeply wary of the potential consequences. Participants mainly
shared the fear of ostracism; other less commonly noted harms
included explicit harassment and physical threats. Though risk
does not always lead to tangible harms (e.g., in the form of
financial loss), participants’ perception of risks should not be
dismissed as prior work has noted that perceived risk itself can
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simultaneously create harm by affecting one’s autonomy and
psychological state (e.g., through chilling effects) [23].

To avoid these harms while still engaging in sincere
self-expression, participants shared various strategies to create
boundaries online. A common strategy was to use multiple
social media profiles. All of our participants were active social
media users and had accounts on at least three platforms.
Having more than one platform meant that participants
could add particularly judgemental community members
on a selective set of social media accounts while hiding
their profiles on others. Those most likely to pose threats
typically included older extended family members and
religious elders, who usually only used Facebook. As a result,
some participants aligned their Facebook appearances more
closely with the expectations of their communities while
creating more authentic representations of themselves on other
platforms like Twitter or Instagram. P12 provides an example:

“Facebook definitely gets the more conservative, modest,
professional aspects of me, because not only is that my
friends, but it’s also family. I have some family that are re-
ally strict...Not much goes to Facebook, and if things do go
into Facebook, they’re still very modest, very conservative,
very clean post in aspects of what I wanted to post.” (P12)

Some participants also took steps to limit the content others
could see on the accounts they shared with those in their
community. Examples included using options for restricted
audiences (e.g., the close friends feature on Instagram),
configuring privacy settings (e.g., locking their profiles
on Facebook), and carefully vetting what kinds of content
they posted. P06 described having a ‘no-list’ of friends on
Facebook who had limited visibility of the content she posted:

“I definitely had a list of people [on Facebook], I think
it was just called my ’no-list’ and it was just like family
members that I felt like were a little...not trustworthy. I just
felt like they would more like[ly] share things with older
family members or other family members, and I just didn’t
really want to risk it... So if I posted a picture with me and
all my friends at the beach, it was for everyone but my list
of no people.” (P06)

Despite best efforts, some participants shared experiences
of data leakage, in which personal content they posted ended
up reaching unintended viewers. P04 recounted how a photo
in which she was tagged leaked to her family members and
expressed her frustration with Facebook’s privacy settings:

“There’s a time that I was wearing shorts in August in
Austin, Texas...It was just me standing there with my
friends. They took a photo. I was like, ‘Oh, that’s fine.
They took the photo. What are they going to do, send it to
my family?’ But then they posted it on Facebook. I think it
auto-tagged me...Somehow my settings were configured so
that my friends can see the photos that I’m tagged in from

other people. So, my family members had seen it because
it was posted by someone else before I could notice and
untag myself or delete it...I didn’t know it was there until
I logged in and I saw it was there. I would’ve preferred ...
‘Hey, you’re tagged in this photo. Do you want it to be on
your timeline?’ And it’s up to me to say yes or no.” (P04)

The desired feature P04 describes exists in Facebook but is
not the default. Participants attributed many instances of unin-
tended content sharing to the confusing choice architecture and
privacy-unfriendly default settings on social media platforms,
echoing existing privacy research on dark patterns around
privacy controls [22, 41, 55]. Other participants attributed data
leakage to individuals in their closer circles who might have
exposed their content to others. Interface changes without
sufficient notifications further pose barriers for participants
to manage their content effectively, as P05 described:

“I think Facebook changes how you have to adjust your
privacy settings, like every six months. And you are like,
‘what is this new thing I have to do? I have to click how
many buttons and do X, Y or Z?”’ (P05)

Ultimately, most participants felt they had more control
over the personal information they shared with others on
their private social media compared to limiting what data was
available to companies and the government. However, control
did not necessarily match concern levels. Though participants
may have felt less control over the information collected
about them by private companies, most participants expressed
heightened anxiety over social consequences than surveillance
capitalism by private companies [109]. This finding stands
in contrast to the reported privacy concerns of ‘general’
American Internet users, who typically identify private
companies as the biggest threat to their information [11].

4.3 Religiosity’s Influence on Privacy Concerns
In addition to concerns tied to being Muslim-Americans
and Muslim-American women, our findings suggest that
differences in personal beliefs (e.g., what constitutes prayer),
religious practices (e.g., veiling practices such as wearing a
hijab), and involvement with Muslim-American communities
and causes (e.g., the frequency of visiting a local mosque)
all played a role in participants’ conceptualization of privacy
concerns and harms.

To better understand how religion influenced participants’
privacy concerns and behaviors, we asked about each
participant’s religious practices during the interview; we also
asked participants to complete an Islam-specific version of
the CRS-5 [43]. The majority of our participants scored a 4
or higher on CRS-5 (mean 4.17), suggesting that our sample is
‘highly religious.’ However, the interview data revealed much
greater variation and nuance in religiosity than what the CRS-5
results indicate. Individual participants’ relationships with
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religion were deeply personal and were not accurately captured
by CRS-5. To understand this disconnect between qualitative
and quantitative responses, consider participants P07 and P14.
Both had similar CRS-5 scores (4.4 and 4.6) but described
their religious practices quite differently. P07, while regarding
herself as deeply spiritual, shared her deliberation of engaging
in only a subset of practices that she felt comfortable with:

“I think I’m a pretty deeply spiritual person and I’ve had
a lot of back and forth in terms of how I like to practice
with congregations...I’ve stepped away a lot from more
organized practice...When I was in a bigger city where there
was a lot more community, it just didn’t always feel like the
most comfortable. And when I was in very Muslim spaces,
it didn’t always feel like a great fit either, so I think I’ve
moved away from things that are more established.” (P07)

P14, on the other hand, shared her adherence to more
traditional practices, and how visiting and engaging with her
local mosque has always been important to her:

“I do the simple [things] like greetings, [celebrating] the
holidays, things like that...But I also grew up going to the
mosque too, very regularly...And then, I moved around
and I continued to always constantly go to the mosque,
and even here now, where I live now, I do as well. That
was a big part of my religion too, going to the mosque.
That cultural aspect, that socialization, is a heavy part for
me...Being part of a community, knowing that I’m part of
a community too." (P14)

Based on this insight, we decided to focus our analysis on
how participants described practicing Islam in the interviews
and how they integrated religious practices into their daily
lives. We found that more frequent intentional religious
practices coincided with participants who defined privacy,
in all regards, as an extremely important personal value. For
example, participants who reported praying all five requisite
prayers daily showed equal amounts of concern with regards to
government surveillance, social surveillance, and surveillance
capitalism. In contrast, participants who identified as Muslim
more culturally (e.g., only praying on religious holidays)
were more likely to show heightened concern for social
surveillance, but exhibited signs of resignation or apathy [29]
toward data collection practices of corporate entities, viewing
them as a trade-off between privacy and convenience [11, 85].
For instance, P06 shared that she preferred having sufficient
control over information shared on social media, but was
willing to be tracked in other contexts such as shopping:

“On social media, I like being able to exercise a certain
modicum of control, just because different people can
see different things...like different family members. I
don’t necessarily want everything out there all the time.
I’d like opportunities to regulate that. And then in terms
of other kinds of data, it would depend based on what

it is. There’s some data that I think is important for me
to give...that makes things a whole lot easier, like for
shopping...Tracking sometimes make[s] things easier and
is more targeted. I just would like to exercise a little bit
more control in that way, but to a certain degree. I think
I’d be okay with giving up some autonomy too.” (P06)

4.3.1 The impact of hijab

Veiling practices, as in whether or not a participant chooses
to wear a head or face covering, substantially impacted
participants’ privacy concerns. All participants who wore
hijab emphasized their autonomy and agency in wearing the
hijab as a personal decision. Some wore the hijab as an act of
visibility to present themselves as Muslim in all spaces, while
others felt it aligned with their conceptions of Islamic privacy
and their duty to protect their awrah [2]. Twelve participants
mentioned potential consequences of wearing the hijab as a
particular religious practice. Some of them felt that they were
subjected to more scrutiny by other Muslims. As an example,
P20 shared her frustration of having to contend with shaming
around how one wears the hijab:

“I think for a lot of Muslim women, there is a lot of
constant conversation about hijab, what is hijab, how to
wear hijab, how should you not wear it...blah, blah, blah.
It’s just ongoing. Often times I feel [it’s a] very unhealthy
conversation that really doesn’t benefit anyone. And those
conversations are driven by people who are not women...I
think that’s something a lot of Muslim women can relate to,
having to deal with that from outside the community and
within the community, being constantly critiqued.” (P20)

Other participants noted that wearing the hijab might disad-
vantage them in interactions with non-Muslims. For example,
hiring managers looking at an applicant’s social media profiles
would be able to conclude immediately that they were Muslim
based on the hijab, and act in discriminatory ways [5, 48, 73].

While all participants who wore the hijab were proud of
their choice and excited to represent themselves in digital
spaces, they described how this decision also comes with costs.
Our hijab-wearing participants shared unique strategies they
adopted to navigate the nuances of appearing visibly Muslim
online. Similar to some practices discussed earlier to keep
judgemental community members at bay, participants lever-
aged multiple social media platforms. By dedicating different
accounts for different purposes, participants were able to up-
hold certain outward images while still cultivating safe zones
for more authentic expression. Snapchat was particularly popu-
lar for its ephemerality of posts, with a few participants sharing
how they created women-only spaces with their closest friends
on Snapchat to share photos of themselves without hijab.

In addition to managing multiple accounts with different
content, our hijab-wearing participants shared other strategies
to preserve their privacy when needed. Examples included
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using images of inanimate objects or scenery as profile pic-
tures, utilizing internal networks to crowdsource information
for their needs (e.g., relying on Muslim Women’s Professional
Network instead of LinkedIn to look for jobs), and avoiding
certain platforms that could be hostile spaces for Muslim
women like themselves. P09 described her practice of selective
disclosure and self-representation (showing the hijab or not)
based on connections on the platform:

“I already feel like I have a lot working against me being
brown, being a hijabi...so I’m twice as cautious about what
information I post or how I express my views, which is
unfortunate because I am very outspoken and opinionated
and still feel that fear. I have a Finsta with the girls and the
gays that will see my hair. But I do not trust men. And so
especially [on] Snapchat, where I have basically no men,
I am more candid with what I will post there.” (P09)

Although our participants varied in their veiling practices
and respective motivations, participants shared consistently
that wearing a hijab exposed them specific risks and vulner-
abilities that were not experienced by Muslim women who
chose not to physically veil and non-Muslim women.

4.3.2 Closeness to community and activism

Participants who engaged in public Muslim activism or
relevant leadership expressed a particular subset of privacy
considerations. These participants publicly advocated for
specific social causes affecting Muslim communities online
(e.g., on a public Twitter account) or offline (e.g. attending
a protest), or have taken on public leadership roles in
Islam-affiliated organizations (e.g., being the president of a
Muslim students’ association).

Supporting certain social causes, particularly those
highlighting the plight of different Muslim communities, often
placed participants on the side of issues that could be perceived
as ‘un-American’ (e.g., critiquing the U.S. military in the war
on terror). As a result, several participants shared how they
had personally experienced privacy harms due to their activist
work, ranging from targeted online harassment to more intense
threats like doxing [96]. Such experience was particularly com-
mon when it came to controversial issues such as advocating
for Palestinian liberation in discussions of the Israel-Palestine
conflict. For instance, P02 shared her concern of being listed
on Canary Mission, which keeps a blocklist of pro-Palestine
activists, and how that might impact her job prospect:

“Canary Mission is a website that [documents] anyone
working in anything related to boycotting or divesting
Israel, or is Pro-Palestine...They basically dox people on
that website and employers look through that website, so
then those people can’t get jobs. That’s something I am
very careful [about] around my privacy or my identity
anywhere. I do have separate accounts for different

things...but if my face and name is on there, it opens you
up to a lot of harassment.” (P02)

Participants felt helpless with regards to these concerns and
struggled to develop meaningful strategies to mitigate privacy
risks associated with public Muslim activism other than
opting for more low-effort and anonymous ‘slacktivism’ [82].
However, as P19 unpacked, hiding traces of engagement with
Muslim activism is hard, and any slip-up could lead to severe
reputational damage:

“If you go to a protest, your name will be on there. You
[might] just share a picture of you at a protest, right? Cool.
You’re supporting a really worthwhile cause. Meanwhile
someone...could be like, ‘Oh my God.’ And then post you
on theirwebsite and your job prospects gone,your social im-
age tainted, people are calling you anti-Semitic, [or] they’re
calling you all these hurtful things that aren’t true.” (P19)

Ultimately, this left participants feeling as though they were
at an impasse. Participants had to either curb their activist
work or risk facing serious repercussions if they continued, a
dilemma also echoed in the continued chilling effects of fears
of government surveillance.

5 Discussion

Privacy needs are shaped by environmental, contextual,
and individual factors [3, 55, 71, 75]. However, the privacy
choices available in mainstream technology are often oriented
along profit margins and the larger goals of private-interest
companies. Privacy dark patterns are common among online
service providers [18, 70], deceiving users into surrender-
ing their personal information to maximize profit [109].
Value-sensitive design suggests that technological artifacts
are not value-neutral and instead reflects the creators and
communities they are borne from [36]. Even in cases where
users’ privacy needs are prioritized, technology developed and
designed for a ‘typical’ user in the U.S. will deviate from the
preferences of marginalized individuals and users across the
globe [27, 108]. Prior Islamic HCI work, primarily situated in
Muslim-majority countries, has recognized the role of Islam
in users’ interactions with digital technologies. Most notably,
Islamic sociocultural norms, widely adhered to by Muslim
families and individuals, can significantly impact how privacy
is understood and put into practice (e.g., women consider
their awra when posting photos of themselves) [2, 45, 69].
Our study shows how boundaries between Islamic norms and
Western-influenced technology get blurred in the experiences
of Muslim-American women — members of both mainstream
American society and of their particular religious and
cultural communities. Next, we discuss the crossroads of
intersectionality and privacy, and outline design opportunities
to support the needs of Muslim-American women.
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5.1 Privacy Through an Intersectional Lens

Our findings align with similar concerns expressed by women
in previous Islamic HCI research (e.g., upholding expectations
of modest dressing by community elders [2, 45, 77]), but at
heightened degrees because of our participants’ intersecting
identities as Muslim and American women. Our participants
further contended with unique considerations due to their
identity as Muslim women in the U.S. (e.g., being part of a stig-
matized minority religion, being members of minority ethnic
communities), and these tensions manifested in different ways
involving a variety of actors. For some, the fear of government
surveillance inhibited how they shared their political opinions
on specific topics online. Some struggled with crafting an
online presence that upheld the ‘rules’ enforced by their elders
while reflecting their more ‘American’ sensibilities (e.g., debat-
ing whether to post a photo at the beach in swimwear). Others
worried about Islamophobic threats, some pertaining to their
physical safety, when interacting with strangers online. These
situational anxieties as a result of being Muslim-American,
coupled with concerns of other Muslim women documented in
prior work (e.g., debating whether to share photos of oneself
without hijab [53]), left our participants feeling vulnerable.

In addition to the unique context of being a Muslim
woman in the U.S., we must also recognize the diversity
within the Muslim-American women population compared
to populations of women in Muslim-majority countries [6].
Women in our sample, and across the Muslim-American
women population, hail from various ethnic, racial, and
socioeconomic backgrounds. These different visible and
invisible social identities interact and intersect in many ways,
exposing individuals to varying experiences of discrimination,
privilege, and acceptance. This broad range of social identities
results in very different lived experiences, even among our
small sample, which further differs from the more unified set of
challenges experienced by those living in more homogeneous
Muslim-majority countries.

Examining the experiences of people who live with mul-
tiple marginalized identities, like Muslim-American women,
enables a deeper understanding of how privacy concerns are
rooted in the intersection of identities; such insights may not
as readily appear when focusing on a single or few minority
characteristics. Crenshaw developed the concept of intersec-
tionality [25], drawing on the work of many before her, as a
framework for better understanding the intersections of race
and gender. Work since then has discussed the application of in-
tersectionality in HCI research [52,72,79,90]. Women of color
in the U.S. are subjected to the ramifications of male superior-
ity and white supremacy among other hegemonic structures.
Muslim-American women, more specifically, are regularly ex-
posed to sexism, racism, and religious discrimination [20, 64].
The intersections of oppression mean that Muslim-American
women often face prejudice for each of their individual identity
characteristics, but also in compounded ways that cannot be un-

tangled. This insight was revealed in conversations with many
of our participants, including one who was unsure if the hostile
looks she received from strangers was due to her hijab or her vis-
ible Blackness, making her further protective of both identities.

Our findings add nuance to existing understanding of
Islamic norms in the digital world. While Muslim women in
Muslim-majority countries face similar religious and cultural
expectations within their communities, our participants, as
Muslim women in the U.S., described the extra burdens of
having to dispel stereotypes to those outside their community,
including the ‘violent extremist,’ the ‘oppressed Muslim
woman,’ and other stereotypes associated with their race,
gender, and class identities. The minoritized experience of
Muslim-American women helps conceptualize the privacy
needs of marginalized Internet users and how they relate to
and differ from those of more dominant groups [60].

5.2 Designing for Muslim-American Women
Our findings on the privacy concerns and experiences of
Muslim-American women reveal perspectives of individuals
living with multiple marginalized identities in relation to
privacy, usability, and design. While design improvements
alone cannot address deep-rooted structural and cultural
issues, we provide some key design insights and opportunities.
Our recommendations are closely based on insights provided
by our participants and further support prior frameworks for
designing usable and useful privacy interfaces [35, 88, 89],
social justice-oriented design [28], trauma-informed comput-
ing [21], feminist HCI [14], and more. This alignment with
prior work indicates the broader benefits of considering—and
centering—marginalized users in the design process: as
more diverse perspectives are included to better represent
the wide spectrum of individuals’ privacy needs, users from
all backgrounds also stand to benefit from more robust
applications of inclusive privacy design.

Considering identity-specific needs. Privacy settings are
often difficult to find and use [22, 40]. Our participants echoed
this sentiment, and several found privacy settings hard to
configure for their goals. While usability issues of privacy
settings affect all users, our participants expressed greater
insecurity and anxiety due to their identity-specific concerns
about consequences of Islamophobia, social surveillance, and
more. Participants were particularly frustrated when different
platforms had drastically different privacy settings, which
posed challenges to their impression and identity management.

Existing guidelines for designing privacy controls often
focus on general usability, modality, and legal require-
ments [35, 88, 103]. Following these principles, making
privacy controls easier to find and requiring consistency across
platforms might help resolve some of our participants’ tensions
and provide a stronger sense of safety. As an important next
step, usable privacy design needs to shift from solely focusing
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on the affordances of privacy controls to also considering
how identity and contextual aspects, such as digital literacy
skills [35], may affect users’ needs. For example, though some
design ideologies advocate for less notifications to alleviate
burdens on users’ cognitive load [83], some of our participants
felt extremely anxious about unanticipated system updates
and changes to privacy settings due to social surveillance
concerns. These participants would benefit from timely
and trauma-informed notifications about such changes [21].
Though our participants held many of the same general privacy
concerns as other Internet users, the unique contextual factors
that affect Muslim-American women must be treated with
care and should be reflected in system and interface design.

Enabling identity-based audience controls. Many
participants engaged in privacy-protective strategies that were
directly tied to their identities as Muslim-American women.
For example, some participants were part of closed groups on
Facebook or had created private alternatives spaces (e.g., secret
accounts under pseudonyms) to share specific content with
subgroups of peers. These behaviors allowed our participants
to draw clear boundaries and differentiate audiences to cope
with context collapse [56], similar to the practices of other
marginalized populations such as LGBTQ+ communities [31],
sex workers [59], and undocumented immigrants [39].

We suggest that platforms should explore more direct
opportunities for users’ audience stratification to help users
find better channels for peer support and grants users more
autonomy. For example, many hijab-wearing participants men-
tioned a need for women-only digital spaces. Instead of having
to go through the tedious process of adding individual users to
custom audiences, platforms could offer automatic differenti-
ation options such as ‘XYZ trait only’ in dropdown lists based
on other users’ disclosed traits, similar to existing choices like
‘friends of friends only’ [62]. This type of functionality, how-
ever, also presents its own set of challenges. Allowing users
to filter others by identity traits could reinforce echo cham-
bers [49] and online segregation [37]. Spaces catering to those
who share similar experiences and identities could be abused
by predatory individuals for targeted harassment. The feature’s
design, if not done carefully, could lead to users revealing
sensitive characteristics about themselves unintentionally due
to the groups they are added to; a potential idea to mitigate
this risk is enabling users to only allow particular other users
to exercise these filters about them. To avoid misuse and abuse,
identity-specific design approaches require further research.
Respective guidelines must be crafted carefully in collabora-
tion with community leaders, members, and organizations.

Supporting cross-platform data management. Aside from
lists, groups, and audience settings on a particular platform,
part of our participants’ strategies depended on the ability to
curate content and segregate audiences across multiple social
media platforms. All participants reported using at least three

different platforms, each for distinct purposes. This strategy
comes under fire as private companies move towards merging
different services and developing integrated ecosystems. For
example, Facebook and Instagram, both owned by Meta, are
tightly intertwined: Instagram may suggest ‘People you may
know’ based on connections on Facebook, and vice versa [63].
This context collapse creates harms—not just for our partic-
ipants but also for other marginalized populations [59]—by
violating the boundaries users intentionally set to avoid
unwanted exposure. Companies should assuage the concerns
of these populations by being transparent about how these
suggestions are made, and create features that allow them to
control if they are suggested to other users, and if yes, to whom.

Providing stronger privacy defaults. Our participants
faced repercussions as a result of unexpected default settings on
certain platforms. For instance, one participant dealt with rep-
utational damage when family members saw a photo that was
unintentionally shared as a result of Facebook’s auto-tagging
feature. Following this incident, the participant was forced to
become more familiar with Facebook’s privacy settings and
configure them to suit her needs. Prior work suggests that more
granular privacy choices can sometimes deter users [51, 95],
suggesting the efficiency of improving default options. The
instances described by our participants could be avoided by re-
quiring companies to practice privacy by default and set initial
privacy settings to be most restrictive (e.g., photo tags requir-
ing user approval). The platform could then ask the user if they
want to enable certain features such as auto-tagging, and in
doing so, explain both the benefits and potential risks of the
feature [89]. This suggestion can come into conflict with the
business goals of private-interest companies, and therefore may
be better enforced through stronger legislation and regulation.

6 Conclusion

Our findings corroborate with prior Islamic HCI research
and show how cultural and religious expectations can be
unevenly imposed upon Muslim women [77, 100], and
how these expectations shape their practices of navigating
online and offline spaces. By focusing on Muslim women
living in the U.S., our study contributes new insights into
this population’s concerns and experiences as they live
in societies oriented around Western norms and attitudes.
Our participants expressed privacy concerns as a result of
being Muslim broadly, as Muslim-American women, and
on their individual practice of Islam. Participants adopted
countermeasures to make technology work for them, such as
developing women-only spaces for self-expression and using
Muslim-friendly workplaces to find job postings. Our findings
contribute to an intersectional understanding of privacy. We
further presented design recommendations for technologies to
better cater to the privacy needs of Muslim-American women.
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A Pre-Study Survey

1. In which year were you born? Please enter your birth
year in 4 digits.

2. I identify my gender as ◦ Women ◦ Men ◦ Non-binary
◦ Prefer to self-describe: ___ ◦ Prefer not to disclose

3. What is the highest level of education you have com-
pleted? ◦ Less than high school ◦ High school graduate
or equivalent ◦Some college ◦Trade, technical or voca-
tional training ◦Associate’s degree ◦Bachelor’s degree
◦ Master’s degree ◦ Professional degree (JD, MD, etc.)
◦Doctoral degree ◦Other: ___ ◦Prefer not to disclose

4. I identify myself as (please select all that apply): ◦
American Indian or Alaska Native ◦ Middle Eastern
or North African ◦ Asian (including South Asian) ◦
Hispanic, Latinx, or of Spanish origin ◦Native Hawaiian
or Pacific Islander ◦ Caucasian ◦ Black or African
American ◦ Other: ___ ◦ Prefer not to disclose
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5. What is your current employment status? ◦ Employed
◦ A student ◦ A homemaker ◦ Military ◦ Retired ◦
Out of work and looking for work ◦ Out of work but not
looking for work ◦Other: ___ ◦ Prefer not to disclose

6. If you selected “employed” in the previous question,
please describe your primary occupation: ___

7. What is your immigration status in the United States?
◦ Citizen (born or naturalized) ◦ Permanent resident
◦ Non-immigrant (student visa, K-1 visa, etc.) ◦
Refugee/asylum seeker ◦ Other: ___ ◦ Prefer not to
disclose

8. What is your present religion, if any? ◦ Christian (includ-
ing Protestant, Catholic, etc.) ◦ Jewish ◦ Muslim (in-
cluding “Islam, Islamic, Nation of Islam, etc.”) ◦ Hindu
◦ Buddhist ◦ No religion, not a believer (including athe-
ist, agnostic) ◦ Other: ___ ◦ Prefer not to disclose

9. What was your total household income before taxes
during the past 12 months? ◦ Less than $25,000 ◦
$25,000 to $49,999 ◦ $50,000 to $74,999 ◦ $75,000
to $99,999 ◦ $100,000 to $124,999 ◦ $125,000 to
$149,999 ◦ $150,000 or more ◦ Prefer not to disclose

10. Do you or anyone in your household own any of the
following devices? Please check all that apply. ◦ Personal
computer ◦ Smartphone (can access the Internet, etc.)
◦ iPad or other tablet devices ◦ E-reader (e.g., Kindle,
Nook, etc.) ◦ Music Playing Device (e.g., iPod) ◦
Console-based gaming system (e.g., Xbox, Nintendo,
or Playstation) ◦ Voice-activated smart speaker (e.g.,
Alexa/Echo device, Google Home) ◦ Smart TV that
connects to the internet ◦ Digital media player and mi-
croconsole (e.g., Apple TV, Amazon Fire TV) ◦ Other:
___ ◦ None of the above ◦ Prefer not to disclose

11. (For each device selected in the previous question)
Thinking about a typical day, how much time do you
spend per day using your [Device X]? ◦ Never ◦ 0-1
hour ◦ 1-2 hours ◦ 2-3 hours ◦ 3-4 hours ◦ 4-5 hours
◦ 5+ hours ◦ I don’t know ◦ Prefer not to disclose

12. How would you like to be contacted for more information
regarding this study? ◦ Email (please enter your full
email address): ___ ◦ Phone (please enter your preferred
phone number): ___

B Interview Protocol

Hello, thanks so much for your time and participation today!
I am a PhD student at [anonymized institution], and I’m

really interested in understanding the everyday technology
practices of Muslim American women, and how technology
can be further innovated to best support your needs and leave

you feeling empowered. I am also a part of a larger research
project at [anonymized institution] who is conducting similar
research with other cross cultural populations.

In this interview, we hope to learn how you use technology in
your day to day for gathering information and communicating
with others,what some of your most pressing questions and con-
cerns are, and how you might feel better supported. We hope to
eventually use this research to develop tools to support you and
other members of your community in your daily tech practices.

You can expect our conversation to take between an hour
and an hour and a half today.

A couple of things before we start:

• We will compensate you $20 for your super valuable time.

• I would like to record this interview to help me remember
your responses and later analyze your responses. If you
are not comfortable with this conversation being audio
or video recorded, please let me know right now.

• To the extent possible, we will ensure that your identity
remains completely confidential. This means that we
will aggregate comments from all interviews so that
your comments are not easily traced to an individual.
If we quote you in our final report, we will do so
without identifying your name or specific role. If there’s
anything you really don’t want on the record, even if it’s
anonymous, please let me know that, too.

• This interview is entirely voluntary– if you want to stop
the interview at any point during this session, please let
me know. We can end the interview at any point and you
will still be fully compensated for your time.

Do you have any questions for me? Alright, then let’s get
started! I’m going to begin the recording and want to confirm
that you are consenting to participate in the study.

Part 1: Opening Questions

• On a typical day, what kinds of devices, websites, apps,
online services do you usually use? [Probe: Do you own
these devices or share them?]

• Are there aspects that concern you when using technol-
ogy? [Probe: One topic we hear a lot about lately is privacy
– to what extent does privacy matter to you if at all?]

• What does ‘privacy’ mean to you? [Probe: Are there
different types of privacy? Does your definition of
privacy change when you are online vs. offline?]

• Are you motivated to protect [reiterate what participants
said when defining privacy]? Why or why not?
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• What ‘stuff’ do you think about when it comes to
privacy risks? What specific things would you want to
protect? [Probe: Information about yourself? Certain
kinds of information? Information about others in your
community or network?]

• Who or what do you need to protect these things from?
Who or what poses a risk to your information?

• Are there groups of people who have to worry
about protecting their information more than others?
[Probe: Yourself? Other members in your community?
Muslim-American women in general? Why does this
group/person have to worry about it more than others?]

Faith-Related Questions

• What do you think it means to be a Muslim-American
woman today? [Probe: How would you describe
yourself? Your identity? What’s part of that?]

• Are there any experiences unique to being Muslim-
American woman today? [Probe: Are there any
experiences you would identify as collective experiences
for all Muslim-American women?]

• People practice their religion in many different ways. How
often do you do something related to practicing your reli-
gion? What kinds of things? [Probe: How long have you
practiced this way? Have you always practiced this way?
Are there times you present as Muslim and other times
you do not? How about in online spaces? Do you attend
or visit any mosques or religious community centers?]

Part 2: Scenario-Specific Privacy Concerns
Perfect! Thank you for those answers, we’re going to be
moving on to the next section of our interview now. These
next questions are going to be less general and more specific
to a couple of different contexts.

Scenario: Ad Tracking

Today it is possible to take personal data about people from
many different sources – such as their purchasing and credit
histories, their online browsing or search behaviors, or their
public records – and combine them together to create detailed
profiles of people’s potential interests and characteristics.
Companies and other organizations use these profiles to offer
targeted advertisements or special deals, or to assess how risky
people might be as customers.

• Is this something you’ve already heard about? [Probe:
How many companies do you think use profiles like
this for their own goals? Would private companies or
organizations use this information for any other reasons
[than the ones mentioned in blurb]?]

• When you are online, do you ever see advertisements that
look like they might be based on a profile of you that uses
your personal data?

• What information do you think is used to create these
profiles? [Probe: Personal information (e.g., social iden-
tities)? Posts on social media? Search terms? Purchases
online? Private conversations via text? Can location data
from your personal phone’s location services be used for
these profiles? Is this a good or bad thing?]

• Is there any information about you that might be used for
these profiles that you wouldn’t want to be used? (E.g.,
health data, religion, sexual orientation)? Why?

• How accurately do these advertisements actually reflect
your interests and personal characteristics?

• How might private companies use a data profile of you
in ways that you find acceptable? [Probe: Share your info
w/ outside groups doing research that might help improve
society? Develop new products? Optimize functionality
of the service? Tailor product recommendations?]

• How might private companies use a data profile of you
in ways that you find unacceptable? [Probe: What are
some concerns you might have about the data private
companies are collecting about you?]

• How much control do you feel you have with regards to
the information private companies collect about you?

Scenario: US Government/Military Threats

• Based on what you know, do you think what you do (in-
cluding on your cell phone or offline) is being monitored
by the US government or military? How much? Why?
[Probe: Does your understanding of what information
might be collected about you by the US government or
military change the things you do or how you act online?]

• What information do you think the US government or
military is particularly interested in collecting about indi-
viduals? Why? [Probe: Are they interested in collecting
information about some individuals/communities more
than others? Why?]

• Do you believe the government collects data about all
Americans to assess who might be a potential terrorist
threat? [Probe: Is this an acceptable or unacceptable prac-
tice? Why or why not? Are some individuals more likely
to be monitored closely than others? Why or why not?]

• Do you have any concerns about what information is
being collected about you by the US government or
military? [Probe: Are any of these concerns related to
your identity as a Muslim-American?]
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• Have you heard of any instances in which information
about people from your community (at large) was
collected or used by the US government or military in
a way that was harmful?

• Do you think it’s possible to go about your daily life
without having any government or military entity collect
data about you?

• How much control do you feel you have with regards to
the information the US government or military collects
about you?

Scenario: Online Islamophobia

• Do you think information you share online can be used
against you by people you don’t know? How?

• Do you think information you share online can be used
against you in discriminatory ways? How? [Probe: What
kind of information can be used to harm you? What kind
of people might want to use information about you to
harm you? How might they access that information about
you? Do you do anything to protect your information
from people you don’t know?]

• What platforms or spaces do you feel are people most
likely to engage with you in harmful ways? [Probe: Why
do you feel this way?]

• Have you ever witnessed or seen an instance of Islam-
ophobia online? [Probe: Would you mind describing that
experience?]

• Have you ever personally experienced an instance
of Islamophobia online? [Probe: If yes, would you
mind describing that experience? If not, have any of
your family or friends ever experienced an instance of
Islamophobia online?]

• Have you experienced a situation in which what you
did online affected your life outside of that space?
[Probe: Can your online presence or behavior give rise
to discrimination in other environments?]

• How much control do you feel you have over the
information you share publicly online with everyone?

Scenario: Social Surveillance & Social Media Use

• What social media platforms or social networking sites
do you typically use?

• What kind of information do you share [on mentioned
platforms]? Can you give me an example?

• Have you ever hesitated to share something online, even
if you weren’t posting it publicly? Why?

• What kinds of considerations do you have when posting
or sharing something on your personal social media?
[Probe: Why do you have these considerations? Does the
type of content matter (e.g., political opinions, photos
of you, sharing personal thoughts and reflections)? Why
or why not? Does the particular social media platform
matter? Why or why not?]

• Do you share everything you post online with all of your
connections on a given platform? [Probe: Do you have
specific audiences that you share specific content with?
Do you have specific platforms you share specific content
on?]

• Recall a time when you posted something on [particular
platform] that you only shared with some of your
connections. Can you walk me through the thought
process you had as you went through with posting it?
[Probe: What would happen if the people you didn’t want
to share that post with happened to see it?]

• Do you think there can be social consequences to
posting certain kinds of content online with your online
connections? What are they? [Probe: Where do those
consequences come from? Are these consequences
related to your identity as a Muslim woman? How? Are
these consequences different for Muslim women than
they are for Muslim men?]

• We talked about what might be problematic to post/share
online. In your practice of your faith, how would you
define ‘haram’ behaviors? [Probe: Is this definition
different from how others in your community might
describe it? In what ways?]

• Are there similar considerations you have with regards
to any other online behaviors (e.g., who you follow, who
you are friends with, what you ‘like’)?

• How much control do you feel you have over the informa-
tion you share privately online with your connections?

Are there any other important concerns or considerations
you have when using the Internet that we have not discussed
yet today? Are any of these concerns related to your identity
as a Muslim-American woman?

Part 3: Privacy Mitigation Behavior
Now we’re going to move away from those context specific
questions and think more broadly about all the different
concerns we’ve discussed today.

• I was wondering if you have changed the way
you use technology in response to any of those
concerns? (E.g., changed settings, used a browser
extension/software/other protective tool, abstained from

USENIX Association Eighteenth Symposium on Usable Privacy and Security    405



certain tech usage, etc.) [Probe: Can you tell me about a
recent time when you avoided using a specific technology
or platform, if that happened? Are there any topics you
deliberately choose not to discuss or share via tech
(messaging apps, social networks, devices etc.)?]

• Have there been any events in your own life that made you
change your technology practices? [Probe: Can you tell
me about any specific instances? Is this an active change?]

• Have there been any events related to your identity as
a Muslim women broadly that made you change your
technology practices? [Probe: Can you tell me about any
specific instances? Are you still doing it now?]

• Have you ever experienced a privacy violation, breach,
or other negative experience (related to privacy) online?
[Probe: For instance, someone gained unwanted access
to your personal information?]

• In general, what specific steps, actions or strategies have
you taken to protect your personal information and pri-
vacy online? Could you give me any specific examples?
[Probe: Where or from whom did you learn that strategy?
Are these strategies easy or difficult for you to use?]

• What sources do you trust when seeking privacy advice?

• When it comes to protecting your information [or privacy]
how helpful or hurtful are the [features/options/settings]
on the different apps and platforms you use? [Probe: How
could they be better for your needs?]

• How much do you feel you understand the laws and
regulations that are currently in place to protect your data
privacy?

Part 4: Closing Questions
In your opinion, what are some ways Muslim American
women like yourself could better protect themselves online?
What seems to be missing for you? (E.g. better tools to allow
people to control their personal information, stronger laws
regulating what companies can and cannot do with people’s

personal information, privacy laws and policies that are
easier for people to understand and engage with, better/free
educational opportunities that teach individuals about online
defense tools and strategies)?

Would you be interested in being contacted for future
studies? What would be the best way to reach you?

Any questions about our study or any of the topics we
discussed today? If you have any questions later you can
always contact me at [anonymized email address].

Thank you so much for participating! As we wrap up and
I still have you on the line, I’m going to go ahead and send
you the virtual gift card and make sure you received it. While
I’m doing that, I’m just going to send you a link to this last
post-interview survey that’s super brief and you can go ahead
and leave whenever you’re done. [Link]

C Post-Study Survey

1. How often do you think about religious issues? ◦ Never
◦ Rarely ◦ Occasionally ◦ Often ◦ Very often

2. To what extent do you believe that Allah or something
divine exists? ◦ Not at all ◦ Not very much ◦ Neutral
◦ Somewhat ◦ Very much

3. How often do you take part in religious services? ◦ Never
◦ Rarely ◦ Occasionally ◦ Often ◦ Very often

4. How often do you experience situations in which you
have the feeling that Allah or something divine allows
for an intervention in your life? ◦ Never ◦ Rarely ◦
Occasionally ◦ Often ◦ Very often

5. People practice their religion in different ways. How
often, if at all, do you pray? ◦ Hardly ever, only during
religious holidays ◦Only on Fridays ◦Only on Fridays
and religious holidays ◦ More than once a week ◦
Every day at least once ◦ Every day five times

6. How important is religion in your life? ◦ Not at all
important ◦ Not too important ◦ Somewhat important
◦ Very important
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Abstract
Digital life enables situations where people invade other’s
privacy – sometimes with harmful intentions but often also
without such. Given negative effects on victims of privacy
invasions, research has examined technical options to prevent
privacy-invading behavior (PIB). However, little is known
about the sociotechnical environment where PIB occurs.
Therefore, our study (N = 95) examined possible situational
(effort necessary to invade privacy) and individual determi-
nants (e.g., personality) of PIB in a three-phase experiment.
1) Laboratory phase: participants were immersed into the sce-
nario; 2) privacy-invasion-phase at home: automatically and
covertly capturing participants’ PIB; 3) debriefing-phase at
home: capturing whether participants admit PIB. Our results
contribute to understanding the sociotechnical environment in
which PIB occurs showing that most participants engaged in
PIB, that the likelihood of PIB increased when it required less
effort, that participants less likely admitted PIB for more sen-
sitive information, and that individual characteristics affected
whether participants admitted PIB. We discuss implications
for privacy research and design.

1 Introduction

Everyday, people provide private information in digital spaces.
This way, we reveal information that attracts the attention
of companies, governments, but also of people in our every
day’s life [1]. For example, we might observe somebody else’s
smartphone conversations while sitting in the bus (i.e., "shoul-
der surfing"; [2]). Sometimes it may be tempting to look into
someone’s browser history when they have left their device
unattended [3] or to read an email that has accidentally been
sent to the wrong recipient [4]. These examples describe be-
havior where people access private information of others – not
necessarily to do any harm but due to curiosity [2]. We sub-
sume this behavior under the term privacy-invading behavior
(PIB).

Although PIB may not be intended to harm anyone, it seems
to be socially unacceptable and can lead to negative conse-

quences [2, 5]. Specifically, PIB evokes negative feelings for
people whose privacy is being invaded (e.g., feeling observed,
harassed; [5]). Furthermore, experiences with PIB can cru-
cially affect future social interactions or handling of sensi-
tive information [6, 7] (e.g., stop using social media; remain
overcautious in digital communication). Although for people
engaging in PIB it can come with positive feelings such as
amusement, they can also end up feeling uneasy or guilty [2].

PIB happens frequently [2] but research knows little about
when such behavior becomes more likely and about who will
be more likely to engage in such behavior. Moreover, to the
best of our knowledge what we know stems from correlative
research which is understandable given the possible ethical
issues associated with experimental intervention studies. To
overcome this limitation and to shed further light on situa-
tional and individual characteristics that determine PIB in
digital spaces, we conducted an experimental study including
three phases in a highly controlled but nevertheless realis-
tic setting enabling to control ethical issues associated with
this kind of research. In phase 1, participants were asked to
provide private information about themselves in a laboratory
study. In this phase, participants also responded to question-
naires capturing individual characteristics (e.g., personality).
In phase 2, participants received an email including private
information captured in phase 1 from a supposed other partici-
pant (a text and a video file). This way, participants were given
the opportunity to show PIB by accessing information of the
other person. We manipulated the "necessary effort" to access
these information: Whereas one half of participants was able
to access the information directly via a link, the other half
needed to insert a password that was easy to guess. Access of
the files was tracked. In phase 3, participants received another
email telling them that there has been an error during the
sending of emails in phase 2. Then, they were asked to indi-
cate whether they accessed the files and were asked to justify
their possible PIB. With these three phases, it was possible to
show a) that most participants engaged in PIB (66% accessed
the text, 57% the video file), b) that situational characteristics
(i.e., necessary effort) influenced the likelihood that people
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invade others’ privacy, c) that individual characteristics cap-
tured in phase 1 negligibly affected whether people invade
other’s privacy in phase 2, and d) that the type of information
as well as individual characteristics influenced whether people
admitted that they accessed other’s private information. Our
study contributes to our understanding of PIB by shedding
light on sociotechnical environments that may promote or
prevent PIB.

2 Related Work

2.1 Privacy-invading behavior

Research has investigated PIB predominantly from the per-
spective of deliberate attacks and with the goal to prevent
privacy invasions. For instance, Bošnjak and Brumen [8] re-
viewed research on ways to prevent harmful privacy invasion
through shoulder surfing. Shoulder surfing describes behav-
ior where people covertly observe somebody else’s screen of
those people’s electronic devices [2]. This way, observers can
access sensitive data and the victim can be harmed (e.g., by
finding out someone’s passwords; [9]). As another example
of PIB, in an infamous incident, employees at a company
selling security cameras had access to customers’ cameras
for administrative or maintenance reasons but also occasion-
ally accessed camera recordings for other reasons thus invad-
ing those people’s privacy [10]. Even though some of the
aforementioned behavior could be aimed towards harming
someone (e.g., blackmailing; voyeurism; [11]), PIB also hap-
pens without any intention to harm. Results by Eiband et
al. [2] as well as research on social curiosity [12–14] sup-
port that PIB is often not aimed towards harming anyone.
When people engage in shoulder surfing, they often do so with
harmless intentions, and due to curiosity and boredom [2].
Accordingly research sometimes distinguishes PIP according
to whether it was intentional (vs. unintentional) and according
to the nature of the consequences for the victim (harmful vs.
non-harmful) [15]. Following this classification, our study
addresses unintended PIB with non-harmful consequences.
In our opinion, however, the classification of PIB in such a
scheme lacks objectivity and may therefore fall short of the
mark: Even though PIB might be without any harmful intent,
people might later start to use the collected information in a
harmful way. For example, pupils might make fun of another
pupil because of watching a video they deem to be "uncool".
Collecting this information by shoulder surfing might have
happened without a certain intention but results in negative
consequences. In addition, even if a certain information is not
used in a harmful way, the person whose privacy is invaded
may still feel attacked or angry because someone accessed
information without consent. Thus, even benign PIB without
intent may result in negative consequences for the victim.

2.2 Determinants of PIB

Even without harmful intentions, PIB can involve negative
consequences for people whose privacy is being invaded. To
prevent such negative outcomes, it is crucial to understand
such behavior and to prevent privacy invasions. Whereas tech-
nical means to hinder PIB are one important factor [8], ex-
amining why people engage in such behavior helps to better
understand sociotechnical environments that affect PIB [2].

Initial work has investigated the determinants of PIB. In
this regard, Eiband et al. [2] was the main inspiration for the
current study. They used a survey to understand the situations
where shoulder surfing happens and to investigate motivations
that may determine shoulder surfing. From their results, we
identified two possible categories of determinants of PIB: 1)
situational determinants, 2) individual characteristics. How-
ever, the results by Eiband et al. [2] stemmed from a survey
where participants reflected situations where they engaged in
PIB in the past, only allowing for post-hoc interpretations of
possible determinants of PIB. We aimed to go beyond these
results and examine the hypothesis that situational and individ-
ual determinants affect PIB by experimentally investigating
their possible effects.

Regarding situational determinants, arguably there is a
large variety of situational determinants that may affect PIB.
In line with the findings by Eiband et al. [2] we focus on effort
to access private information. Their participants reported that
other people’s electronic devices were in their line of sight
which made them inadvertently watch other people’s interac-
tion on their devices. Consequently, in this situation PIB may
happen because people do not need to take efforts to engage
in behavior that allows them to access private information. In
digital environments, passwords are one example to make it
more effortful to access someone’s private information. Up-
loading files into a shared cloud and using a password for
these files increases the effort necessary to access this infor-
mation. This is also true if the password is easily available
(e.g., because it is written down in another file) or guessable
(because the password is the other persons’ date of birth,
which is still often the case; [16]).

In our study, we experimentally manipulated whether more
effort was necessary to access someone’s private information.
Specifically, participants in our study received an email that
was clearly addressed to a different person. In one condition,
private information was password-encrypted (with the possi-
bility to derive the password from the information available in
the email). Participants thus needed to find out the password,
type in the password, and only then had access to private
information of the other person – they needed to show effort
before they could access private information. In contrast, in
the no-password condition, participants had to click on a link
to readily access the private information. In line with this
argumentation, we propose the following hypothesis:

Hypothesis 1: Participants show more PIB when accessing
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the private information requires less (i.e., clicking on a link)
compared to more effort (entering a password that participants
need to derive from an email).

Beyond situational determinants, individual characteristics
may influence the likelihood that people engage in PIB. Prior
research suggested that a large range of individual character-
istics could affect PIB [2, 14]. We thus focus on a range of
individual characteristics that can roughly be put into three
groups: personality, privacy concerns, and individual charac-
teristics that align with possible motivations behind PIB.

Under personality we subsume the Big Five personality
facets openness for experience, conscientiousness, extraver-
sion, agreeableness, and neuroticism [17], honesty-humility as
proposed to be the sixth general personality facet [18], as well
as the three dark personality facets Machiavellianism, nar-
cissism, and psychopathy [19]. People with a high openness
for experience enjoy new activities [20], thus they may also
be more interested in acquiring private information of others.
Highly conscientious people take obligations seriously [21]
and see possibly harmful behavior as more problematic [22].
Thus, they may be less likely to invade other’s privacy. Ex-
troverted people are sociable and enjoy getting to know oth-
ers [21]. Research has shown that introverted people value
privacy more strongly which also seems to apply to digital
privacy (e.g., they share less information online; [23]). Con-
sequently, it might be less likely that introverted people will
invade others privacy. Agreeable people tend to shun away
from confrontation and want to get along with others [18].
For them, PIB may be less likely because privacy invasions
may offend others. People high on neuroticism worry about
many things and are more easily to upset [21]. They have been
found to be especially concerned about sharing sensitive infor-
mation [22] thus they might also be less likely to take a look
at sensitive information of others. Honesty-humility describes
a personality facet of people who are honest and who tend to
follow rules [18]. People with high levels of honesty-humility
may be less likely to engage in PIB because it constitutes
behavior that contradicts the rules of good citizens’ behavior.

Dark personality facets subsume Machiavellianism, narcis-
sism, and psychopathy [19]. All of these traits may increase
the likelihood that people will engage in PIB. Machiavellian-
ism describes a trait of people who use cunning methods to
manipulate others to their own benefit and who have little
emotional involvement in interpersonal relations. People high
on Machiavellianism have been found to disrespect others’
privacy [24, 25] and may thus also be more likely to show
PIB. Narcissism reflects a trait of people who believe they
are more important than others and who want to be admired.
People with strong narcissistic personality tend to disclose
more private information on social media [23] and might be
more likely to invade other’s privacy because they want to
compare themselves to others [19]. People with high levels
of psychopathy lack empathy and remorse and are less con-
cerned with morality of their actions [19]. They may thus be

more likely to invade other’s privacy because they may not
realize that this is uncomfortable for the person whose privacy
is being invaded.

Privacy concerns might additionally be an important de-
terminant of individuals’ PIB. People with strong privacy
concerns are sensitive about their private data and more gen-
erally about the topic of privacy [7, 26]. Consequently, such
people may be less likely to engage in PIB as they are more
aware of the sensitivity of private information. Furthermore,
they may less likely access others private information because
they themselves would not want their privacy to be invaded.

Finally, we hypothesize that people with tendencies for
online exhibitionism, thrill-seeking, and social curiosity (i.e.,
individual characteristics that align with possible motivations
behind PIB) make PIB more likely. Online exhibitionism
describes a characteristic of people who enjoy presenting
themselves on the internet [27]. As people who engage in
online exhibitionism reveal much private information, they
might also be more interested in other’s private information.
Thrill-seekers are people who like to engage in dangerous
and semi-legal activities for the sake of experiencing nov-
elty [13]. Thrill-seekers may enjoy that they are engaging in
unaccepted behavior thus being more likely to invade others
privacy. Finally, social curiosity describes a characteristic of
people who are interested in the lives of other people, but in
extreme versions can also be a characteristic of people who
enjoy observing others without their knowledge [14]. This
indicates that social curious people may be more likely to
invade other’s privacy.

In sum, for all these individual characteristics, there is rea-
son to believe that they can influence PIB. We thus propose
the following research question (RQ):

RQ1: Do individual characteristics affect the likelihood of
PIB?

2.3 Admitting PIB

Since PIB is socially unacceptable and associated with neg-
ative consequences for the parties involved [2, 5], admitting
such behavior might not be easy and may depend on situa-
tional and individual characteristics. Regarding situational
determinants, if it required more effort to access someone’s
private information, wrongdoing may be more salient and it
might be less plausible to deny it. In our case, if participants
only need to click on a link, they can admit that they did so be-
cause they can plausibly say it happened because they wanted
to check what kind of information are provided behind these
links. However, if people have to find out a password, type
in this password and thus take effort to access the provided
information, it is less plausible to deny that they accessed
private information "by accident". Thus, these people may be
less likely to admit that they accessed private information due
to being aware of their wrongdoing.

Hypothesis 2: Participants will less likely admit PIB when
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accessing the private information requires less compared to
more effort.

Regarding individual characteristics, some of the aforemen-
tioned characteristics may increase the likelihood that people
admit that they engaged in PIB, whereas others may make
it less likely. Specifically, conscientiousness, agreeableness,
and honesty-humility may increase the likelihood that people
admit wrongdoing. In contrast, the dark personality facets
may decrease this likelihood. For the other individual charac-
teristics we capture in our study, it is less straightforward to
propose associations with admitting PIB. However, to explore
the relation of individual determinants and admitting PIB we
propose,

RQ2: Do individual characteristics affect the rate with
which people admit PIB?

3 Method

Following suggestions to prevent typical fallacies of non-
reproducible science [28], we preregistered our hypotheses
and research questions, dependent variables that we wanted
to capture, experimental manipulations, data analysis plan,
and planned number of participants before data collection
started. While conducting the experiment and the analy-
ses, we followed our preregistration available at https:
//aspredicted.org/e4m32.pdf. The materials, data, and
analysis to reproduce the current findings are available at
https://osf.io/zcq2e.

3.1 Ethics statement

The first authors’ university’s ethical review board evaluated
and approved this research project. Since this study included
deception, a complex design, and a sensitive context, a require-
ment for ethics approval was a controlled environment that
enabled managing participant flow, ensuring that participants
do not reveal the purpose of the study to others, and ensuring
that participants are contactable for debriefing. This was only
possible with a student sample. To enable informed consent,
we debriefed participants about the study objective, informed
that participation was voluntary and highlighted repeatedly
that participants could withdraw from the study. Further, we
did not collect any personally identifiable information, and
none of the authors were instructors of the student participants
to ensure voluntariness. The evaluation materials that were
sent to the participants were created together with a profes-
sional actress. At the end of phase 3, we conducted a formal
debriefing for participants, informing them of the true purpose
of this study and assuring them that no personal information
was stored from them.

3.2 Procedure
The study consisted of three phases. In phase 1, participants
took part in job interview study in a laboratory setting which
served as the cover story for our study. In phase 2 (one day
after phase 1), participants received an email with the exper-
imental manipulation. In phase 3 (two days after phase 2),
there was a post-experimental survey. Figure 2 shows a flow
chart summarizing the study procedure.

3.2.1 Phase 1: Laboratory examination

Participants were invited to our laboratory and were told
that they will conduct a study on the automatic evaluation
of job interviews. After giving their informed consent, par-
ticipants were asked to complete a questionnaire capturing
demographic data and individual characteristics (see section
3.3). Then, they participated in a mock job interview with
a trained interviewer. During the interview, a video camera
filmed participants, and they were able to see that a video
recording software recorded them on a nearby computer mon-
itor. This was done to ensure that participants believed that
they were recorded during the interview and later automat-
ically assessed by a computer program (however, we never
actually recorded the interviews). The interview started with
common questions (e.g., tell us about your strengths) and
continued with increasingly personal questions (for instance
asking about participants’ family planning, marital status; we
chose questions that are illegal in selection interviews but
where research has shown that they are common in prac-
tice [29]). To increase plausibility of our cover-story, after the
interview, participants responded to questions assessing their
perception of the interview process (e.g., regarding fairness of
the process; [30]). However, the only purpose of the interview
was to draw attention to the interview setting and to make par-
ticipants believe that they, and other participants who would
take part in the study, had to share private information with
the interviewer and that this information was recorded. In the
end of phase 1, participants were told that they would receive
an evaluation of their interview via email.

3.2.2 Phase 2: At home, privacy-invasion phase includ-
ing email with experimental manipulation

One day after the interview, participants received an email
containing links to a text evaluation and a video of the in-
terview (see Appendix Table 3 for the email). However, the
email was addressed to another supposed participant of the
same study named "Luca". This way, participants were tricked
to believe that they received an email actually intended for
another person. In the email, Luca was thanked for their partic-
ipation and was informed that they will receive the evaluation
of their interview via two links contained in this email. The
email further informed the recipient that the first link will
direct them to a text file that presents an evaluation of the
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Figure 1: Flow chart of the study procedure. Items below the boxes indicate the measured variables. See Section 3.2 for further details.

interview and that the second link will direct them to a video
file of their interview that has been conducted in phase 1.

At this point, we experimentally manipulated the effort
necessary to access the other person’s private information.
In one group, the email contained information that access to
the text and video files is password-protected using the email
recipient’s first name (thus, the correct password was "Luca").
The links for this group led to a page where participants were
asked for the password and only after correctly inputting the
password the files could be accessed. In the other group, no
password protection was mentioned and the links led directly
to a page with the respective files. The web pages containing
the text and the video file logged the duration of accessing
the information.

At this point, some people wrote us that they received a
mail containing evaluation materials from another person. We
responded that we will clarify what happened but did not
disclose our experiment. Disclosing our experiment would
have destroyed our manipulation and participants who wrote
us an email might have reacted differently to our final survey
(see Phase 3).

3.2.3 Phase 3: At home, debriefing-phase and post-
experimental survey

Two days after the first email, participants received an apology
and information that due to a technical error several emails
had been sent to wrong recipients (see Appendix Table 4 for
the content of this email). To uphold the cover story, the email
asked participants to respond to another questionnaire that
was supposedly aimed towards estimating the extent of this
supposed error (details on the questionnaire in phase 3 see
section 3.3 and Appendix Table 6). First, participants were
asked multiple-choice questions to assess whether they had re-
ceived an email to make sure that phase 2 worked as intended.
Then, participants were asked open-response questions that
captured whether participants remembered the name of the
person who was the actual recipient of the email, whether
and how they realized that they had received a wrong email,
and whether they remembered details about the other person.

Afterwards, participants responded to a manipulation check
for the password condition (i.e., "Were you asked to insert
a password at any point?"). Subsequently, participants were
asked whether they accessed the other person’s private infor-
mation, thus recording whether participants admitted their
potential PIB. Participants were then asked to justify their
possible PIB via an open-ended question.

Then, participants were debriefed about the actual objective
of the study. Specifically, they were informed that the objec-
tive was to examine whether people would access other’s
private information when given the opportunity to do so and
whether they would admit accessing this private information.
Furthermore, we told participants that we covertly captured
whether they accessed the other person’s text and/or video file
thus informing them that we knew whether they accessed the
files. We emphasized that we never recorded or stored their
interview answers and there was no leakage of their private
information. Afterwards, participants were asked about the
credibility of the cover story of the study. In addition, we
asked participants about their cognitions and emotions regard-
ing the private information that they accessed and they were
once more given the opportunity to justify their potential PIB
the same way as before the debriefing.

3.2.4 Rationale for the procedure

To provide detail on the rationale behind the procedure of the
current study, we now present prerequisites for our study and
consequences that have manifested in our procedure.

1. Participants needed to be immersed into a realistic situ-
ation. If it would have been too obvious that the study
was about PIB, people might adapt their behavior in a
socially-desirable way. Consequence: We used the cover
of a "job interview study". These studies are common at
the main authors’ research institution. We also embed-
ded the questionnaires that were central to our research
questions with diversion questionnaires that maintained
the "job interview" facade.

2. We needed the option to experimentally manipulate the
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effort necessary to access another person’s private in-
formation. Thus, we needed a situation where we could
make it harder to access private information and at the
same time not too hard for laypeople. Consequence: Dur-
ing phase 2, we manipulated the necessary effort using
an easy-to-derive password. Having a password makes
it implausible that participants just clicked on a link "by
accident". Moreover, since we decided to have the pass-
word be the name of the actual recipient of the email,
typing in the correct password makes it less plausible that
participants believed that the information in the email
was actually intended to be for them.

3. We needed to covertly capture participants’ actual PIB.
Since PIB is socially unaccepted, it is not possible to ask
people overtly whether they performed such behavior
because we can expect that even under the assurance of
anonymity, people may not honestly report their behavior
[2]. Consequence: During phase 2, we covertly captured
participants’ behavior with the text and video files.

4. To enable us to examine whether participants would
admit PIB, we needed a situation where they were asked
to report whether they engaged in PIB. Consequence: In
phase 3, we gave participants the opportunity to admit
their behavior before they were debriefed about the study
objectives.

5. In studies including deception, ethics requirements de-
mand to debrief participants about the study objectives,
and about where they can get more information about
the study. Consequence: In phase 3, we debriefed par-
ticipants, informed them about the study objectives, and
provided them with the contact details of the principal
investigators. Also, we checked whether people accessed
the debriefing in phase 3 and contacted participants who
did not complete phase 3 to also debrief them.

3.3 Measurements

Participants responded to all items on a scale from 1 to 5
("strongly disagree" to "strongly agree"). For all scales we
report Cronbach’s α as a measure of reliability. Reliability
of all scales was acceptable or good, except for psychopathy
which was not used for further analyses. If items were not
available in the study language, we applied a team approach
(following [31, 32]). That is, two researchers independently
translated the English items into German, discussed possible
disparities and resolved them. See https://osf.io/zcq2e
for further information on the used items and materials.

Accessing private information. We automatically cap-
tured whether people accessed the text and video file. For
both files, we also captured how long participants interacted
with these files.

Admitting PIB. In phase 3, participants were asked
whether they accessed the other person’s private information,
thus recording whether participants admitted their potential
privacy-violating behavior. The respective questions were
introduced by the prompt "If you received an email with a
personal evaluation that was not intended for you ..." and
then captured the possibilities for privacy-violating behavior:
"...did you look at the text evaluation file?", and "... did you
watch (parts of) the video recording?"

Big Five personality. The Big Five personality dimensions
were assessed with the Big Five Inventory (BFI) by John and
Srivastava [33] with 44 items in a German version [34]. This
inventory captures the personality dimensions openness to
experience (e.g., "I see myself as someone who is original,
comes up with new ideas"; Cronbach’s α = .85), conscien-
tiousness (e.g., "I see myself as someone who does a thorough
job"; Cronbach’s α = .82), extraversion (e.g., "I see myself
as someone who is talkative"; Cronbach’s α = .88), agree-
ableness (e.g., "I see myself as someone who is considerate
and kind to almost everyone"; Cronbach’s α = .76) and neu-
roticism (e.g., "I see myself as someone who gets nervous
easily"; Cronbach’s α = .85).

Honesty-humility. Honesty-humility was captured using
10 items from the HEXACO Personality Inventory-Revised
by Ashton and Lee [35]. A sample item was "I wouldn’t use
flattery to get a raise or promotion at work, even if I thought
it would succeed" (Cronbach’s α = .76).

Dark personality facets. Dark personality facets were mea-
sured with the German version of the Dirty Dozen by Jonason
and Webster [19] by Küfner et al. [36]. This scale captures
the Dark Triad with its three dimensions Machiavellianism
(e.g., "I tend to manipulate others to get my way"; Cronbach’s
α = .80)., Narcissism (e.g., "I tend to want others to admire
me"; Cronbach’s α = .70), and Psychopathy (e.g., "I tend to
lack remorse"; Cronbach’s α = .39), using 12 items (4 per
subscale).

Privacy concerns. Privacy concerns were measured with
6 items by Dinev and Hart [37]. A sample item was "I am
concerned that the information I submit on the Internet could
be misused" (Cronbach’s α = .84).

Online exhibitionism. Online exhibitionism was assessed
with the Social Exhibitionism on the Internet scale by Vetter
et al. [27]. We used the short version of this scale, which mea-
sures online social exhibitionism with 8 items. A sample item
was "I like to post details of my private life on the internet"
(Cronbach’s α = .81). Due to the too explicit reference to
sexuality, the item "I like to use communication platforms on
the Internet to share my sexual fantasies with people I do not
know" was removed.

Social curiosity. Social curiosity was measured with the
10-item version of the Social Curiosity Scale by Renner [14].
A sample item was "When other people are having a conver-
sation, I like to find out what it’s about."; Cronbach’s α =
.74).
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Thrill-seeking. Thrill-seeking was captured with the
five items of the corresponding dimension from the Five-
Dimensional Curiosity Scale by Kashdan et al. [13]. A sample
item was "The anxiety of doing something new makes me
feel excited and alive" (Cronbach’s α = .79).

3.4 Qualitative measures
Recalling information. In phase 3 we assessed via open-
ended questions whether participants recalled information
about the actual mail recipient. Those started with the prompt
"If you received an email with a personal evaluation that was
not intended for you..." and were followed by three questions
to capture a) the name of the supposed other person ("... do
you still know to whom this mail was addressed?"), b) whether
and how participants realized the alleged error ("... how did
you realize that the email was not intended for you?"), and c)
details about the supposed other person ("... what information
about the other person did you see?").

Justification. Before and after the debriefing in phase 3,
participants were asked to justify their possible privacy vio-
lations via the open question "If you received an email with
a personal evaluation that was not intended for you and you
clicked on the link to a text or video file or watched it, why
did you do this?".

Cognitions and emotions. Participants were asked to re-
port on their cognitions and emotions regarding the private
information that they accessed with the question "What did
you think or feel when you were dealing with another person’s
private information (the text or video file)?"

Response emails. During the study, participants responded
to the emails that we had sent them. Since these emails could
contain interesting information that informs about partici-
pant reactions and behavior, we qualitatively analyzed these
emails.

4 Results

4.1 Sample characteristics
Overall, 95 participants took part in our study. All participants
gave their informed consent and were compensated for their
participation either with course credit or with 5C. Of these par-
ticipants, 72 (75.8%) were female, 22 (23.2%) male, and one
person stated another gender. Participants were M = 22.96
(SD = 5.99) years old. All participants were undergraduates
at a German university and the majority was enrolled in a
psychology course (86, 90.5%).

4.2 (Sub-)Samples used for hypothesis testing
and control questions

Our entire sample completed the first two phases of the ex-
periment, resulting in data from 95 participants usable for the

analysis of determinants of PIB. In phase 3, 81 participants
completed the survey. Accordingly, the subsample for the
analyses of the determinants of admitting PIB and our quali-
tative analyses consisted of data from 81 participants. After
the debriefing in phase 3, we asked participants whether they
believed the scenario of the study. Overall, most participants
agreed that they found the emails and the scenario believable
("agree" was coded with 4, range 1 to 5; M = 3.81, SD = 1.13).

4.3 Investigating hypotheses and RQs

4.3.1 Data structure and analysis plan

To test our hypotheses and RQs, we collected data on
two different measures of PIB for each participant: The
access/admission of access of the text file and the ac-
cess/admission of access of the video file. To account for
the data structure with two different measurements of PIB
per subject (i.e., nested data) and to test our hypotheses/RQs
parsimoniously, we decided to analyze our data using a multi-
level logistic regression analysis. For our analyses, we used R
4.4.1 [38] and the lme4 package [39] and followed recommen-
dations from the multi-level analysis literature [40, 41]. More
specifically, we opted for a step-by-step approach, starting
from the simplest model with no predictors and gradually
adding predictors to explain our data. Following best prac-
tice [40] we tested each model against the respective previous
model and rejected more complex models if they could not
explain the data significantly better than more parsimonious
models to prevent overparameterization.

For, both, the analysis of determinants of PIB and for the
question regarding the admittance of this behavior, we speci-
fied three models:

1. The Null-Model, containing only a random intercept for
the participants. This models that two data points of the
dependent variable belong to one participant, but does
not consider any predictors.

2. Model 1 extends the Null-Model by adding a predictor
for the experimental condition (no-password vs. pass-
word). The corresponding fixed effect of this predictor
enabled testing of our two hypotheses regarding PIB and
admitting this behavior. In addition, a predictor for the
type of private information (text vs. video) was added in
this model step because we imagined that this may also
affect participant behavior.

3. Model 2 extends Model 1 by adding predictors for the
individual characteristics in focus of our RQs.

Model comparisons were carried out using AIC values as
measures of model fit (lower values indicate better fit) as well
as χ2-difference tests that compare performance of the models
to explain the empirical data.
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Figure 2: Frequencies of participants per experimental condition
who accessed the text and/or video file, of participants who admitted
respective behavior, and of participants who did not respond to the
respective questions.

4.3.2 Determinants of PIB

Hypothesis 1 stated that participants will show more PIB
when accessing the private information requires less effort.
Figure 2 provides descriptive information on the number of
people who accessed the text and video file, as well as about
how many people admitted doing so. In the no-password
group, 42 (87.5%) of 48 participants accessed the text file.
In the group with password protection, only 21 (44.7%) of
47, accessed the text file. Regarding the video file, in the no-
password group, 38 (79.1%) of 48 participants accessed the
video file. In the group with password protection, only 16
(34.0%) of 47 participants accessed the video file.

The statistical testing of Hypothesis 1 and the examina-
tion of RQ1 followed the multi-level logistic regression ap-
proach described in section 4.3.1. Table 1 shows the results
of the model comparisons. Model 1 predicted participants’
PIB significantly better than the Null-Model (χ2(2) = 35.73,
p < .001). Model 2 did not demonstrate a better fit to the
data than Model 1 (χ2(12) = 10.06, p = .611). Accordingly,
Model 1 was selected as the final model for the dependent
variable PIB. Since Model 2 did not explain the empirical
data better than Model 1, we found no evidence for any effect
of participants’ individual characteristics on PIB (see RQ1).

The left side of Table 2 (column: Access) shows the regres-
sion coefficients and corresponding significance tests for the
final model of PIB. Our results suggest that participants in
the password group invaded the other person’s privacy signifi-
cantly less frequently than participants in no-password group
(Odds Ratio = 0.03, p < .001). This supports Hypothesis 1.
We found no effects for the type of information (Odds Ratio
= 0.45, p = .074).

We further explored our data by examining for how long

Model AIC ICC R2 LogLik χ2 (df )

Dependent variable: Access (N = 95, Obs.= 190)
Null-Model 240.21 .58 -118.11
Model 1† 208.48 .53 .30 -100.24 35.73* (2)
Model 2 222.43 .47 .40 -95.21 10.06 (12)

Dependent variable: Admittance (N = 60, Obs.= 101)b

Null-Model 143.77 -a -69.88
Model 1 134.12 .22 .18 -63.06 13.65* (2)
Model 2† 126.50 .02 .54 -47.25 31.62* (12)

Table 1: Model comparisons for the dependent variables accessing
private information (Access) and admitting PIB (Admittance).
Note. χ2-scores and df reflect the comparison between the models
in the current row vs. the previous row (* denotes a significant im-
provement). R2 denotes the marginal R2 and reflects the proportion
of total empirical variance explained by fixed effects only (see [42])
and is thus omitted for the Null-Models.
aThe Null-Model has a singular fit, meaning that one of the variance
components in the model has been estimated as zero. In this case, the
variance of the random intercepts for the subjects has been estimated
to zero, therefore no ICC can be calculated.
b21 participants were excluded because they did not access neither
text nor video file and 14 participants were excluded because they
did not answer the survey in phase 3.
† indicates the best model according to model comparison.

participants accessed the respective files. The text file was
accessed for a mean of M = 93.13 (SD = 137.09, Median =
35.00) seconds, where 75% of participants accessed the text
for longer than 20.5 seconds. Whereas the no-password group
accessed the text for a mean of M = 105.67 (SD = 148.84,
Median = 36.50) seconds, the password group accessed the
text for a mean of M = 68.05 (SD= 108.87, Median= 25.00)
seconds. The video file was accessed for a mean of M =
191.82 (SD = 244.91, Median = 60.00) seconds and 75% of
the participants who accessed the video did so for longer than
14.50 seconds. Whereas the no-password group accessed the
video for a mean of M = 202.92 (SD = 257.69, Median =
64.00) seconds, the password group accessed the video for a
mean of M = 165.44 (SD = 216.99, Median = 60.00) seconds.

4.3.3 Determinants of admitting PIB

Hypothesis 2 proposed that participants will less likely admit
PIB when accessing the private information requires more ef-
fort. Regarding the text file, 32 participants did not access this
file and 9 participants did not respond to the question whether
they accessed the text file. Because it was not possible to de-
termine admittance for those participants, they were excluded
from the analysis. In the no-password group, 36 participants
accessed the text file and 26 of them (72.7%) admitted doing
so. In the password group, 18 participants accessed the text
file and 8 (44.4%) admitted doing so. Regarding the video file,
42 participants did not access this file and 7 participants did
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Final Model Access Final Model Admittance

Odds Ratio β 95% CI p Odds Ratio β 95% CI p

Null-Model
Intercept 20.72 3.03 1.49 – 5.57 <.001 0.33 -1.10 -10.67 – 8.47 .821

Model 1
Type of Informationa 0.45 -0.79 -1.66 – 0.08 .074 0.10 -2.27 -3.75 – -0.80 .003
Experimental Conditionb 0.03 -3.39 -5.19 – -1.59 <.001 0.88 -0.13 -1.42 – 1.17 .849

Model 2
Openness 2.17 0.77 -0.22 – 1.77 .126
Conscientiousness 0.88 -0.13 -1.11 – 0.86 .804
Extraversion 3.26 1.18 0.10 – 2.26 .032
Agreeableness 0.23 -1.46 -3.06 – 0.14 .073
Neuroticism 0.89 -0.12 -1.03 – 0.79 .800
Honesty-humility 1.39 0.33 -0.91 – 1.56 .603
Machiavellianism 0.15 -1.91 -3.27 – -0.55 .006
Narcissism 3.75 1.32 -0.04 – 2.69 .058
Privacy concerns 1.01 0.01 -0.84 – 0.87 .976
Thrill-seeking 0.52 -0.65 -0.15 – 0.21 .139
Social curiosity 0.89 -0.12 -1.50 – 1.26 .864
Online exhibitionism 4.69 1.55 0.12 – 2.12 .034

Table 2: Regression coefficients of the final models for the dependent variables PIB (Access) and admitting PIB (Admittance).
Note. Significant p-values (α < .05) are printed bold. aReference category = text. bReference category = no password.

not respond to the question whether they accessed the video
file. Because it was not possible to determine admittance for
those participants, they were excluded from the analysis. In
the no-password group, 33 participants accessed the video
and 9 (27.3%) participants admitted doing so. In the pass-
word group, 14 participants accessed the video and 5 (35.7%)
admitted doing so (see also Figure 2).

Testing of Hypothesis 2 and examining RQ2 followed the
multi-level logistic regression approach described in section
4.3.1. Table 1 shows the results of the model comparisons.
Model 1 predicted significantly better whether participants
admitted their PIB than the Null-Model (χ2(2) = 13.65, p
= .001). Model 2 showed an even better fit to the data than
Model 1 (χ2(12) = 31.62, p = .002). Accordingly, Model 2
was selected as the final model for the further analysis.

The right side of Table 2 (column: Admittance) shows
the regression coefficients and corresponding significance
tests for the final model of admitting PIB. Participants in
the password group were equally likely to admit their PIB
like those in the no-password group (Odds Ratio = 0.88, p
= .849). Accordingly, there was no support for Hypothesis
2. Unexpectedly, we found a significant effects for the type
of information (Odds Ratio = 0.10, p = .003) in this model.
Participants less likely admitted that they had accessed the
video (14 out of 47, 29.8%) compared to the text file (34 out
of 54, 63.0%). One possible explanation for this effect is that
accessing the video file was associated with a stronger feeling
of wrongdoing and was thus overall a behavior that people

would less likely admit compared to accessing a text file.
RQ2 asked whether individual characteristics affect

whether people admit PIB. Based on our model compar-
isons between Model 1 and Model 2, we conclude that cer-
tain individual characteristics affected whether participants
admitted PIB. Specifically, higher scores on online exhi-
bitionism (Odds Ratio = 4.69, p = .034) and extraversion
(Odds Ratio = 3.26, p = .032) made it more likely that par-
ticipants admitted their behavior, whereas higher scores on
Machiavellianism (Odds Ratio = 0.15, p = .006) made it less
likely (see right side of Table 2).

4.3.4 Qualitative results

For further insights regarding why participants behaved and
reacted the way they did, we used qualitative analyses to ob-
tain further information from our phase 3 questionnaire and
from the emails that participants had sent us. We followed sug-
gestions for reflexive thematic analyses by Braun and Clarke
as qualitative analyses [43,44]. Specifically, in a first step, we
coded the text passages in response to the qualitative ques-
tions. Second, one of the authors and one research assistant
derived superordinate topics from these codings. Third, two
independent raters coded all text passages again meaning that
they independently assigned text passages to the aforemen-
tioned topics. This allowed us to determine reliability of the
topics we found in the qualitative analyses. In our case, we
calculated interrater reliability (i.e., the agreement between
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the two raters in assigning the text passages to the superor-
dinate categories). Precisely, we used Cohen’s κ which is
calculated using the percentage of matches out of the total
number of codings, plus adjusting for the probability of ran-
dom matches. All of our qualitative analyses showed good to
excellent reliability with Cohen’s κ values between .65 and
.91. The procedure was the same for all qualitative questions
from the phase 3 questionnaire as well as for the email texts.
Of the 95 participants, 14 participants did not respond to the
post-experimental survey so it was not possible to include
them in the qualitative analysis, accordingly, the following
analyses are based on a sample of 81 participants.

Recalling information about the actual mail recipient.
The majority of participants recalled the name of the ac-
tual mail recipient (70, 86.4%). Participants were also asked
whether they recalled information that made them aware of
the fact that the email was not meant for them. Many partici-
pants noticed through the salutation in the email that it was
not their name (73, 90.1%). Participants also reported that
they noticed that the email was not meant for them due to the
text file (16, 19.8%), the video file (19, 23.5%), or the pass-
word (8, 9.9%; i.e. they typed in their own first name to access
the files instead of the name "Luca" which was the name of
the correct recipient). In summary, these results indicated that
the majority of participants realized that the information they
received was meant for another person. Importantly, 90.1%
of participants already realized through the salutation in the
email that this email was not meant for them.

Justification for PIB. Many participants justified access-
ing the text and/or video by stating that they wanted to check
whether the email salutation was just addressed to the wrong
person but the files were the correct ones (46, 56.8%). Others
remarked that they were interested in the analysis (13, 16.0%)
or that they did not notice the wrong salutation (8, 9.8%). A
minority stated that they believed that we send a wrong infor-
mation on purpose (2, 2.5%). These findings imply that many
participants justified their behavior with "checking behavior"
– they supposedly wanted to check whether the provided infor-
mation was really not meant for their eyes. Fewer participants
justified their behavior by reporting that they were interested
in the other person’s information. After the debriefing, partic-
ipants’ justifications did not change compared to pre-briefing
meaning that they did not change their justification after being
informed that we had covertly captured their PIB in phase 2.

Cognitions and emotions regarding PIB. Our results re-
vealed that 30 (37.0%) participants reported negative feelings
such as guilt, shame, or concern, 17 (21.0%) participants re-
ported no emotional involvement, and 17 (21.0%) reported
that they were concerned about their own private information
and who might have access to it. Furthermore, 25 (30.9%)
participants expressed empathy with the actual recipient and
that they felt bad for them that other people can access their
information. Other participants were angry about the mistake
(7, 8.6%) and some were suspicious whether this was part

of the study or not (6, 7.4%). In sum, these results indicate
that participants were (mostly negative) emotionally involved
when they realized that they had access to another person’s
private information. Additionally, participants felt empathy
for the other person and at the same time were worried about
their own private information as access to another person’s
private information has made concerns about participants’
own privacy salient.

Response emails. Of the 95 participants, 76 (80.0%) re-
sponded to our email in phase 2. Of those, 75 (99.0%) wrote
that there must have been a mistake during the sending of the
mail, that it should be sent to another person or that they are
not the person who was addressed in the original email. Fur-
thermore, 14 (18.0%) participants reported concern or anger in
their email. They insisted that private data should be handled
more conscientiously, that authorities should be informed, and
that they wanted immediate clarification of the issue. There
were 2 (3.0%) participants who personally came to the labo-
ratory where phase 1 was conducted to contact the research
assistants who conducted the study. Also, 14 (18.0%) partici-
pants expressed privacy concerns (e.g., concerns about what
has happened to their own data). Additionally, 13 (17.0%) par-
ticipants wanted to make us aware of their privacy-respecting
behavior in that they reported that they did not look at any-
thing, that they stopped immediately after realizing that it
was not their information, or that they deleted the material
instantly. Also, 7 (9.0%) participants explicitly mentioned the
full name of the supposed other person. Since the full name
of this person was only visible after having clicked on at least
one of the links, this indicates that they have accessed the
private information. Finally, only 2 (3.0%) participants saw
through our mock scenario and wrote that they believe that
our email was sent as part of the experimental procedure.

5 Discussion

The goal of this paper was to enhance our understanding of
sociotechnical environments that may promote or prevent
digital PIB by experimentally investigating situational and
individual determinants of PIB that have been proposed in
prior research [2]. The main findings of our study are that a)
a majority of participants showed PIB, b) many participants
had negative feelings about access to another person’s private
information, c) PIB was less likely when it required more
effort to access private information, d) participants were less
likely to admit PIB if they accessed the video file compared to
the text file, and e) individual characteristics (e.g., personality)
only had a minor influence on PIB but influenced whether
people admitted such behavior. In sum, our findings indicate
that it is less a matter of individual characteristics that drove
our participants to engage in PIB but they may have been
tempted by effortless access to private information. Further-
more, admitting this kind of behavior seems to differ with
respect to the kind of information that was invaded and also
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depends on people’s individual characteristics.

5.1 Privacy-invading behavior

Our study supports research that implied that people are
tempted to behave in a privacy-invading manner if given the
opportunity [2, 11, 45]. In fact, a majority of our participants
accessed private information that was clearly addressed to
another person. They mostly reported that they had accessed
the files to check whether it was really not information that
was meant for them. Clearly, there is a high probability that
participants clicked on the links to check whether the informa-
tion is really not supposed to be for their eyes. However, since
a large proportion of participants accessed the text and video
files for more than just a few seconds, we argue that partici-
pants’ behavior did not just reflect "checking behavior". We
propose that some participants used checking behavior also
as a socially desirable response when asked for the reasons
for socially unacceptable behavior [46]. In the case of the
password group, checking behavior seems even less plausible
because they had to enter the original recipient’s first name as
a password. Still, in the password group, nearly half of partic-
ipants accessed the text and almost a third of participants the
video file. We thus argue that our participants were aware that
accessing others’ private information is socially unacceptable
which is supported by the number of participants who a) re-
sponded to our mail to clarify that they had received a mail
that was intended for another person, b) reported negative
feelings about accessing another person’s private information,
and c) described concerns about what might have happened to
their own data. Yet, many participants still accessed the other
person’s private information, watched it for more than just a
few seconds, and thus showed PIB.

Furthermore, our study supports that situational character-
istics can affect PIB: more effort necessary to access oth-
ers’ private information made it less likely that participants
showed PIB. Since deriving the password from the informa-
tion in the email was easy, our study additionally showed
that already low required effort decreases the likelihood that
people invade others’ privacy. This finding is in line with re-
search on technical design to prevent PIB that has shown that
even small changes and small increases of possible required
effort to observe private information (e.g., not using graphical
passwords; increasing the length of passwords; [8, 47]) can
prevent privacy invasions.

Beyond the effort necessary to access private information,
future research could explore other situational characteristics
that may influence PIB. In hindsight, it is possible that having
a password did not only affect the necessary effort to access
private information but also whether there is an active action
necessary, and/or whether available information is considered
to be private. First, a password makes it a more active action
to access private information compared to just clicking on a
link since this may happen nearly automatically [48]. Second,

a password might make it salient that information secured
with the password is private. In our study, participants in
the no-password condition may have been less aware that
information accessible through the links is private information
worth protecting. In contrast, "protection" and maybe also
"privacy" are salient attributes when something is password-
encrypted. With our study, we cannot be sure which of these
factors were the most influential to reduce PIB but future
research can use our analysis as a starting point to investigate
the importance of further situational determinants of PIB.

In contrast to situational characteristics, individual char-
acteristics negligibly affected whether participants engaged
in PIB. This could mean that there is not much difference
between people regarding PIB. Especially in the case of char-
acteristics such as social curiosity where an association with
PIB seems straightforward [11, 14] this finding is surprising.
One explanation for this finding and a limitation to our study
is that participants were predominantly female and mostly
students. Although there was was some variance regarding
individual differences even in our homogeneous sample, there
may be less compared to a more representative sample thus
reducing the potential to reveal possible effects of individual
differences. Therefore, we do not dismiss that there are in-
dividual characteristics that influence PIB but still conclude
that situational may be more influential than individual char-
acteristics. In other words, it is less a question of who shows
PIB but when and under what circumstances.

5.2 Admitting PIB

We hypothesized that situational characteristics that make PIB
less likely would also make it less likely to admit PIB but
found no support for this hypothesis. Instead, we unexpectedly
found that admitting PIB was less likely for the video than for
the text file. Possibly, participants perceived the video as con-
taining more sensitive information than the text file. We do
not want to imply that videos are always considered to include
more sensitive information than text files; there clearly is tex-
tual information that will be considered very sensitive (e.g.,
bank account information). Nevertheless, our findings sup-
port research indicating that people ascribe different value or
sensitivity to different information [26] and goes beyond that
by showing that people may be less likely to admit that they
accessed private information for which they assign particular
value. The problem that arises from this is that if people are
already less likely to admit wrongdoing in our study, where
they did not have to fear any punishment, it is possible that
in real-life people will not take responsibility for PIB when
accessing sensitive information. On the one hand, this can
diminish trust in relationships where admitting wrongdoing
could facilitate rebuilding trust [49]. On the other hand, if
unintended access to sensitive information makes admittance
less likely, this may also decrease the likelihood with which
data leaks or data security issues within organizations will
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be realized [50]. In other words, if people access sensitive,
private information they are not supposed to see, this could
reveal security issues. However, if people who access this
information are not willing to report doing so, such issues
will remain undetected. This is a tentative hypothesis that
may be worth investigating in future studies. Furthermore,
this finding may be useful for information security training
in organizations, where it may be necessary to highlight that
access to private information can be a sign for security is-
sues and where interventions may need to be implemented to
motivate people to report such possible issues.

Whereas individual characteristics did not affect whether
participants engaged in PIB, they did influence whether par-
ticipants admitted their behavior. Admitting PIB was captured
by asking participants whether they accessed private infor-
mation which may have confronted them with their possible
wrongdoing. This confrontation may be the point where peo-
ple with certain individual characteristics may be more (or
less) likely to admit PIB. Our findings implied that more
extroverted participants more likely admitted PIB. It is possi-
ble that for more introverted participants admitting that they
have invaded another person’s privacy may be unpleasant be-
cause they value privacy more than extroverted ones [23, 51].
Consequently, admitting PIB may have been easier for ex-
troverted compared to introverted participants. Furthermore,
participants with stronger tendencies regarding online exhibi-
tionism were more likely to admit PIB. Possibly, they were
less likely to believe that accessing private information con-
stitutes problematic behavior because they enjoy presenting
private information of themselves online [27]. In line with
this, admitting PIB may become more likely if people are less
aware that such behavior is inadequate. Finally, participants
with higher levels of Machiavellianism were less likely to
admit PIB. This finding supports previous work finding that
people with high levels of Machiavellianism were more likely
to misreport their actual behavior [52]. In summary, our find-
ings imply that engaging in PIB is different from admitting
to engage in such behavior. Whereas the former was more
strongly influenced by the effort necessary to access private
information, the latter was influenced by the type of accessed
private information and by individual characteristics.

5.3 Design implications

Although our study was aimed towards a better understand-
ing of sociotechnical environments that affect PIB and not
towards deriving design implications, we still want to empha-
size design implications of our findings. It may sound obvious
but to prevent PIB it makes sense to increase the effort nec-
essary to access private information. On the one hand, our
study shows that people are tempted to invade others’ privacy
when there is no effort required. On the other hand, it shows
that even flawed security measures (like easy guessable pass-
words) can reduce PIB. This behavior affects people whose

privacy is being invaded and those who invaded other’s pri-
vacy since a significant proportion of our participants reported
negative feelings after showing PIB (see also [2]). To decrease
the temptation to engage in behavior that has mostly nega-
tive consequences, designers and individuals need to consider
ways to increase the effort necessary for possible PIB. For
designers, research on shoulder surfing provides examples re-
garding how to design technology to make accessing private
information require more effort (for a review see [8]). For
individuals, our recommendation is to consider ways, even
seemingly simple ones, to at least increase the effort for others
to engage in PIB. The same way that curtains prevent privacy
invasions, sending out password-encrypted files reduces the
temptation for people who may accidentally have access to
these files to engage in PIB – even if the password is easily
available.

5.4 Limitations and Future Work
There are at least two limitations that we need to address. First,
our sample consisted mostly of female psychology students
which decreases the generalizability of our findings. This
group of participants may differ in age, gender, and personality
variables from a broader population. For instance, employees
will have different characteristic and also different motivations
when given the opportunity to access sensitive information.
Second, although we designed our study to reflect a realistic
situation (i.e., accessing private information because an email
was mistakenly sent to the wrong recipient; [4]), it is still a
specific situation. PIB in other contexts may differ from the
situation in our study. For instance, shoulder surfing has the
possibility that the observed person will realize the privacy
invasion and will show a reaction that immediately affects
the observer. Nevertheless, we believe that our conclusions
hold for other PIB and that it is important to consider ways to
increase the effort necessary to engage in PIB.

6 Conclusion

Research seems to only be beginning to understand the so-
ciotechnical environment in which digital PIB occurs [2, 8].
Our study supports that PIB may be an everyday behavior
that many people would show if given the opportunity, and
whose likelihood is affected by situational characteristics.
Furthermore, admitting this behavior will never be easy but
also seems to depend on the kind of information that was
accessed and on individual characteristics of the person who
has engaged in PIB. Consequently, technical design but also
individuals’ privacy-securing behavior need to be guided to-
wards preventing situations where people may be tempted to
access information that is not meant for them.
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A Appendix

Subject: Job interview study evaluation

Hey Luca,
Thank you again for your participation in our job inter-
view study.

As already announced, we will send a corresponding
evaluation to the study participants for whom our analy-
sis tool strongly deflected at one point of the interview. A
part of your behavior seems to have been so remarkable
for the algorithm that it gave you extreme values.

Under the following links we have provided the auto-
matically generated evaluation as well as the recording
of your interview. In the evaluation, there are also time
stamps for the remarkable parts, which the algorithm
threw out.

Evaluation: Link

Video recording: Link

If you have any questions or want personal feedback just
contact me again.

Best regards,
Laura

Table 3: Email from phase 2
Note: Text of the email sent to participants 24 hours after
the job interview in the laboratory. The original email was in
German and contained links to the research institute and an
automatic signature with the contact details of the Lab.

Subject: Error evaluation job interview study

Dear participant,

Unfortunately, due to a technical error, there was some
confusion in the sending of the personal evaluations.

In order to estimate the extent of this error, we kindly
ask you to fill out the following questionnaire:
Link

Answering the questionnaire will take about 5-10 min-
utes and you will receive 0.25 subject hours as compen-
sation for your efforts.

Best regards,
Laura

Table 4: Email from phase 3
Note: Text of the email sent to participants 48 hours after
the email from phase 2. The original email was in German
and contained links to the research institute and an automatic
signature with the contact details of the Lab.

Response emails from participants to the emails from phase 2

information / notification about mistake
information / notification about wrong video
own name explicitly mentioned (not just in closing formula)
own name completely absent (not in text nor in closing formula)
privacy concerns
warning / threatening behavior
integrity / privacy-respecting behavior
full name "Luca Schmidt" mentioned
failed cover story

Table 5: Codebook from the reflexive thematic analysis of the response emails
Note: Cohen’s κ = .91
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Scale Item text Response format

Big-Five-Inventory [34] I see myself as someone who . . 1 (strongly disagree) to
5 (strongly agree)

Agreeableness ... tends to find fault with others. (r)
... is helpful and unselfish with others.
... starts quarrels with others. (r)
... has a forgiving nature.
... is generally trusting.
... can be cold and aloof. (r)
... is considerate and kind to almost everyone.
... is sometimes rude to others. (r)
... likes to cooperate with others.

Conscientiousness ... does a thorough job.
... can be somewhat careless. (r)
... is a reliable worker.
... tends to be disorganised. (r)
... tends to be lazy. (r)
... perseveres until the task is finished.
... does things efficiently.
... makes plans and follows through with them.
... is easily distracted. (r)

Extraversion ... is talkative.
... is reserved. (r)
... is full of energy.
... generates a lot of enthusiasm.
... tends to be quiet. (r)
... has an assertive personality.
... is sometimes shy, inhibited. (r)
... is outgoing, sociable.

Neuroticism ... is depressed, blue.
... is relaxed, handles stress well. (r)
... can be tense.
... worries a lot.
... is emotionally stable, not easily upset. (r)
... can be moody.
... remains calm in tense situations. (r)
... gets nervous easily.

Openness ... is original, comes up with new ideas.
... is sophisticated in art, music, or literature.
... is curious about many different things.
... is ingenious, a deep thinker.
... has an active imagination.
... is inventive.
... values artistic, aesthetic experiences.
... prefers work that is routine. (r)
... likes to reflect, play with ideas.
... has few artistic interests. (r)

Table 6: Items for phase 1 and phase 3
Note: The items for the Social Exhibitionism on the Internet scale (online exhibitionism) are originally in German and were translated to
English for the Appendix. (r) = reverse-coded item.
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Scale Item text Response format

Social curiosity [14] I’m interested in people. 1 (strongly disagree) to
5 (strongly agree)When other people are having a conversation, I like to find out what it’s

about.
I like finding out how others “work.”
When on the train, I like listening to other people’s conversations.
I find it fascinating to get to know new people.
When people quarrel, I like to know what’s going on.
When I meet a new person, I am interested in learning more about
him/her.
Every so often I like to stand at the window and watch what my neigh-
bors are doing.
I like to learn about the habits of others.
I like to look into other people’s lit windows.

Online
exhibitionism [27]

The idea that theoretically millions of people could look at my site on
the Internet is appealing to me.

1 (strongly disagree) to
5 (strongly agree)

I like to post details of my private life on the internet.
I enjoy putting intimate details of my private life on the Internet.
I don’t like the idea that unknown people on the Internet get information
about my leisure activities from me. (r)
I like to post photos showing me on the internet for everyone to see.
I enjoy posting private videos of myself on the web for everyone to see.
I struggle with not knowing who is reading the information I provide
online. (r)

Dark personality
facets [19, 36]

I tend to manipulate others to get my way. 1 (strongly disagree) to
5 (strongly agree)I have used deceit or lied to get my way.

I have use flattery to get my way.
I tend to exploit others towards my own end.
I tend to lack remorse.
I tend to not be too concerned with morality or the morality of my
actions.
I tend to be callous or insensitive.
I tend to be cynical.
I tend to want others to admire me.
I tend to want others to pay attention to me.
I tend to seek prestige or status.
I tend to expect special favors from others.

Privacy concerns [37] I am concerned that the information I submit on the Internet could be
misused.

1 (strongly disagree) to
5 (strongly agree)

When I shop online, I am concerned that the credit card information can
be stolen while being transferred on the Internet.
I am concerned about submitting information on the Internet, because
of what others might do with it.
I am concerned about submitting information on the Internet, because it
could be used in a way I did not foresee.
When I am online, I have the feeling of being watched.
When I am online, I have the feeling that all my clicks and actions are
being tracked and monitored.

Table 6: Items for phase 1 and phase 3
Note: The items for the Social Exhibitionism on the Internet scale (online exhibitionism) are originally in German and were translated to
English for the Appendix. (r) = reverse-coded item.
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Scale Item text Response format

Thrill-seeking [13] The anxiety of doing something new makes me feel excited and alive. 1 (strongly disagree) to
5 (strongly agree)Risk-taking is exciting to me.

When I have free time, I want to do things that are a little scary.
Creating an adventure as I go is much more appealing than a planned
adventure.
I prefer friends who are excitingly unpredictable.

Honesty-humility [35] I wouldn’t use flattery to get a raise or promotion at work, even if I
thought it would succeed.

1 (strongly disagree) to
5 (strongly agree)

If I knew that I could never get caught, I would be willing to steal a
million dollars. (r)
Having a lot of money is not especially important to me.
I think that I am entitled to more respect than the average person is. (r)
If I want something from someone, I will laugh at that person’s worst
jokes. (r)
I would never accept a bribe, even if it were very large.
I would get a lot of pleasure from owning expensive luxury goods. (r)
I want people to know that I am an important person of high status. (r)
I wouldn’t pretend to like someone just to get that person to do favors
for me.

Controll questions Did you receive an email from us with an evaluation? 1 (yes), 2 (no)
Please check your spam folder. Did you find an email from us with an
evaluation?
If you received an evaluation, was it your own?

Recalling information
about actual recipient

If you received an email with a personal evaluation that was not intended
for you ...

open

... do you still know to whom this mail was addressed?

... how did you realize that the email was not intended for you?

... what information about the other person did you see?
Admitting
privacy-invading
behavior

If you received an email with a personal evaluation that was not intended
for you ...

1 (yes), 2 (no)

... did you read the content of the mail?

... did you click on the link to the evaluation document?

... did you look at the evaluation document?

... did you click on the link to the video recording?

... did you watch (parts of) the video recording?

... was there a password prompt at any point?
Justification If you received an email with a personal evaluation that was not intended

for you and you clicked on the link to a text or video file or watched it,
why did you do this?

open

Credibility I found it credible that a mistake was made when sending out the evalu-
ations.

1 (strongly disagree) to
5 (strongly agree)

Cognitions What did you think or feel when you were dealing with another open
and emotions person’s private information? (text or video file)
Previous Have you experienced a case of privacy violation before? 1 (yes), 2 (no)
experience If you have already experienced a case of privacy violation, briefly

describe it.
open

Table 6: Items for phase 1 and phase 3
Note: The items for the Social Exhibitionism on the Internet scale (online exhibitionism) are originally in German and were translated to
English for the Appendix. (r) = reverse-coded item.
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Recalling information about the actual mail recipient

Information from person Recognition other recipient Name recall
name name Luca

evaluation sheet text file

video video

image image

conspicuity from the algorithm password

unclear, which information they saw evaluation (unspecific)

gender

age

Justification, cognitions and emotions regarding privacy-invading behavior

Cognitions and emotions Justification
strange to check whether the files were the correct ones

relief that other person reacted similarly curiosity

embarrassing not noticed the wrong salutation

impressed by the computer evaluation believe wrong information was sent on purpose

curiosity believe attachment is a dummy evaluation

indifference

negative feelings

guilt, shame, concern, shocked, unpleasant, bad feeling, un-
comfortable, queasy feeling, bad conscience

empathy with Luca

process is unfair, empathy with Luca, feeling sorry for Luca,
protect the privacy of the other person

concern about own data

threatening, concern about own data

distrust in the study

thought that it was intentional, thought that it is only a cover
story

disappointment / anger

disappointment, furious, anger

Table 7: Codebook from the reflexive thematic analysis of the qualitative questions from the phase 3 survey
Note: Cohen’s κ = .65
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Abstract

Misinformation can spread easily in end-to-end encrypted
messaging platforms such as WhatsApp where many groups
of people are communicating with each other. Approaches to
combat misinformation may also differ amongst younger and
older adults. In this paper, we investigate how young adults
encountered and dealt with misinformation on WhatsApp in
private group chats during the first year of the COVID-19 pan-
demic. To do so, we conducted a qualitative interview study
with 16 WhatsApp users who were university students based
in the United States. We uncovered three main findings. First,
all participants encountered misinformation multiple times
a week in group chats, often attributing the source of misin-
formation to be well-intentioned family members. Second,
although participants were able to identify misinformation
and fact-check using diverse methods, they often remained
passive to avoid negatively impacting family relations. Third,
participants agreed that WhatsApp bears a responsibility to
curb misinformation on the platform but expressed concerns
about its ability to do so given the platform’s steadfast com-
mitment to content privacy. Our findings suggest that conven-
tional content moderation techniques used by open platforms
such as Twitter and Facebook are unfit to tackle misinforma-
tion on WhatsApp. We offer alternative design suggestions
that take into consideration the social nuances and privacy
commitments of end-to-end encrypted group chats. Our pa-
per also contributes to discussions between platform design-
ers, researchers, and end users on misinformation in privacy-
preserving environments more broadly.

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
August 7–9, 2022, Boston, MA, United States.

1 Introduction

WhatsApp is a widely used end-to-end encrypted messag-
ing platform worldwide, with an estimated 74 million users
in the United States (U.S.) alone as of 2021 [4]. The plat-
form’s widespread usage rose sharply with the global spread
of COVID-19. By late March 2020, WhatsApp grew by 40%
compared to pre-pandemic months [55]; this growth was
likely fueled by its connective capabilities during the pan-
demic, such as for organizing mutual aid groups [16] and,
in the case of millions of immigrants, connecting with fam-
ily members abroad [42]. WhatsApp’s end-to-end encryp-
tion [80] means that the platform is unable to easily detect
or flag misleading messages, i.e., misinformation 1, which
is problematic given its global user base [71]. It has there-
fore been identified as an effective misinformation pipeline
by academics, journalists, and fact-checking organizations
[31, 56, 74]. Consequences of this rapid dissemination of mis-
information on the platform include the spread of misleading
health claims and associated health risks [27, 39], tampering
of elections abroad [5], and deaths [10, 34].

Many researchers have studied characteristics of online
misinformation including prevalence [1, 22, 38], speed of
spread [37], user perceptions [26, 32], and strategic partic-
ipatory campaigns [67]. However, research on misinforma-
tion in WhatsApp specifically has been limited and mainly
focuses on users outside of the U.S. [6, 41, 49]. These stud-
ies observe user behavior through theoretical frameworks
and collect message content from large public WhatsApp
groups [31, 41, 46, 49] rather than using empirical user stud-
ies of private chats2 [25, 45, 46, 57, 58]. Private chats yield
valuable insights into users’ daily communication practices

1In this paper, we use the definition of misinformation on social media
presented by Wu et al. [85]: an umbrella term that includes all false or
inaccurate information that is spread.

2A WhatsApp private chat can only be joined with an invitation link that
is not typically shared publicly or when a group admin adds members to a
group chat. A WhatsApp public chat can be joined by anyone on the Internet
via an invitation link that is usually posted on a public website, making it
easier for researchers to study.
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since WhatsApp users mainly communicate in small, pre-
selected groups of people [64], notably families. Although
misinformation within smaller private group chats may not
be broadcasted to large audiences at once, they can still reach
high numbers of users through group chats’ popularity and
frequent forwarding activity between chats [46].

To properly combat misinformation on WhatsApp, we need
a better understanding of how WhatsApp users deal with mis-
leading messages, particularly in private chats. Since there
is a generally an unreciprocated concern directed towards
older family members about health misinformation due to
them being perceived as a vulnerable population on the Inter-
net [69], we also need to balance this out with an investigation
of the perspectives of younger adults around misinformation
on WhatsApp. To address this research gap, we conducted
interviews with 16 young adults who were university students
in the U.S.—a country with the third most WhatsApp users
globally [70]—to better understand their experiences with
COVID-19-related misinformation in close-knit private chats.
Our study was driven by the following research questions:

• RQ1: How do U.S.-based university students currently
perceive and encounter misinformation in WhatsApp
private chats?

• RQ2: How do U.S.-based university students identify
misinformation on the platform and respond to it?

• RQ3: How aware are U.S.-based university students of
current WhatsApp features to combat misinformation
and what would improve how the platform handles mis-
information?

We uncovered three main findings. First, all participants
encountered misinformation multiple times a week in group
chats, often attributing the source of misinformation to be
well-intentioned family members. Most participants also
claimed not to forward information without fact-checking
first. Second, although participants were able to identify mis-
information using similar indicators seen in previous studies
on other social media platforms [26, 32, 47], they often did
not confront misinformation senders to avoid negatively im-
pacting family relations. Third, participants were not aware
of most existing features to combat misinformation on What-
sApp and agreed that WhatsApp bears a responsibility to
curb misinformation on the platform. However, participants
expressed concerns about its ability to do so given the plat-
form’s commitment to content privacy. Based on our findings,
we suggest, assuming users can be made more aware of new
features, that empowering users on the platform to better fact-
check or flag misinformation for themselves may combat the
effects of misleading content. We also suggest that designs
that allow users to subtly provide resources for misleading
messages within a group could offset the power dynamics
in chats that prevent users from confronting misinformation

senders. Future work should investigate older adults’ role
in misinformation on WhatsApp and how to educate users
about misinformation leveraging the fact that misinformation
is often spread out of care and not malicious intent.

To summarize, our primary contributions are:

• Findings from a U.S.-based WhatsApp user study: we
contribute novel insights about how U.S.-based What-
sApp university students in our study perceived and re-
acted to misinformation in private WhatsApp chats. For
instance, we found that our participants felt that misin-
formation was often sent to them from well-intentioned
family members out of care for others and that fam-
ily dynamics make it harder for younger adults to con-
front older misinformation senders. This contributes
to a growing set of studies of public WhatsApp chat
data [25, 45, 46, 57, 58].

• We corroborate findings from misinformation studies
on other social media platforms such as Facebook and
news [26, 32, 47] about the indicators people use to iden-
tify misleading content; adding a novel finding about
how WhatsApp users weigh the relationship with a mis-
information sender to determine if content can be trusted.

• Finally, our paper adds to the literature on how to tackle
misinformation in end-to-end encrypted platforms that
conventional content moderation techniques used by
open platforms such as Twitter and Facebook cannot
address, owing to the tradeoff between user-privacy and
having to access data for labeling content [43].

Next, we describe related work, our methods, findings, and
discussion points before concluding the paper.

2 Background and Related Work

2.1 Misinformation on Social Media
COVID-19 has swept the world, and so has the misinforma-
tion associated with it [6, 9, 36, 61, 72]. Kouzy et al. [36]
estimates 25% of tweets include misinformation about the
pandemic, while 17% include unverifiable information. To
date, researchers have studied misinformation and its dis-
semination through social media extensively [3, 6, 15, 26, 32,
39, 50, 67]. Studies have also shown that misinformation’s
impact is global, from increasing tensions between neigh-
boring countries [28], to suppressing government-critical
voices within borders [52], to interfering with democratic
elections [3, 14, 51]. Yet, the scale of social media and the
Internet’s replacement of expert advice make combating mis-
information challenging [3, 39, 67].

To combat misinformation, some studies have explored
users’ motives for spreading news and misinformation on
social media specifically and found that while most partici-
pants shared news to inform others, a third share for others’
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entertainment, with 19% doing so just to upset others [15].
Sharing misinformation can be influenced by culture as shown
by Madrid-Morales et al. [50] who found that sharing habits
differed by country and age in six sub-Saharan African coun-
tries. For example, some users in Kenya only shared tweets
by verified Twitter accounts while students in South Africa
shared news that was entertaining. Sometimes sharing misin-
formation depends on the content format. For instance, Singh
et al. found that participants were more likely to share ques-
tionable claims on Twitter containing Uniform Resource Lo-
cators (URLs) with their friends than the same claims without
URLs [66]. Often, once misinformation is shared, it is not
corrected. For instance, prior works in the United Kingdom
suggested that less than 20% of news sharers on social media
are informed by others when they have shared dubious infor-
mation [15] and on Facebook and Twitter, studies show that
sometimes users ignore posts they consider misleading with
no further action [26].

Other research has focused on the design of combative
measures against misinformation. For instance, there have
been qualitative experiments and surveys exposing users to
‘fake news’ on Facebook to see if and how they identified mis-
leading content [22, 26]. Some studies found that lightweight
interventions and frictions, such as nudging users to assess
information accuracy or even preventing them from accessing
known disinformation, helps users identify and avoid disin-
formation [32, 33]. Companies have also been employing
warning labels and other strategies to combat misinformation.
For example, Twitter encourages users to add their own com-
mentary to a retweet [24], and Facebook displays a pop-up
asking users if they want to share an article they have not yet
opened [17]. Our study contributes to this body of knowledge
by extending the study of users’ encounters and responses to
misinformation to WhatsApp private chats.

2.1.1 Generational Challenges With Misinformation

There has been debate in the academic community on whether
web-based misinformation can amplify inter-generational
gaps. For instance, concerns have been raised around older
adults’ susceptibility to misinformation due to their lack of
experience with technology [48] and higher likelihood of
deteriorating memory [60]. Researchers have investigated
this phenomenon. Loos and Nihenhuis [40] tracked audi-
ence reach with deceptive Facebook ads linking to made-up
news articles and found that the ads had higher reach amongst
older age groups. Similarly, Madrid-Morales et al. [50] re-
vealed that students and other younger users of social media
in sub-Saharan Africa mostly blamed older generations for
circulating fake news. Adding to this sentiment, Guess et
al. [30] found older Americans more likely to share misinfor-
mation during the 2016 presidential election and Tandoc Jr.
and Lee [69] found that young Singaporean adults in their 20s
were more concerned for parents and older family members

about uncertainty around COVID-19 information.
Yet studies about whether age plays a part in misinforma-

tion online are mixed [54]. For example, Trninic et al. [75]
concluded that both younger and older populations lack media
literacy upon measuring both groups’ abilities to recognize,
verify, and relate to misinformed content. Additionally, Bro-
sius et al. [13] used survey data across 10 European countries
and did not find differing levels of trust in media between
generations. On the other hand, Wineburg and McGrew [84]
suggest that younger generations of “digital natives” are es-
pecially at high risk of being duped by misinformation due
to the amount of time spent on social media and the speed at
which they consume online media. Some work even inves-
tigates younger population’s perceptions of misinformation,
from feeling frustrated [11], to being under peer pressure to
consume certain media [23]. Yet despite previous work, we
still lack a detailed empirical understanding of how younger
users interact with misinformation-related topics in intergen-
erational environments such as WhatsApp family chats, par-
ticularly during times of crisis such as COVID-19. Our work
serves to bridge this gap.

2.2 Misinformation on WhatsApp

The study of misinformation on WhatsApp is not new. Quan-
titative studies have explored misinformation dissemination
on WhatsApp [25,35,41,45,46,49,53,57,58]. Using publicly
available data from public WhatsApp group chats, researchers
have studied the effects of limiting message forwarding on
misinformation’s spread on the platform [46]3, characteris-
tics of misleading messages [57, 58], and percentages of false
information in chats [35]. Studies have shown, for instance,
that political and election-based misinformation is prevalent
in WhatsApp group chats in Brazil [41], Indonesia [46], In-
dia [49], and Nigeria [31], among others. Researchers have
typically focused on public WhatsApp group chats in their
studies because these chats can be rampant misinformation
spreaders and since anyone with an invitation link can join
them, it makes data access for research easier. We focus on
private WhatsApp chats since existing research lacks insight
into misinformation encounters in private, direct messages
or group chats with close friends and family. These chats
can still be effective conduits for misinformation owing to
forwarding on the platform [46].

In other studies of misinformation on WhatsApp, re-
searchers have created tools for detecting misinformation
and alerting users to these misleading messages. For instance,
some qualitative studies examined public WhatsApp group

3WhatsApp introduced new forwarding limits in April 2020 [82]. Mes-
sages that are identified as “highly forwarded”—sent through a chain of
five or more people—are marked with a double arrow icon and can only
be forwarded to a single chat instead of 5. Prior to this change, in 2019,
each message could be forwarded to a max of 20 chats [29], regardless of
forwarding status.
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chat messages [35, 41, 58] for detectable misinformation indi-
cators such as excessively capitalized text and flashy images.
In another study by Palomo and Sedano in Spain [53], they cre-
ated a fact-checking tip line tool so that users could use What-
sApp as to verify claims in local news. Unlike our work, these
researchers interviewed a chief editor of a local news publica-
tion rather than WhatsApp users themselves to inform design
of the tool. Other researchers have developed automated mis-
information detection approaches with limited success [25].
In Brazil, researchers also created WhatsApp Monitor, a tool
intended to limit the spread of misinformation on WhatsApp
in Brazil in public group chats [45]. However, due to What-
sApp’s privacy policies and end-to-end encryption, the tool
functioned as a window into the prevalence of various content
categories (images, videos, audio, text) of misleading content
in public WhatsApp chats for researchers rather than a direct
intervention on misinformation for users. Finally, some work
has looked at the efficacy of family chats in disseminating
misinformation in Brazil [58] and Kenya [76].

There are a few studies of COVID-19 misinformation with
WhatsApp users but not in the U.S.. Bowles et al. [12] showed
from surveying WhatsApp users in Zimbabwe that informa-
tion sent from trusted authorities have significant impacts on
individuals’ knowledge and ultimately crowd behavior. In an-
other study of Indian WhatsApp users, Bapaye and Bapaye [8]
conducted a web questionnaire survey to better understand the
impact of COVID-related misinformation on WhatsApp users
in India. They found that users aged over 65 years and those
involved in common labor (e.g., street vendors, housekeepers)
were found to be the most vulnerable to false information. The
study also found that the presence of an attached link can add
significant false credibility to a piece of misinformation. Fi-
nally, some work has looked at the efficacy of family chats in
disseminating misinformation in Brazil [58] and Kenya [76].

While existing research has been focused on analyzing col-
lected messages to infer the effect of misinformation dissemi-
nation on WhatsApp users, there have been fewer qualitative
studies with WhatsApp users to understand their experiences
with misinformation and no studies of misinformation en-
counters in private WhatsApp chats. Finally, prior studies did
not investigate U.S.-based experiences with misinformation
on the platform; the third most populous user base of What-
sApp users in the world [70]. Since country context affects
misinformation encounters, our work serves to fill these gaps.

3 Methods

3.1 Data Collection Process
To answer our research questions, we conducted semi-
structured interviews with 16 WhatsApp users who were uni-
versity students in the U.S. to better understand their experi-
ences with COVID-19 related misinformation on the platform,
particularly in their private chats. Interviews were conducted

between October and November 2020 and we stopped recruit-
ing upon reaching data saturation i.e., when we encountered
repeating themes without detecting new ones from freshly
enrolled participants [63]. Our study was approved by the
Institutional Review Boards (IRB) of our two institutions. We
designed a demographic survey and interview questions based
on prior literature discussed in Section 2. For instance, since
prior works had investigated the spread of misinformation in
different media formats, we asked about text, image-based,
and URLs as sources of misinformation. We also investigated
how users perceive current measures for combating misinfor-
mation online.

Demographic Survey: Participants were asked to provide
their demographic information in a Qualtrics survey prior to
participating in their interview. We collected their age range,
gender, highest level of education completed, estimated an-
nual income, frequency of WhatsApp usage, and the number
of years they had been using WhatsApp. Additionally, this
survey was used to collect their consent to audio and video
recording during the interview.

Interview Guide: We had three main categories of inquiry
for our interviews to answer our research questions:

General usage: We asked questions about frequency and
duration of WhatsApp usage to confirm participants’ answers
on the demographic survey, why they used WhatsApp over
other messaging platforms, and what relationships they had
with their contacts (friends, family, co-workers, etc.).
Misinformation encounters: We asked participants what con-
cerns if any, they had about false, inaccurate, or misleading
information on WhatsApp. We also asked how often they
encountered this type of content and what factors they con-
sidered when deciding to trust information sent to them via
WhatsApp. Specifically, we also asked if this content was
text-based, an image, or a URL.
Fact checking strategies and technologies: Finally, we asked
participants how they fact-checked information they received
in WhatsApp. Additionally, we asked participants about cur-
rent anti-misinformation tools, shown in Figure 1, such as
WhatsApp’s limitation on message forwarding, their magnify-
ing glass (search) icon (WhatsApp’s web-based fact checker
[83]) and Health Alert partnership with the World Health Or-
ganization (WHO), along with misinformation labels being
used on YouTube and Twitter in 2020 [18, 86].

We piloted our interview guide with lab members who were
university students and had never been involved in this project.
Based on our pilots, we made minor edits to clarify question
phrasing and format. Following the pilots, we continued to the
main study with the finalized interview script. Our interview
questions are available in our Appendix.

Recruiting: We restricted study participation to those over
the age of 18, who used WhatsApp at least multiple times a
week, and were living in the U.S.. We sent recruiting notices
via a university-based survey research center mailing list to
undergraduate and graduate students enrolled at that institu-
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Code Explanation

General
Chat Content Participant talked about what they usually talked about in the chats, broadly
Foreign (non-U.S.) vs. domestic communication Participant uses WhatsApp to communicate with people in or out of the U.S.
Relationship with others in the group (with whom
they interact with most often)

Participants identified relationships with others in their group chats

Misinformation Encounters
Most recent misinformation encounter Participant recounts most recent misinformation counter (info content, who sent it,

their reaction, etc.)
Frequency of encountering misinformation How often does a participant encounter misinformation? (e.g., once a week, month,

year, etc.)
Misinformation indicators Participant describes factors they consider when deciding to trust (and distrust)

information
Design Rec.’s & Fact-Checking Strategies
Fact-checking strategies Participant describes how they fact-check information (Google search, literature,

consulting others, etc.)
Efficacy of current WhatsApp features that combat
misinformation

Participant describes the efficacy of WhatsApp features in fact-checking and limit-
ing the spread of misinformation

Concerns about the trade-off between combating
misinformation and privacy/security

Participant raises concerns that fact-checking measures (e.g., information censor-
ship) may undermine the privacy and comfort associated with end-to-end encryption

Table 1: A subset of our qualitative code book that is most relevant to the paper with codes and code explanations, organized by
topic.

tion, by posting on class Facebook pages at both institutions,
and posts on Twitter. The messages did not specifically target
users who were aware of misinformation. Note that around
50% of WhatsApp users in the U.S. fall into the typical age
range of undergraduate and graduate students in the U.S. [19].
After screening for our filtering criteria, participants com-
pleted a demographics survey and were scheduled for inter-
views. We also used snowball sampling but only recruited one
additional participant using this technique. Many participants
were in the same geographic region as their university but not
necessarily on campus owing to pandemic lockdowns. Each
interview lasted 30 minutes to 1 hour and was conducted vir-
tually over Zoom by at least one member of the research team.
We interviewed participants in English even though some par-
ticipants did communicate in other languages. Examining the
role of language in the spread of misinformation is beyond
the scope of this paper. Note participants were not required to
examine their chats during our interviews. Participants were
compensated with a $20 Amazon gift card for their time. All
interviews were audio-recorded and then transcribed.

Data Analysis: We analyzed our data using deductive cod-
ing and thematic analysis [62]. We created a codebook based
on our interview guide and our research questions as well as
insights from team discussions about emerging points of inter-
est while interviews were being conducted. For instance, we
included codes for how participants encounter misinformation
and for when they encounter different forms of misinforma-
tion such as images or URLs. Our codebook was organized
into 3 broad categories, ‘General Usage’, ‘Misinformation
Encounters’, and ‘Design Recommendations and Fact Check-
ing Strategies’. A portion of the codebook is displayed in

Table 1, while the full codebook is available in the Appendix.
Once we finalized the codebook by consensus in our regu-
lar weekly team discussions, each interview transcript was
coded by two members of the research team with four coders
overall. In total, we ended up with 33 codes and 1183 coded
segments across the four coders. Once all the data was coded,
we used our weekly research meetings to discuss codes of
interest and each of the four coders wrote a detailed summary
for a subset of codes resulting in summaries for all of our
main codes. These summaries included performing a break-
down of sub-themes within the code and describing each of
the sub-themes with representative participant quotes. Each
team member then reviewed all the summaries in depth for
our thematic analysis [62]. Since we performed coding as
input to a thematic analysis, we did not calculate inter-rater
reliability as this is not required [44]. However, we still built
team consensus through weekly Zoom meetings to decide on
the final themes emerging from the data based on the team’s
reading and discussion of all the thematic summaries.

3.2 Participants

Participants’ demographics and WhatsApp usage are summa-
rized in Table 2. Our participants had an almost even gender
split with 7/16 participants identifying as male, while 9/16
identified as female. Participants were also younger overall,
14/16 were in the age range of 18-24, while 2/16 were 25-34.
Participants were mainly based in the Midwestern U.S. (8/16)
and Northeast (6/16) with exceptions of 2/16 based in the
West and the Southeast. All participants completed at least
high school. The majority (14/16) were students (undergrad-
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Figure 1: WhatsApp’s WHO Health Alert (a); WhatsApp’s
search icon fact-checker (b); YouTube’s misinformation panel
(c); and Twitter’s misinformation warning label (d).

uate or graduate) or recent graduates (2/16) including one
full-time employee. Seven out of 16 reported annual incomes
of <$10,000 per year, 5/16 reported $10,000-$69,999, and
4/16 declined to disclose income. Participants had used What-
sApp for 1-11 years with a median of 7 years.4 The majority
of participants self-reported that they used the app daily.

The number of contacts participants stated they had on
WhatsApp varied greatly, ranging from 3 to 1015, with 20-
30 being a commonly mentioned range. There was also a
significant difference between the total number of contacts
a user had and the number of contacts they interacted with
on a regular basis. For example, P12 had 1015 total contacts
on WhatsApp but was in regular contact with only about 5
of them, while Participants 11 and 15 stated that they had
between 100-150 and 20-30 contacts respectively but were in
touch regularly with about 20 and 10, respectively. We left the
frequency term “regular” up to the definition of the participant.
We also asked participants to provide us with the number of
people in their chat groups (if they were comfortable doing
so) and to estimate the average size of the groups they were

4At the time of this study, WhatsApp was more than 11 years old [81].

in otherwise. Most of the group chats were between 3 and 10
people, which were commonly mentioned sizes for private
group chats consisting of family members.

4 Findings

Our analysis of the interviews yielded three main findings:
how users are currently using WhatsApp (including their con-
cerns about misinformation on the platform, how often they
encountered it, and how it can spread); what misinformation
indicators users look for and how they respond to misinfor-
mation on the platform; and finally, how users would like the
platform to respond to misinformation.

4.1 Misinformation Perceptions And Re-
sponses

In research question one, we asked how university students
currently perceive and encounter misinformation on What-
sApp. Our participants mostly used WhatsApp to commu-
nicate with others abroad, were concerned about frequently
encountered misinformation on the platform, and noted that
misinformation senders were often well-intentioned relatives.

4.1.1 WhatsApp Usage And Misinformation Encounters

All of our participants stated that they used WhatsApp to com-
municate with families and/or friends outside of the U.S. as
WhatsApp was convenient to stay in touch with people abroad.
This is hardly surprising as a significant number of What-
sApp users in the U.S. have non-U.S. family members [42].
Only two of our participants (P6 and P11) used WhatsApp
to communicate domestically. Participants told us that they
used WhatsApp primarily to share happenings in everyday
life with family and friends. Interactions with family groups
tended to be more regular than communications with friends.

Although participants praised the pros of WhatsApp, they
also expressed concerns towards misinformation and nonsen-
sical content circulating on WhatsApp—the main concern
expressed was misleading information on COVID-19 cases
and cures. For instance, at least 3/16 participants talked about
how easy it is for misleading content to spread on WhatsApp
since it was so easy to forward links in general. For example,
P6 said that it is also “almost too easy” to select many people
or groups to send a message to upon tapping the forward but-
ton, and that misinformation from families can have a layer
of intimacy attached to it that makes it especially harmful:

“I know [many] have their families in WhatsApp,
and people tend to trust things that come from peo-
ple close to you. So, I feel like it adds almost a level
of genuineness to this misinformation, and then it
causes people to panic, which I think is the biggest
con [of using WhatsApp].” — P6
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# Gender Age Range Region Occupation Frequency of Use
(/week)

Duration of
Use (years)

P1 Female 18 – 24 Midwest Student Daily 7
P2 Female 18 – 24 Midwest Student 2 – 3 7
P3 Female 18 – 24 Northeast Student 2 – 3 1
P4 Male 18 – 24 Midwest Student Daily 11
P5 Male 18 – 24 Midwest Student Daily 8
P6 Male 25 – 34 Northeast Student Daily 8
P7 Female 25 – 34 Midwest Developer Daily 8
P8 Male 18 – 24 Southeast Student Researcher Daily 6
P9 Female 18 – 24 Midwest Student Daily 3
P10 Male 18 – 24 Midwest Student Daily 2
P11 Male 18 – 24 Northeast Student Daily 8
P12 Male 18 – 24 Northeast Student Daily 6
P13 Female 18 – 24 Midwest Student 4 – 6 4
P14 Female 18 – 24 Midwest Student 2 – 3 6
P15 Female 18 – 24 Northeast Student 2 – 3 3
P16 Female 18 – 24 West Student Daily 7

Table 2: Participant demographics (gender, age, region, occupation, frequency of WhatsApp use, and duration of use).

Another participant, P5, described how they have gotten
so used to skeptical content on the platform that they treat
it as a medium for conversation rather than relying on it for
news; they also expressed the caveat that older generations
trust it more. The majority of the participants (14/16) received
misinformation almost every other day or multiple times a
week. These participants recognized that false or misleading
messages were most frequently seen in group chats possibly
because “people like to keep busy with sending messages.”
These false or misleading messages most commonly came in
the form of conspiracy theories or potential cures for diseases
(particularly when COVID had first entered the U.S.). For
instance, P13 recalled an instance of having received a post
about how “juice made out of coriander stems and raw egg
and tomato theory helps cure cancer” in spring of 2020. The
2/16 participants who never encountered misinformation on
WhatsApp attributed the lack of encounters to communicat-
ing primarily with friends (i.e., in their age range) who they
know well—as opposed to family members. We also asked
participants about whether or not they forwarded content to
their contacts on WhatsApp to better understand how mis-
information or any information may travel on the platform.
Many participants (8/16) claimed to have either “rarely” or
“never” forwarded any links or posts that they received on one
chat to another chat. For instance, participant (P9) shared “No,
I do not because, as I mentioned, I’m guarded when I look
at some of these headlines. I feel like we’re living in such a
weird time.” The 8/16 participants who did share or forward
links told us that they first fact-checked the links and then
sent the information only if it seemed reliable to them.

4.1.2 Misinformation Senders

We asked participants about who or what entity was send-
ing them misinformation on WhatsApp. The 14/16 partici-
pants who had a high frequency of encountering misinfor-
mation (approximately every other day or multiple times a
week), revealed that the senders were typically close family
members. These family members sent (mis)information in
a range of formats (from “copy pastas”—long, often joking
texts distributed through copy and paste—to texts, images and
links). Our participants felt that this information ultimately
did not harm them because they were either cognizant of
these groundless claims or the information itself did not pose
a severe threat to anyone who believed it. In the words of P3:

“The sender for me was just my mom, and I did
speak to her about it, and she was definitely of a
different mindset. She was more of the mindset that
we should do whatever we can even if it’s not true,
even if it’s just helping your immune system at this
point, we’ll do anything. So, I wouldn’t say she
necessarily believed that it makes you immune to
COVID, or protects you or anything, but she also
didn’t consider it misinformation. She was like “As
long as it’s helping everyone.” She also sent it to
people. . . I mean, it’s up to you to do whatever you
want with it.” - P3

Participants also expressed that these family members were
often sending messages without malicious intent of sharing
information that could prove dangerous. Another participant
(P10), reflecting this sentiment, perceived that:

“[her mom and aunts] find it very easy to essen-
tially forward a message from another group chat
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to another, essentially spamming the group chat
with all sorts of massive, long text messages about
something, or a web link that is pretty much misin-
formation.” - P10

Contrary to having malicious intent, our participants also
described how, oftentimes, their family members sent mis-
information with the intention of keeping others safe and
informed in the midst of a pandemic. For example, P10 also
described how half of her family believed “that we should
rinse our noses with saline solution to prevent COVID” and
when asked if she followed this protocol, she would merely
respond by saying yes so as to avoid getting into a lengthy
argument of whether and why this approach to combating the
virus is ineffective.

4.2 Misinformation Indicators and Responses

In our second research question, we asked how users identify
whether content is misinformation on the platform and how
they respond to misleading content. Participants told us they
had four main indicators that a message was misinformation
and had developed strategies for fact-checking content. In
response to misinformation, not everyone was comfortable
with confronting senders, often owing to family dynamics.

4.2.1 Indicators Of Misleading Content

Generally, participants told us about four main indicators that
they relied on to decide whether to trust information sent
to them via WhatsApp: 1) the credibility of the information
source, 2) their relationship with the misinformation sender,
3) the format and framing of the message, and 4) personal
politics and values. Many of these strategies, aside from re-
lationship with the sender, echo indicators developed by Ja-
hanbakhsh et al. [32] on reasons people believe or disbelieve
claims, as well as textual misinformation indicators for au-
tomated detection specified by Resende et al. [57]. These
strategies also echo findings on studies of other social media
platform users such as Facebook [22, 26, 47], i.e., using the
source of a news article to evaluate its credibility.

Source Credibility and Name Recognition. The majority
of participants paid attention to the source’s credibility when
deciding to trust information sent to them (15/16). Partici-
pants focused on the reputability of the organization when
analyzing information, most often news media content. Estab-
lished media and news corporations carried greater credibility
and legitimacy compared to smaller, more obscure media
outlets; e.g., participants mentioned The New York Times
and MSNBC. Participants generally expected the source to
be linked to an established news platform as opposed to a
random individual’s social media account. Additionally, par-
ticipants considered government organizations and links that
forwarded to .org and .gov, e.g., www.cdc.gov, as reliable.

Relationship with Sender. Complementary to Geeng et
al.’s finding that Facebook and Twitter users may trust certain
poster’s content because they trust the individual [26], we
found that the opposite can be true as well; participants may
inherently mistrust content because they have deemed the
sender to be unreliable and untrustworthy.

Since participants primarily used WhatsApp to communi-
cate with friends and family, they told us they measured the
trustworthiness of information based on their relationship and
perception of the sender. If a sender was known to consistently
share misleading information, participants were more likely
to be skeptical of them. This theme was most prevalent when
participants described their relationship with older relatives;
9/16 expressed concern that their older contacts were unable
to distinguish between credible and untrustworthy news con-
tent and were less prone to fact-checking before sharing on
WhatsApp. Over time, P2 felt increasingly suspicious when
receiving messages from their grandparents and older rela-
tives in large family group chats:

“Just because they are not as able to filter out fake
news from real news. I mean, obviously it’s pre-
sented in a more and more realistic way every sin-
gle day and they just lap it up and believe in it, and
also, they are not as tech savvy to be able to go
and Google immediately and do a quick check on
what’s actually happening” — P2

Participants described how these contacts would frequently
spam family group chats with information they received in
other group chats and channels. Five out of 16 participants
described ignoring messages from particular senders since
they automatically assumed false or misleading content. How-
ever, there were a few exceptions where participants trusted
their contacts when sharing information on unfamiliar topics.
For example, in the midst of school and university closings
in response to the early COVID-19 outbreak, P15, a gradu-
ate student, said she was bombarded with news stories that
contradicted each other. This participant reached out to her
sister who told her to expect her school to cancel all in-person
activities. Because P15 had a close relationship with her sister,
she trusted her sources.

Format and Framing. Six of the 16 participants reported
distrusting and avoiding messages that: urged users to spam
forwards, shared without context, were overly sensational
and attention-seeking, had inflammatory language, and were
opinion-based. Three out of 16 participants expressed mis-
trust of forwarded messages because these messages often
followed a template that explicitly asked users to forward the
message to their contacts. Further, participants believed if
someone did not dedicate time to writing their own messages,
they probably did not verify it either. Participants also took
the visual layout and format of a message into account as
well; two participants avoided messages that displayed ex-
cessive use of colors, advertisements, capitalized and bold
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texts, emoticons, and other eye-catching designs apart from
the text itself. Participants also told us they were wary of
poorly spliced pictures that may have been edited beforehand
or messages framed with inflammatory, opinionated content
that were seen as biased and misleading (2/16). In the case
of COVID-19 news, these participants trusted sources that
presented numerical data (e.g., number of cases, growth rate)
in a neutral tone without underlying agendas.

Political ideology. A few participants (4/16) expressed
political ideology as an important factor when deciding to
trust information. They said they were less likely to trust
content, as credible as it may be, from news organizations or
their personal contacts with conspicuous political views out
of concern of an underlying political agenda. For instance, P9
expressed having conservative political values and criticized
left-leaning news sources sent from contacts with opposing
political ideologies because they automatically considered
them biased and misleading. Likewise, P11, a self-described
liberal, disregarded any news articles sent from conservative
family members.

4.2.2 Fact-Checking Using Google And Intuition.

Thirteen out of 16 participants were asked about fact-checking
strategies, and two main approaches were found as partici-
pants’ primary fact-checking approaches: 1) searching on
Google and 2) relying on personal judgment. Apart from
these, reading scientific papers was mentioned once by a grad-
uate student (P11) and directly asking other contacts such
as friends by one other participant (P6). It is worth noting
that, in reality, these strategies are not mutually exclusive
and are often employed together by an individual in a single
fact-checking attempt.

Google. 12/14 participants told us their most common way
to fact-check information sent to them on WhatsApp was to
search on Google to verify its accuracy. When a source’s relia-
bility was unknown, P15 stated they usually “click on the links,
maybe read some other articles that have been published by
the same website or author and see if those are accurate”. If
participants found multiple sources corroborating each other,
they felt this was an extra piece of evidence that the infor-
mation was accurate, therefore trustworthy. Participants told
us that their process of verifying the information with other
sources, especially those considered authoritative, was not
exclusive to Google. They checked the information from any
source that they usually consulted for information and trusted.

Prior Knowledge. Eight out of 16 participants relied on
their intuition, prior knowledge, and understanding of current
affairs to determine whether or not a message, image, text,
or URL was intentionally misleading or false. This finding
echoes that of Flintham et al. [22], for Facebook users who
looked for ‘fake news’ in an experiment on fake news articles
only and sometimes relied on their own judgement for deter-
mining veracity. In our study, which occurred in the first year

of the COVID-19 pandemic, most participants expressed prior
knowledge of COVID-19 cases, precautions, and myths that
informed them outside of their WhatsApp channels. For exam-
ple, myths about COVID-19, such as gargling warm salt water
or drinking lemon juice twice a day, sounded completely out-
landish to some participants given their understanding of the
properties of the virus and the vaccine. In another related ex-
ample, P10 described a misinformation encounter where their
aunt claimed eating ice cream and other cold foods increased
the chances of contracting the coronavirus:

“If I had to think about basic biology, it’s pretty
hard to link ice cream to a virus that caused a global
pandemic, I would say. I’d say, yes, maybe if you eat
ice cream a lot and don’t dress up in cold months,
your immune system may be more vulnerable to the
flu, to the virus. But it wouldn’t be a direct cause of
COVID” — P10

4.2.3 Dealing With Misinformation Senders

Out of 15 participants who allegedly encountered misinfor-
mation via WhatsApp, 9 people mentioned past experiences
of confronting senders of misleading information, 8 people
mentioned scenarios where they were passive and didn’t chal-
lenge the senders—even when they recognized there were
something incorrect with the content shared, and 2 others
confessed they didn’t always stick to one strategy.

Actively Confronting Misinformation Senders. When en-
countering misinformation, “active” participants confronted
the sender, especially if they were on close terms with them.
However, most of them recognized that “there is no point” in
repeatedly resisting and reminding the sender to check the
sources of any information they forward, prior to sharing,
especially when the sender continues not to do so. In one
canonical example, P3 actively confronted their mother by
asking a question along the lines of “Do you also believe this?
Do you think it’s believable?” The participant also explained
that they were able to confront the sender (in this case their
mother) since the participant was a) close with the sender
and b) they knew that the sender had no malicious interest
in sending incorrect information. Other “active” participants,
who fact-checked a topic by doing further research, shared
that whenever they received any information that they had not
yet encountered, they ventured to ask the sender questions
like “where did you find this?”. In one example, P1’s mother
sent her sensational and misleading information on COVID
cases in the U.S.. Although P1 personally thought that the
U.S. could do better in curtailing the virus, she recognized
that her mother’s sources made the problem worse than it
was. Recognizing that she was simply worried and did not
purposely share misinformation, P1 confronted her mother to
comfort her:

“Yes, we did talk about this quite often during the

USENIX Association Eighteenth Symposium on Usable Privacy and Security    435



video chatting. I would just try to assure her, “Oh,
Mom. This is okay,” and regardless how the num-
bers surge in America, like myself, at least I can
protect myself. I just wear masks and I do hand san-
itizing very often, so I’m trying to point out to her,

“Mom, this is misinformation. America is actually
doing fine.” Well, it’s not. So, yeah, I don’t counter
the source directly, but I am trying to comfort her
on speaking for my personal level.” – P1

Passively Ignoring Misinformation Senders. While these
“active” participants did not let these qualms prevent their
confronting of senders, “passive” participants acknowledged
that they would simply ignore anything shared via What-
sApp based on the contents and sender of the post (e.g., if
the content concerned the 2020 Black Lives Matter protests
or COVID-19). At least 2 out of the 6 passive participants
expressed explicitly that they did not want to upset any family
relations due to a “trivial” post shared on social media. Other
participants echoed this sentiment and told us they often re-
acted passively about misinformation, not taking the time to
correct others’ misaligned opinions or views as it would lead
to an “hour long argument” which the participants did not
want to face. In another anecdote, P2 recalled having received
information from her family members regarding unfounded
steps of precaution to take against COVID involving gargling
with “warm saltwater every time” they came back into their
home from being outside to “kill off all COVID particles and
be safe.” This participant did not correct their family mem-
bers as they did not want to cause any unfriendliness for a
harmless piece of information:

“I’m not interested in trying to correct people be-
cause it’s just not going to work, they’re going to
believe what they want to believe. I had a phase a
couple of years ago where I was trying to correct
people and I was like, it’s not going to happen, it’s
not going to work. So now I’m just like, ‘Sure, you
do you and I’m just going to ignore.”’ – P2

In another representative example, P8, reported that it was
easier to delete group chats which they had flagged as one of
main mediums of misinformation without reading any con-
tent sent. P8 accepted that “There was just a point where
there was so much going around it was easier to just, honestly,
stop reading things.” To summarize, participants often did
not want to strain family relationships by correcting misinfor-
mation, especially given that, in many cases, they perceived
the misinformation to be harmless.

4.3 Views on Existing Mechanisms To Combat
Misinformation on WhatsApp

To answer research question three, we asked how aware and
confident participants were of current features to combat mis-

information on WhatsApp and their opinions on how to im-
prove how the platform handles misinformation, particularly
around COVID-19 as shown in Fig. 1. In general, participants
showed little to no awareness towards the features probed and
expressed varying opinions on efficacy of these features and
concerns around the privacy dilemma of combating misinfor-
mation in the context of end-to-end encryption.

Of all the existing features shown or discussed with all
participants (WhatsApp forwarding limits, WhatsApp search
icon, and the WHO health alert), on average only about 4
participants had heard of at least one or more of these features.
Generally, participants mentioned that the forwarding limit
could be circumvented if a sender manually copied and pasted
it or by sending the message one at a time or via another
platform. Participants also thought the search icon could link
to multiple search engines rather than one and felt the WHO
alert did not look professional owing to the use of emojis.

4.3.1 Privacy and Security Concerns

Not only were participants unaware of existing anti-
misinformation measures, they also voiced concerns on
whether or not WhatsApp should even be responsible for
designing preventative measures against misinformation.

Content Moderation Concerns. At least 6/16 participants
believed that WhatsApp, as a platform, should not be account-
able for curbing any misinformation, arguing that it is up to
the user’s discretion whether or not they believe what they see.
Even if the content is explicitly false, they felt that users are
entitled to share anything they want and believe to be true. On
the other hand, participants agreed that WhatsApp definitely
bears a responsibility in fact-checking and regulating any mis-
leading content, rather than burdening the user to determine
what is trustworthy.

Other participants expressed major concerns about the
trade-off between users’ privacy and WhatsApp’s efficacy
against misinformation (3/16). They felt these features in-
fringed upon users’ privacy and therefore preferred if What-
sApp did not explicitly flag or censor misinformation. Should
WhatsApp ever flag or censor direct messages, it would need
to clarify any privacy-preserving techniques and the methods
used to identify any inflammatory or misleading content.

Misinformation Warnings And Labels. When asked to
suggest design recommendations to limit the spread of mis-
information, only 5/16 participants thought that WhatsApp
should adopt the misinformation warning labels similar to
YouTube’s and Twitter’s warnings [18, 86]. They liked the
idea of warning users not to trust certain sources while still
giving them the option to share. As P13 said, “they should be
allowed to view it because of free speech, but they should be
aware that it is incorrect, it’s misinformation.”. An alternative
suggestion was for WhatsApp to record known misinforma-
tion sources such as websites (4/16) or to generate a credibility
rating for websites for when senders share links (2/16).
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5 Discussion and Design Suggestions

Our study suggests that WhatsApp is uniquely situated in
the misinformation space based on the following three key
findings:

• F1: Our participants’ group-based WhatsApp commu-
nications with close family and friends make it espe-
cially effective in disseminating misinformation out of
good intention. Previous studies observed the efficacy of
WhatsApp as a misinformation pipeline in large public
chats [31,41,46,49], but our study suggests this may also
be the case in private chats. Future studies are needed to
confirm if it is mainly older adults spreading content.

• F2: The peer-to-peer nature of communication on What-
sApp adds intimacy and complicates users’ ability and/or
willingness to deal with misinformation they encounter.
Because we focused on gathering deep user experiences
in private chats over collecting data using automated
methods as in prior studies [25, 45, 57], we were able to
surface significant social power dynamics within chats
that pose challenges to countering misinformation.

• F3: Participants were unaware of current mechanisms on
WhatsApp to combat misinformation. Moreover, privacy
and information accuracy, both desirable in communica-
tion apps, can be seen as conflicting traits on WhatsApp.
Such a tradeoff has been a common technical assumption
known to experts in the field [43], but our study revealed
that everyday users are also well aware of this trade-off.

We think it is particularly important to engage with F3
when addressing misinformation in end-to-end encrypted en-
vironments. While some participants told us they would appre-
ciate more effort on WhatsApp’s part to flag misinformation,
they also acknowledged that WhatsApp’s inability to read
messages will hinder its ability to do so. However, no par-
ticipant mentioned that encryption should be sacrificed to
offer more robust fact-checking services, implying that they
still hold privacy on the platform in high regard. This tension
offers rich avenues for future work.

In addition to privacy, dealing with misinformation in pri-
vate chats is complicated by social relations. We found that
the more personal nature of communication on WhatsApp in-
tegrated social dynamics that discouraged a user from actively
confronting misinformation senders. Our observed social dy-
namics include cultural emphases on respect and deference to
elders: many of our participants feared correcting older family
members’ misinformation out of concern for coming across
as rude or disrespectful, despite having a justifiable and legiti-
mate reason. Therefore, younger users, who our participants
claim to be more adept at identifying misinformation, may not
be able to signal the misleading nature of a piece of informa-
tion to others if it is sent by older family members or relatives.
Further, many participants recognized that misinformation

often resulted from well-intentioned family members who
sent it out of care for others (e.g., bogus COVID-19 cures),
supporting preliminary research suggesting that information
dissemination on WhatsApp follow familial, communal, and
ideological ties [7]. This is worthy of further study in the
U.S. as it may be of particular relevance to a rising body
of work around digital communication and misinformation
within American immigrant diaspora communities [68, 78].

These findings point to a need for alternate approaches to
combating misinformation in end-to-end encrypted, private
group chats, as conventional moderation techniques often
rely on examining content and do not take into consideration
sociocultural dynamics between group chat members. For
example, educational campaigns around misinformation may
include tips and suggestions for dealing with relatives but
ground this in terms of caring about others.

5.1 Design Suggestions
Our participants were for the most part unaware of anti-
misinformation features on WhatsApp, suggesting that even
when a platform is actively trying to combat misleading con-
tent, users may not know about these measures. Assuming a
platform can overcome the hurdle of raising user awareness
of new anti-misinformation features, based on the insights
above, we propose the following design approaches to im-
prove the ways users can deal with misinformation on end-
to-end encrypted platforms. These features may be useful to
users within our study demographic, but generalizations to a
broader user base cannot be made without additional studies.

5.1.1 Empowering the user to better fact-check or flag
misinformation for themselves.

WhatsApp cannot analyze content to identify misinformation
due to the platform’s encryption policies. Another platform-
controlled measure, forwarding limits, has been seen as in-
effective by participants in our study as well as previous
work [46]. Based on our findings, we suggest designing to
empower the user with tools to combat misinformation. For
misinformation senders, we suggest reminding users of the
value of fact-checking before forwarding content. For mis-
information receivers, designs should: 1) respect the user’s
ability to classify misinformation for themselves, and 2) make
it easier for the user to organize and track their misinforma-
tion encounters so they can later fact-check and better learn
from them. This can be translated into features for both the
information sender and receiver.

• Sender: By adding friction using a popup dialogue box
that asks the user whether they have fully read the con-
tents of a link, users can be prompted to reflect on in-
formation they are sharing before forwarding content.
This kind of friction is already being deployed by other
platforms to reduce sharing without context [24] and
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is shown to be effective in obstructing access to disin-
formation [33]. However, the friction should not be too
high, as it can then be seen as censorship, [59].

• Receiver: An option to mark a message as dubious and
decrease its visibility in their chat screen may help users
mitigate the sight of misleading content. This can protect
the user as previous work in psychology indicate that
repetition of a message can increase believability in it
despite one’s initial judgements [20, 21, 77] from believ-
ing deal with the constant flow of misinformation. Note
that this feature is distinct from WhatsApp’s current op-
tion to delete a message, which can result in disparate
versions of the same chat across different users. [79].

• Receiver: To help users track and fact-check messages,
users may store messages that have been flagged as du-
bious in a “quarantine” bin for later inspection.The bin
can be equipped with tools to help users surface trends,
such as common language or links, across dubious mes-
sages. Users can then use these trends better identify
misinformation in future messages.

5.1.2 Helping users deal with misinformation in ways
that mitigate power dynamics in groups.

Our findings suggest social dynamics in family group chats
can make it difficult for users to confront and correct misinfor-
mation senders. We propose the following features to allow
users to subtly alert others about potential misinformation.

• Selectively applying the fact checker icon to messages:
We can let users anonymously apply WhatsApp’s fact
checker5 to particular messages for everyone in the chat
to see and use. This offers resources to group members
without accusing anyone of sending misinformation.

• Anonymous suggestions of alternative resources: One
suggestion is to allow users to anonymously suggest a
link to an alternative information resource to the sender.
Once the resource is suggested, the sender can receive a
notification with the anonymous suggestion and choose
whether to accept it. If accepted, the link can be sent into
the group as a reply to the original message to update
others and gently nudge the group towards discussion.

6 Limitations and Future Work

Our study sample was limited to 16 university students and
recent graduates who were mostly in a younger age bracket
of 18-35 years. By its nature, our qualitative study is not in-
tended to be generalizable [62,63]. Future work could expand

5WhatsApp has already rolled out to some users its own web-based fact-
checker [83]. However, since the platform cannot read message contents, it
applies the fact checker to all links, which may not always be desirable.

our study to a broader sample of young users who are not
students or to a larger sample of more age-diverse U.S. based
participants across the country. Also, while we asked par-
ticipants about misinformation around topics such as Black
Lives Matter protests and U.S. elections, we did not collect
sufficient data to report on it. Future work could thus inves-
tigate topics beyond COVID-19. Additionally, even though
our participants were based in the U.S., we observed that
most communication on the app was international. Studies
that specifically investigate misinformation within domestic
interactions on WhatsApp may also complement our work
since the language of communication may affect the percep-
tions of misinformation. Studying WhatsApp users in other
countries would also expand on our study. Finally, future stud-
ies could implement and test our design recommendations or
study other end-to-end encrypted chat-based platforms, such
as Telegram [73], Signal [65], and iMessage [2].

7 Conclusions

We interviewed 16 U.S.-based university students and a recent
graduate about their experiences with misinformation related
to COVID-19 in private WhatsApp group chats. We were
interested in filling in two gaps in previous literature: the lack
of qualitative user interviews to understand younger adults’
misinformation experiences on end-to-end encrypted messag-
ing platforms such as WhatsApp, and the lack of studies on
how WhatsApp is used in the U.S. Our findings suggest that
there is a need to differentiate the nature of misinformation
on WhatsApp compared to other popular American social me-
dia apps such as Twitter and Facebook. Namely, WhatsApp’s
popularity as an international communication tool used with
close family or friends can unknowingly turn good intentions
into misinformation-sharing frenzies and hinder the ability
of those who identify misinformation to notify others about
it. Additionally, WhatsApp’s staunch commitment to end-to-
end encryption can present limitations to the techniques the
platform is able to deploy to combat misinformation. Our
findings offer implications for design approaches to both mit-
igate the sharing of misinformation and improve experiences
of users who receive misinformation. These findings and sug-
gestions may help WhatsApp users outside the U.S.—and
even users on similar platforms—handle similar issues and
spark new discussions around information moderation with
privacy-preserving techniques more broadly.
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Appendix A: Interview Questions
General WhatsApp usage

• Why do you use WhatsApp? (vs. other social media
or messaging apps like iMessage, Facebook Messen-
ger, etc.)

• Is WhatsApp your primary communication app?

• How often do you use WhatsApp?

• How long have you had WhatsApp?

• What do you think are the pros and cons of What-
sApp?

• How many contacts do you have on WhatsApp?

• What relationship do you have with your contacts?
Are they friends? Family? Work colleagues? Ac-
quaintances? Others?

• What do you usually talk about on WhatsApp? Do
you share links when you talk?

• Are most of your conversations on WhatsApp direct
messages or group chats?

– Can you give a ballpark percentage of the con-
versations that happen in private messages vs.
in group chats?

– How large are your group chats? Who are in
them?

• Do you know anything about WhatsApp’s end-to-
end encryption?

Encounters of doubtful information

• What concerns do you have about false, inaccurate,
or misleading information in WhatsApp? If none,
why?

• Have you ever seen or received any information on
WhatsApp that you thought was false or misleading?
If so, what happened? What did you do?

– Who sent it to you?

– Did you forward it?

– Did the information consist of images, text, ar-
ticles, or videos that you thought weren’t accu-
rate? Why did you think they were inaccurate?

– How often do you see this type of content?

– Has similar content ever appeared on another
social media/messaging platform (e.g. Face-
book News Feed)?

• What factors do you consider when deciding to trust
information sent to you via WhatsApp?

• Do you forward information to your contacts?

Misinformation and recent events (COVID-19, BLM
protests, U.S. election etc.)

• What kinds of information on COVID-19 have you
received around WhatsApp?

• When was the last time you got a message on What-
sApp about COVID-19? What was it about? Did you
think it was accurate? Why/why not?

• Have you seen more information sharing around
COVID-19 on WhatsApp compared to before De-
cember 2019?

• Have you seen false, inaccurate, or misleading infor-
mation around COVID-19 on WhatsApp? If so, can
you give an example?

– What did you do?

– How did the information affect you?

– Did you talk to the sender about it?

– Did you fact-check it?

– Did you ignore it?

• How has the information you’ve seen on What-
sApp affected your view/opinion on the country’s
(U.S.) situation with the pandemic (e.g. reopening
phases, how COVID-19 affects youth, number of re-
ported cases, conspiracy theories about origins of the
virus)?

• How has the information on mask wear-
ing/quarantine/social distancing affected your
viewpoint with the COVID-19 information you
receive?

– How has the information on mask wearing
+ protests affected your viewpoint with the
COVID-19 information you receive?

– What about stay-at-home?

– What about social distancing?

• What other messages about recent events have you
received so far (BLM, elections, schools reopening)?

– How have they affected your views on these is-
sues?

– How about your views on COVID-19, if at all?
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Technology + fact-checking strategies
App features referenced are shown in Fig 1 (in the main
paper).

• Have you used the WHO Health Alert on WhatsApp?
If not, why?

– If yes, what did you think of its helpful-
ness/usefulness? How easy was it to use?

• The CDC has a bot on WhatsApp you can text to
give you information on what to do if you think if
you have symptoms. Have you ever used this? If
not, why?

– If yes, what did you think of its helpful-
ness/usefulness? How easy was it to use?

• Have you seen a new magnifying glass icon pop up
beside some of your messages recently?

– If so, have you tapped on it?

– What did it lead you to and what did you think
of it?

• How do you know what information given to you on
WhatsApp can be trusted (or in general)?

– What do you use to fact-check, if anything at
all?

• What’s your opinion on WhatsApp limiting the num-
ber of forward messages to lessen the spread of false
information?

– What led you to that opinion?

– The limit is that one can only forward a mes-
sage to 5 chats at a time.

– When message is forwarded in a chain 5 times,
it can only be forwarded to one chat (indicated
with double arrow).

• Do you think WhatsApp can be improved to help ad-
dress these issues with false, inaccurate, or mislead-
ing information? Why or why not?

• With other resources like Twitter’s COVID-19 mis-
information warnings (Fig. 1(d) in the main paper)
and YouTube’s information alert boxes (Fig. 1(c) in
the main paper), would you want a better way to fact-
check information in WhatsApp? Do you think these
are enough? Why or why not?

Conclusion

• How has anything you said been vastly different from
how you send or receive messages on other social
media platforms you use?

• Is there anything else regarding WhatsApp that you
want to talk about?

– Desired technology?

– False/inaccurate information?
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Appendix B: Codebook

Code Explanation
General
Reason for using/liking WhatsApp Participant explained why they like or use WhatsApp
Reason for disliking WhatsApp Participant explained why they dislike WhatsApp, if they dislike it

in any way
Chat Content Participant talked about what they usually talked about in the chats,

broadly
Foreign (non-U.S.) vs domestic communi-
cation

Participant uses WhatsApp to communicate with people in or out of
the U.S.

Size of groups/chats they’re in Participants estimated the average size of the group chats they are in.
They also gave exact numbers if they remember, or if they were in
very few groups

Relationship with others in the group (with
whom they interact with most often)

Participants identified relationships with others in their group chats

Active contacts/chat groups Participants estimated the number of WhatsApp contacts they inter-
acted with on a regular basis

Misinformation Encounters
Information format (im-
age/video/audio/text/links)

Participant describes the format of the information presented to them

Most recent misinformation encounter Participant recounts most recent misinformation counter (info con-
tent, who sent it, their reaction, etc.)

Frequency of encountering misinformation How often does a participant encounter misinformation? (e.g. once
a week, month, year, etc.)

Who sends them misinformation content Participant describes relationship with the misinformation sender
(relative from abroad, immediate family member, etc.)

Frequency of forwarding links Participant describes how often they forward links to their chats and
messages

Misinformation indicators Participant describes factors they consider when deciding to trust
(and distrust) information

Reason for being active (talking with
sender, fact-checking) about receiving mis-
information

Participant explains how and why they are proactive when receiving
misinformation (confronting sender, fact-checking)

Reason for being passive (ignoring) about
receiving misinformation

Participant explains how and why they are passive/inactive when re-
ceiving misinformation

How WhatsApp content impacted their
opinion on how the U.S. handled the pan-
demic

Participant explains how what they read on WhatsApp has impacted
their opinion of how the U.S. handled the pandemic

How WhatsApp content impacted their
opinion on BLM, 2020 elections, school
reopenings

Participant explains how what they read on WhatsApp has impacted
their opinion on other recent events: BLM, U.S. elections, U.S.
school reopenings

Design Recommendations and Fact-Checking Strategies
Willingness to use existing WhatsApp
technology from reliable sources

Participants share their awareness of existing resources on What-
sApp from reliable sources designed to combat COVID-19 misin-
formation, namely the CDC bot

Fact-checking strategies Participant describes how they fact-check information (Google
search, literature, consulting others, etc.)

Efficacy of current WhatsApp features that
combat misinformation

Participant describes the efficacy of WhatsApp features in fact-
checking and limiting the spread of misinformation

Suggestions for improvement Participant suggests improvements of current WhatsApp in bettering
misinformation prevention/clarification
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Concerns about the trade-off between com-
bating misinformation and privacy/security

Participant raises concerns that fact-checking measures (e.g. infor-
mation censorship) may undermine the privacy and comfort associ-
ated with end-to-end encryption

Features of other platforms Participants share their opinions of existing features on other social
media platforms (YouTube, Twitter, etc.) to combat misinformation.

Table 1: Our codes and corresponding explanations, organized by topic.
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Abstract
Modern technologies including smartphones, AirTags, and

tracking apps enable surveillance and control in interpersonal
relationships. In this work, we study videos posted on TikTok
that give advice for how to surveil or control others through
technology, focusing on two interpersonal contexts: intimate
partner relationships and parent-child relationships. We col-
lected 98 videos across both contexts and investigate (a) what
types of surveillance or control techniques the videos describe,
(b) what assets are being targeted, (c) the reasons that TikTok
creators give for using these techniques, and (d) defensive
techniques discussed. Additionally, we make observations
about how social factors – including social acceptability, gen-
der, and TikTok culture – are critical context for the existence
of this anti-privacy and anti-security advice. We discuss the
use of TikTok as a rich source of qualitative data for future
studies and make recommendations for technology designers
around interpersonal surveillance and control.

1 Introduction
“Is my partner cheating on me?” “What is my teenager do-
ing right now?” “How do I access something my parents
restricted?” Questions like these have long existed in inter-
personal relationships, and to answer these questions, some
people turn to methods of surveillance and control. In recent
years, the availability and accessibility of new technologies
have enabled lay users to implement increasingly invasive
surveillance and control over others. For example, tracking
apps like Life360 facilitate precise location tracking of other
individuals, and Apple AirTags can be misused to enable the
same. These tools enable violations of security and privacy
boundaries through unauthorized or unintended use of tech-
nology, or by otherwise transgressing others’ expectations.

In this work, we investigate a novel source of advice on

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
August 7–9, 2022, Boston, MA, United States.

how to surveil and control others’ through technology: the
social media platform TikTok. We find that on TikTok, users
post detailed tutorials for surveilling their partners or chil-
dren. Consider this suggestion to turn on the auto-answer call
accessibility feature on a partner’s phone to detect cheating:

welcome to toxic tiktok i promise this isn’t
me anymore! but lemme help you out!! if he’s not
picking up, change this setting, it will automatically
pick up all his calls! and if you hear stuff you didn’t
want to hear... i’m so sorry bb (TT45)

We call such videos “anti-privacy advice” or “anti-security
advice”: anti-privacy or anti-security because the techniques
often involve violating privacy or breaking device and account
security, and advice because the videos are presented as guid-
ance intended to be widely seen (more examples in Figure 1).
We sought to answer the following research questions:

1. What information or systems are being targeted in anti-
privacy or anti-security advice on TikTok and by whom?
How are these attacks carried out and for what reasons?

2. How do anti-privacy or anti-security advice videos fit
into the ecosystem of videos on TikTok, and how do they
relate to a broader societal context?

To scope our study to a meaningful yet manageable size, we
use case study methods to identify two interpersonal relation-
ships as the contexts for our investigation: intimate partner
and parent-child. We collect a dataset of 98 English-language
TikTok videos and use qualitative methods to answer our
research questions. First, we use a deductive approach to
thematic analysis to apply a threat modeling framework to un-
derstand the assets, stakeholders, techniques, and motivations.
Second, we use an inductive approach to thematic analysis to
generate themes about how these videos are situated in the
broader TikTok and societal context.

We find that surveillance in the intimate partner context is
usually surreptitious and for the purposes of detecting cheat-
ing. Techniques used include leveraging tracking apps, ob-
taining unauthorized access to messages, and manipulations
via physical access. In the parent-child context, surveillance
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Figure 1: Examples of TikTok“Anti-Privacy and Anti-Security Advice,” recreated to protect creators’ anonymity. a) Surveil
an intimate partner’s (“his”) Instagram messages by requesting a data download from the target’s phone, and sending it to the
attacker’s email. b) Hijack an intimate partner’s Snapchat account to view their messages by recovering targeted account from
the attacker’s phone, selecting “phone call” to verify the identity, and picking up the call on the target’s phone without unlocking
it. c) Using AirPods’ Live Listen accessibility feature to surveil someone in another room. d) A parent using an AirTag necklace
to track their child’s location. e) A teenager evading the Life360 app by installing it on an iPad that remains at home.

by the parent used family tracking apps and parental controls,
is typically overt, and for ensuring child safety or restricting
access to certain types of content. Meanwhile, teenagers in
particular tended to resist these measures, and manipulated
settings or broke authentication measures to evade tracking.

We generate themes about three social factors contextualiz-
ing the anti-privacy and anti-security advice we found. First,
we identify that social acceptability influences framing of
such advice: videos in the intimate context joked about being
“toxic” because surveillance of other adults is transgressive,
while videos in the parenting context framed techniques as
helpful “#momhacks” for child safety. Second, we examine
the influence of gender, given that a majority of language in
the videos was feminine-coded, and how gender expectations
could have contributed to the motivations of detecting cheat-
ing and protecting children. Third, we associate the engaging,
easy-to-follow, and sometimes controversial characteristics of
the anti-privacy and anti-security advice videos with TikTok’s
competitive culture of creating viral content.

Our investigation sheds light on an ecosystem of people
sharing anti-privacy and anti-security advice on TikTok. We
close by discussing our findings’ implications for the com-
puter security and privacy community and surfacing oppor-
tunities to address the risks introduced by anti-privacy and
anti-security advice, while also recognizing that technical
fixes will not fully address the associated social and societal
challenges. We also reflect on the benefits and challenges of
TikTok as a qualitative data source.

In summary, we make the following contributions:
1. We identify TikTok as a source for rich qualitative

data about “anti-privacy” or “anti-security” advice, and
conduct case study investigations of 98 videos about
technology-enabled surveillance and control. We study
two interpersonal contexts: intimate partner and parent-
child relationships.

2. We identify assets, stakeholders, techniques, and motiva-
tions in anti-privacy and anti-security advice.

3. We generate themes about how these videos are situated
in the broader TikTok and societal context.

4. We discuss our findings’ implications, identifying oppor-
tunities in security and privacy research and practice.

2 Related Work
2.1 Interpersonal Security and Privacy
Most closely related to our work are other studies of security
and privacy as indexed by specific interpersonal relationships.

Intimate Partners. A growing body of scholarship studies
adversaries and their methods in intimate partner relation-
ships. Freed et al. categorize attacks into four categories based
on the resources abusers leverage and their intentions [26].
Other studies investigate spyware apps for intimate partner
surveillance (IPS) [15], as well as creepware for interpersonal
attacks [51]. Tseng et al. [59] create a taxonomy of IPS tools
discussed on IPS forums. In our work, we do not know if the
TikTok creators giving anti-privacy or anti-security advice
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actually use such techniques to abuse, but we highlight the
potential for such advice to do so. Our context of study is also
different: TikTok is an open platform, compared to narrower
populations in prior work, e.g., survivors contacting Family
Justice Centers [26] or those on dedicated forums [59].

Other work examines how to effectively design interven-
tions supporting survivors [30,60,68], particularly by working
in consultation with survivors to map concerns [26]. Comple-
menting these intentional efforts, the observational nature of
our work allows us to see attacks organically discussed on
TikTok, for informing countermeasures and support.

Many scholars studying the intimate context draw atten-
tion to its complexities. For example, intimate partner vi-
olence (IPV) targets must negotiate tensions such as seek-
ing distance despite social, financial, or other connections to
abusers [25]. Levy & Schneier highlight common privacy
assumptions made by computer scientists that do not hold in
intimate relationships [37]. We join these scholars by diving
into the murkiness of interpersonal relationships through the
content that perpetrators and targets themselves create and
post on TikTok.

Contrasting prior IPV and IPS work, our dataset includes
social media stalking techniques used before a relationship
begins, perhaps more akin to the privacy of online dating [16]
or online status indicators [17]. This may speak to the normal-
ization of intimate surveillance [38] with new technologies.

Parent-Child. Many scholars have also investigated familial
privacy boundaries. One body of work interrogates the infor-
mation sharing that some parents engage in — sharenting —
when children are younger and unable to consent [3, 9, 10],
as well as the normalization of parental monitoring [36, 55].
Some scholars draw attention to the increased risk of “dataveil-
lance” from parents [42, 67]. Studies of parental control apps
find that apps are purportedly for safety, but may favor parents’
desires at the cost of childrens’ [65], contributing to negative
experiences [29], especially if designed incorrectly [63].

Between parents and their teenaged children, user studies of
privacy boundaries find different technology understandings
and preferences for monitoring or autonomy [19,20], but also
expectations that parents and children will collaborate to find
the right balance [56]. The tension between parents’ desire for
information and control to ensure safety with teens’ desires
for autonomy and privacy has also been documented in the
context of specific technologies, e.g., IoT entryways [31, 61],
smart speakers [35]. The openness of TikTok creators allowed
us to observe parents’ opinions and suggestions for surveil-
lance and control, as well as the teenagers’ countermeasures.

2.2 Security Advice
Security and privacy researchers have studied what pro-
security advice exists, its sources, and its quality [47–50].
Other work also investigated advice for specific communi-
ties, e.g., queer individuals [28], or contexts, e.g., in work-
places [21, 22], after “triggers” [23], during civil rights

protests [5, 62]. In this work, we instead study anti-security
advice, or advice on how to compromise others’ security and
privacy through methods of surveillance and control.

Aside from Tseng et al.’s work on IPS forums [59], we
are aware of little academic work studying how security and
privacy adversaries learn. Some low-tech techniques in videos
we study call to mind advice from other contexts, e.g., social
engineering and low-tech hacking guides [41].

2.3 TikTok
As TikTok is only 5 years old, TikTok research is still in
its early stages. Some study specific subcommunities, e.g.,
populations with disabilities [24], healthcare workers [53], or
aspects of TikTok’s culture, e.g., authorship practices [34],
visibility [1]. Other work leverages TikTok as a respository
for specific content, e.g., public heath messaging [2, 4, 40],
social activism [18], science memes [66], political communi-
cation [52]. We add to this growing body of work by studying
anti-privacy and anti-security advice: content that teaches how
to surveil or control others through technology. De Leyn et
al. study tween privacy perceptions, but in conjunction with
parents [39], whereas this work studies when parents may
pose the privacy risk.

3 Background
TikTok is a social media platform on which users post short-
form videos (also called “TikToks”). In early 2020, TikTok
became the most downloaded app in the world, and reached 1
billion monthly users in late 2021 [43], demonstrating enor-
mous growth relative to older social media platforms. As of
early 2022, 35% of TikTok’s users are between 19 and 29
years old and an additional 28% are under 18; only 18% are
between 30 and 39, and 19% are over 39 [33].

Usage. TikTok’s primary interface is the For You Page (FYP),
an infinite scroll feed of autoplaying videos. The FYP serves
videos using a recommender system, which personalizes rec-
ommended videos based on engagement metrics such as dwell
time, likes, and comments. Content can also be viewed in the
Following tab (to see content from previously followed cre-
ators) or the Discover tab (to search for videos or see trending
topics). TikTok displays videos full screen (on mobile), and it
is only possible to watch TikToks one at a time, swiping up
to display the next video.

In addition to the video (often showing the creator in por-
trait mode), TikToks frequently include overlaid text (which
may be read aloud by a built-in voiceover feature), TikTok’s
own set of sounds (including licensed music), and various
visual effects. Users can interact with content by liking, com-
menting, or sharing videos; following TikTok creators; or
remixing other TikToks.

TikTok subcommunities. Subcommunities on TikTok are
loose associations of creators and followers interested in a
specific topic, often organizing around certain hashtags, e.g.,
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#egirl (rebellious women gamers turned fashion aesthetic),
sometimes with a play on the platform name, e.g., #momtok
(moms on TikTok), #fittok (fitness TikTok). Relationships are
one such subcommunity, with users posting anything from
inspirational relationship content, to giving advice, to calling
out toxic behaviors. The top relationship-related hashtag is
#relationship with 90.1 billion views. Another subcommu-
nity discusses various aspects of parenting, including sharing
advice or personal experiences. The top parenting-related
hashtag is #parenting with 13.0 billion views.

4 Methods
We investigate anti-privacy and anti-security advice on Tik-
Tok through case studies of two interpersonal contexts. We
selected these contexts informed by case study methods and
collected a total dataset of 98 TikTok videos (see 4.1). For
data analysis, we performed procedures from the qualitative
methods family of thematic analysis (see 4.2). Although our
research did not directly recruit participants, and as such, our
institution’s IRB determined our work not to be human sub-
jects research, we still recognize that we are studying real
people: we carefully made ethical considerations to protect
the subjects of our research (see 4.4). We conclude by contex-
tualizing the goals of this work with its limitations (see 4.5).

4.1 Case Selection and Data Collection
We summarize our overall approach to data collection, which
occurred between November 2021 and February 2022.

We used progressive focusing [54], an approach from case
study methodology, to iteratively narrow our research ques-
tions as well as select which cases we used. In his influential
1995 book, The Art of Case Study Research, Stake describes
progressive focusing to place a high emphasis on interpre-
tation that allows for flexibility during the research process
because “the aim is to thoroughly understand [the case]. If
early [research] questions are not working, if new issues be-
come apparent, the design is changed.” [54]

In this work, our case was centered on English-language
TikTok videos that described technology-enabled techniques
for harming others’ digital security or privacy, i.e., anti-privacy
or anti-security advice. Our criteria for inclusion of a TikTok
video as anti-privacy or anti-security advice were: (a) does the
video describe a technique that requires technology,1 (b) does
the technique involve violating privacy or security measures or
boundaries, and (c) does the technique implement (or evade)
surveillance or control?2

Initially, we tried searching for security and privacy related
terms using the built-in TikTok search interface to surface
relevant videos: e.g., “hacking,” “security,” “violate privacy,”
“surveillance.” These terms are meaningful to the computer
science community, but we discovered they were not to Tik-

1Thus, we excluded videos without a technology element.
2Thus, we included videos where the technique was been demonstrated

in the video with consent, but could also be used without consent.

Tok creators nor viewers. Instead, we realized that we would
need to first identify contexts in which anti-privacy or anti-
security advice could be common, and then find videos in
those contexts that included technology-enabled techniques.

We conducted a literature search to identify contexts in
which anti-privacy or anti-security advice could be common.
We considered the following contexts (that we did not in-
clude): smart homes, proctorware, hidden cameras in vacation
rentals. We searched for videos in these contexts, finding the
most qualitatively rich videos in intimate partner and parent-
child relationships, which we finalized as our cases.

We collected more data by adding context-specific search
terms to our original set: in the intimate partner context, e.g.,
“toxic,” “relationships,” “cheating,” and in the parent-child
context, e.g., “parental controls,” “life360,” “kid tracking.”
Data collection was an iterative process between two mem-
bers of the research team, who recorded relevant search terms
and frequently met to discuss data collection efforts.

The majority of data collection concluded when we felt
that we had exhausted the relevant search terms and could
not find more videos, and that we had a rich enough dataset
for analysis. Drawing from case study methods, we contin-
ued triangulating — “working to substantiate an interpretation
or to clarify its different meanings” [54] — throughout our
analysis and writing. By iteratively searching for relevant
videos to confirm or deny our findings and interpretations,
we continued to make refinements and added 21 videos in
this manner. Our final dataset consisted of 98 anti-privacy or
anti-security advice videos: 66 videos in the intimate partner
context, 27 videos in the parent-child context, and 5 relevant
to both. Altogether, our dataset accounts for 60 minutes and
14 seconds of audio-visual content, with a total of over 16
million likes (mean = 171K, median = 4.5K, max = 3.2M).
For reporting, we abbreviate the xth TikTok in our dataset to
TTx. We note that our dataset is a case study, and prioritizes
qualitative depth over quantitatively measurable claims.

4.2 Data Analysis
We conduct thematic analyses of our data, a broad family of
methods that is flexible with respect to conceptualization of
the data and its meanings, inductive or deductive orientations,
and the procedures that can be used [7, 8].

Deductive Thematic Analysis. The first part of our analysis
focused on our first research question about (a) what infor-
mation or systems are being targeted, (b) by whom, (c) using
which techniques, and (d) for what reasons. We used a code-
book approach [7,8] to deductively (theory-driven) apply a se-
curity threat modeling framework to our data. Because of the
significant theoretical value of this framework to security and
privacy researchers and practitioners, the codebook approach
permitted us to develop these questions early in the research
process. First, two coders familiarized themselves with the
videos by watching them multiple times, taking notes sepa-
rately (this initially began concurrently with data collection).
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They then met multiple times to develop four codebooks:
stakeholders, assets, motivations, and techniques. Using these
codebooks, one coder coded intimate partner videos, the other
coded parent-child videos. Lastly, both coders reviewed each
others’ work, discussing and resolving concerns.

Inductive Thematic Analysis. For the second part of our
analysis, we used a less structured approach to inductively
(data-driven) generate themes about the social factors that
contextualize the anti-privacy and anti-security advice we
collected on TikTok. We did this by continuously meeting
with all members of the team to discuss higher-level observa-
tions we made about the data, and drafted memos about these
broader ideas. Through this iterative process [45], we devel-
oped three themes about the social context of such advice (Sec-
tion 7).3 To ensure thoroughness, we also triangulated [54]
these themes by going back to do more data collection, or
add new elements of analysis, as necessary. For example, to
triangulate our findings about the gender in Section 7.2, we
went back to the data with a gendered lens.

4.3 Positionality Statement
In the process of our inductive thematic analysis in particu-
lar, as well as our overall research approach and perspective,
we acknowledge our active role as researchers in the process
of knowledge production [6] and regard our “subjectivity as
analytic resource” [8]. Our research analyses and interpreta-
tions are the result of our particular social, cultural, historical,
disciplinary, political, and ideological positionings [8]. Here,
we describe our identities and how they relate to the inter-
personal contexts (i.e., intimate partner and parent-child) and
research data (i.e., TikToks) we study. Our research team is
composed of two cisgender women and two cisgender men.
Two researchers are in their 20s, one is in their 30s, and one
is in their 40s. All researchers have experience with intimate
partner relationships and two are parents. One researcher has
24 months of experience with TikTok, another has 6, and
another has 3 at the time of these analyses. 4

4.4 Ethical Considerations
We consulted with our institution’s IRB, which determined
that our study did not require review as human subjects re-
search because the videos that we analyzed were publicly
available at the time that we collected them. However, we rec-
ognize that IRB review is not sufficient to guarantee ethical
research. In particular, there are ethical considerations with
studying public data that was created and shared for purposes
other than research [12], even if many of the videos we study
have reached large audiences in the context of TikTok (and
beyond — we observed some news articles about creators in

3Due to the deductive thematic analysis approach we used for applying
the threat modelling framework to our data, as well as the observational nature
of TikTok videos, we did not conduct a fully reflexive thematic analysis [6].

4The other co-author first heard about TikTok through his collaborators
and only accesses it through links provided by the other three.

our dataset). To mitigate potential harms that may come from
exposure of the content we study to unexpected audiences,
we paraphrase creator quotes and recreated screenshots of
the videos in this paper, to preserve semantic meaning while
obscuring the original source. We also aim to present our data
in broadly descriptive or interpretive, rather than individu-
ally judgmental, ways — we recognize that there is additional
context behind the motivations and situations of creators and
viewers of the content we study that we may not fully under-
stand. Ultimately, our goal is not to study the specific people
who post or engage with this content, but rather to use this
data as a window into popular use of interpersonal control
and surveillance techniques more generally.

Our research also surfaces complicated social ethics con-
siderations. The surveillance and control techniques we study
have a tangled relationship with the interpersonal situations
they are embedded in, including non-consensual surveillance,
cheating, child safety, and fostering trusting familial relation-
ships. Our work cannot resolve these ethical questions, but as
security and privacy researchers, our goals are to enable an
informed conversation about security and privacy risks, and
hope that our findings contribute to a better understanding of
the use of surveillance and control techniques.

4.5 Limitations

Our investigation necessarily considers only a slice of data
from TikTok, focusing on specific subcommunities, at a spe-
cific point in time, and limited by the videos we were able
to surface via our data collection methodology and TikTok’s
search capabilities. There are likely relevant videos on TikTok
that are not included in our dataset, so there may be motiva-
tions or techniques that we missed. Moreover, there may be
other related subcommunities that our searches did not sur-
face, e.g., communities who respond to the videos we analyze
or create similar videos in other contexts. Accordingly, our
analysis focuses on surfacing the breadth and depth of inter-
personal surveillance and control motivations and techniques
that the videos we study cover, not on understanding TikTok
as a whole or on comparisons with different subcommunities.

Additionally, content on TikTok is, as on any social media
platform, created and edited in order to present people and the
topics they are discussing in a certain way. Our study uses Tik-
Tok data as a window into people’s motivations, techniques,
and responses to interpersonal surveillance and control, but
(of course) does not give us information about the creators’
actions or opinions beyond what is projected in the videos.

Finally, we come to TikTok and to our research questions as
observers, not as TikTok content creators ourselves. There are
likely unique aspects of content creation that we do not under-
stand. However, as mentioned, several of us have significant
experience immersed in TikTok as passive users.
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5 Findings from the Intimate Partner Context
We collected a total of 66 TikTok videos in the intimate
context. Of these, 64 were about implementing methods of
surveillance and control, while 2 were about defenses. These
videos were created by 25 unique TikTok creators: 18 came
from Creator A, the most prolific creator; 9 came from Cre-
ator B, the second most prolific; 8 came from Creator C; and
1 video each came from seventeen creators.

5.1 Stakeholders, Assets, and Motivations
We present a summary of the stakeholders, assets (and associ-
ated technologies), and motivations in Table 1.

Explicit and Implicit Concerns about Cheating. In the
videos we collected in the intimate partner context, instiga-
tors are interested in obtaining information about targets, pri-
marily to detect cheating. Cheating concerns were sometimes
made explicit by using the words “cheating” or “suspicious”
(or variants thereof). We observed that many videos began
with this motivation, e.g., “Do you wanna find out if your part-
ner cheats?” (TT36), potentially to capture a viewer’s atten-
tion. Sometimes this motivation arose later, e.g., the instigator
in TT18 says, “keep watching if you wanna find all Twit-
ter conversations between your partner and someone you’re
suspicious of.” The creators also made their motivation as
instigators explicit by naming an audience member’s relation-
ship to a target, e.g., “How to figure out if your partner is
cheating on you” (TT10).

In other videos, concerns about cheating were implicit:
for example, by implying a target’s identity by their gender:
“Trying to get into his Snapchat?” (TT38). Some videos in-
cluded techniques that were substantively similar to those
in videos explicitly motivated to detect cheating, or sought
to find evidence of cheating behaviors (e.g., communicating
with someone else, being at certain locations) or contained
context clues about catching a target, e.g., “Heh you can’t
hide from me dummy ” (TT34).

Targeted Assets. Instigators sought to compromise a variety
of targets’ assets: aligned with the motivation of detecting
cheating, instigators creatively postulated all the digital traces
that could be treated as proof, including sexually explicit pho-
tos or emails from hookup websites. Location in particular
was treated as more conclusive proof if instigators used tech-
nology to verify that targets had been at suspicious locations.
Social media assets, such as who targets followed or mes-
saged, were used sometimes as less conclusive evidence, e.g.,
“as a preliminary step to confirm or deny my suspicions, before
I get into a full investigation” (TT40).

Other Motivations. A minority of videos were not motivated
to detect cheating, and were instead about general behaviors
of surveillance and control in intimate relationships. These be-
haviors may cross targets’ personal boundaries, breaking their
existing security measures or invading their privacy, either
because a target would reasonably assume certain information

to private, or in some cases, because a target had explicitly
set that boundary. Some instigators sought to surveil targets
at all hours of the day, even absent suspicions of cheating, or
generally spy on as many of their target’s digital activities
as possible. Targets’ motivations were to maintain autonomy,
especially in the face of potential surveillance.

5.2 Intimate Surveillance and Control
Next, we break down the specific surveillance goals and tech-
niques of instigators. We observed at least 24 distinct tech-
niques for surveillance and control, underscoring the variety
and creativity of instigators in this context. Though we do not
pose this is an exhaustive list of all techniques discussed on
TikTok, we detail these techniques to surface the breadth of
how instigators surveil and control their targets. The full set
of goals and their associated techniques are in Appendix A.

5.2.1 Goal: Surveil Digital Communications

Instigators were interested in learning who targets were com-
municating with, and what those communications contained,
(presumably) to determine whether they were texting with a
affair partner. Several methods were suggested for obtaining
information about the targets’ SMS or social media messages.

Technique: Exploit Data Downloads. One method for ob-
taining a target’s messages and communications was through
the data download feature of social media platforms: GDPR’s
Right of Access requires data subjects to be able to download
archives of their data. Instigators noted that on platforms like
Instagram, Snapchat, and Facebook, these data downloads
can be used to obtain a copy of their messages, allowing them
to search for evidence of cheating (Figure 1a). Three separate
creators made tutorials for locating the data download in the
settings interfaces of the above platforms. This attack relies
on having physical access to the device or account access.

Technique: Gaining Direct Account Access. Another
method for obtaining a target’s messages was to obtain direct
access to the target’s social media account to view the target’s
messages in the app. One video describes hijacking the tar-
get’s Snapchat account through the account recovery process,
which only requires physical access to their phone (Figure 1b).
The instigator attempts to recover the account password on
their phone. Snapchat sends an authentication code via phone
call, which the instigator can pick up without unlocking the
phone. After confirming, the instigator can reset the target’s
password, accessing the target’s Snapchat messages. Another
approach suggested is to add the instigator’s phone number to
the target’s iCloud account, which may enable the instigator
to get a copy of their messages.5

Technique: Emoji Side Channel. Two TikToks suggest the
target’s frequently used emojis in their keyboard as a side
channel for detecting cheating. If sexually suggestive emojis

5This technique does not work without also enabling message forwarding,
which requires additional authentication.
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Table 1: A summary of the stakeholders, assets (and their associated technologies), and motivations we observed in our dataset.
This table is intended to give a sense of the broader context and attack space; we note that our methods were qualitative and thus
these results are not able to make exhaustive claims about what attacks are possible, nor quantitative claims about frequency.

Intimate Partner Context Parent-Child Context

Stakeholders Instigators surveil targets’ data or digital footprint, or
otherwise exert control on targets’ digital activities

Parents are the caretakers of children; childrens’ ages
ranged from early school age to teenagers

Assets Location; social media accounts; social media data (who
targets followed, messaged, or content targets posted); web
browsing history; photos; live audio; dating app usage

Location and location privacy; access to specific types of
content; access to communications; privacy about digital
activities

Technologies
Targeted or
Used

Apple software and devices (iOS, iPhones, AirTags,
AirPods, Apple Watches); Android (Google Maps); social
media platforms (Instagram, Facebook, Twitter, Snapchat,
Tinder); email; phone calls; family monitoring apps

Apple devices (AirTags); Life360; Bark; FamiSafe; parental
control features; VPNs

Motivations Instigator: Detect cheating; general surveillance; control
contact with targets

Parent: Child safety in the physical world and online

Target: Evade surveillance; maintain autonomy Child: Autonomy; privacy

(e.g., , , ) were present and the target did not use them
while communicating with the instigator, it suggests the target
is sexting with someone else. This technique only requires
non-privileged physical access to the phone: TT40 suggests
opening an iPhone’s “Today’s View,” accessible from the lock
screen and containing a keyboard in the search bar.

5.2.2 Goal: Stalk on Social Media

Another goal for instigators was to stalk a target’s activities
on social media, either for generally monitoring their online
presence, or for specifically finding evidence of cheating.

Technique: Read Twitter Conversations. One video sug-
gests using Twitter’s advanced search to find conversations
between two specific people, to look for evidence of cheating.

Technique: Anonymous Viewing of Instagram Profiles. In-
stigators may be interested in viewing their targets’ Instagram
profiles; however, activity like following or viewing stories is
visible to the target. To view stories anonymously, one video
suggested creating a fake Instagram account to watch stories,
while another suggested using a third-party site that claims
to allow anonymous viewing. A different third-party site was
suggested for enlarging a target’s profile picture, which are
usually only shown in a small size through the app.

Technique: Side Channels in Social Media Platforms.
Other videos highlight side channels that leak information
about the target’s activity. For example, an instigator could
determine the order in which a target follows other accounts,
by viewing their “following” list on the web version of Insta-
gram, which shows follows in chronological order.6 Another
video suggests that instigators can infer whether a target is
sending Snapchat messages (e.g., sexts) to a large number of
people or to an individual, by tracking the target’s Snapchat
score over time, and observing how much it increases.

6This is no longer works as of the writing of the paper.

Technique: Track Online Status Indicators. Instigators may
want to know when a target is online on a messaging app to
infer other aspects of their behavior (e.g., are they actually
asleep, or did they lie about it?). One instigator names a third-
party app that specifically sends notifications each time a
WhatsApp contact signs on or off.

Technique: Contact Someone Who Blocked You. One video
demonstrates texting someone who blocked you by sending
from an associated iCloud email address.7

5.2.3 Goal: Surveil Dating App Usage

Instigators presented techniques to infer whether targets were
using dating apps despite being in a relationship with them.

Technique: Find Target’s Profile on Dating App. One ap-
proach is to find the target’s profile on the dating app. One
video suggests creating a fake account on the dating app,
and swiping through profiles manually. They also suggest
setting the search radius to the minimum while physically
near the target narrow down the available profiles as much as
possible. Another suggests a paid third-party service called
“CheaterBuster” that will look for the target automatically.

Technique: Infer Dating App Usage. Other videos suggest
more indirect approaches. One video suggests attempting to
create a dating app account with the target’s email address to
see if the email address is already in use, indicating they are
signed up for that service. Another suggests looking through
the App Store for dating apps — the list of downloaded apps
shows not only which apps were installed, but when they
were first purchased or installed. This would indicate if they
recently installed a new dating app.

5.2.4 Goal: Surveil Other Digital Activities

Instigators also aimed to surveil targets’ other digital activ-
ity, including monitoring their browsing history for watching

7According to many comments, this technique does not seem to work.
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porn, and searching their phones for sexually explicit content.

Technique: Searching for Explicit Content. Some videos
instructed viewers to look for explicit photos in the photo
gallery, as well as explicit content in the target’s email and web
browsing history. One video warned viewers of an app that
could hide explicit photos while appearing to be a calculator,
and noted that observing a target’s reaction to being asked
about whether they had this app might be informative enough.

Technique: Photo Metadata. One video suggested an app
that automatically parsed EXIF data to show when a photo
was originally taken, which allows inferring whether a sex-
ually explicit photo had been, according to the instigator,
“reused”: “let’s say you get a pic of their nuh-uh today, but if
the pic was taken five months ago, who else might’ve gotten
that pic, hm?” (TT16).

5.2.5 Goal: Manipulate Social Media

Instigators creatively manipulated the functionality of social
media and messaging apps to obtain outcomes they desired.

Technique: Restrict and Unrestrict. Two videos advocate
reading an Instagram direct message by blocking the sender,
which then sends the message to a request inbox that does not
send read receipts. Similarly, another advocates manipulating
a target’s Instagram story feed by hiding a story from the
target, and then unhiding, which makes the story appear first.

Technique: Fake Tags. One video describes creating a fake
“tag” with the poll feature in an Instagram story that appears to
be tagging another user, but instead tallies how many people
clicked on the fake tag.

Technique: Message Deletions. One video describes how to
delete WhatsApp messages more than an hour old: changing
the system time to within an hour of the message timestamp.

5.2.6 Goal: Surveilling Physical Activities

Instigators were also interested in surveilling targets’ physical-
world activities, such as their physical location, or hearing
their conversations, which could provide evidence of cheating.

Technique: Tracking Location with Apple Products. A
very common technique described by instigators is to use
AirTags, AirPods, or Apple Watches to track a target’s loca-
tion. This is done by secretly hiding one of these in the target’s
belongings or car (one video demonstrates hiding it in the side
pocket specifically). TT25 acknowledges that this would be
“super toxic,” but one could “forget, on accident of course, an
Apple device in their car and then track their every move.” In
another notably overt example, an instigator makes an AirTag
necklace with a customized design, names the AirTag “Cutie
pie ”, and gives it as a present to her boyfriend. We also
observe one instigator discussing an unsuccessful attempt, as
Apple’s mitigation alerted their target that they were being
tracked, and later found the AirTag discarded in a bush.

Technique: Abusing Accessibility Features to Spy on Au-

dio. Instigators developed techniques for surreptitiously lis-
tening to their targets’ conversations. Some videos advocated
for using Live Listen, an accessibility feature which enables
an iPhone or iPad to act as a microphone to send sound to
AirPods (intended for use with hearing aids, or in a noisy lo-
cation). An instigator could leave their phone with the target,
leave the room, and listen via AirPods (Figure 1c). Others
suggested taking the targets’ phone, enabling Auto-Answer
for phone calls (intended for Touch accessibility), and calling
them whenever they wanted to listen to what they were doing.

Technique: Use Tracking or Monitoring Apps. Three
videos advocate installing location monitoring apps (e.g.,
Life360) or using OS-level tracking features (e.g. Find my
Friends) on partners’ phones. These videos report the loca-
tion of a target in real time. Another strategy suggested by
instigators was to use the iOS Significant Locations feature or
Google Location History to identify locations that the target
visited in the past, which could reveal if the target had been
dishonest about where they had been.

5.3 Countering Intimate Surveillance
We now review targets’ strategies. In the 2 videos we col-
lected, targets’ goals were to counter surveillance. These de-
fenses do not counter any of the instigator techniques we
found, which could be a result of our methods (Section 4.5),
and does not necessarily mean such content is not on TikTok.

Technique: Detect call surveillance. Two TikToks described
checking phone carrier settings to check for call forwarding
or redirection. However, the videos did not suggest purposeful
next steps if found: “if any are enabled... scream” (TT54).

6 Findings from the Parenting Context
We collected a total of 27 videos in the parent-child context;
16 from parents, and 11 from children. These videos were
posted by 25 unique TikTok creators, distinguishing this con-
text from the intimate partner context where three creators
accounted for over half of videos.

To facilitate comparison with the intimate context, we stan-
dardized our terminology to use “surveillance” and “con-
trol” for methods used by parents to track, monitor, or re-
strict their children’s activities. In the parent-child context,
these methods are more ethically ambiguous than the inti-
mate partner context, and may not always be adversarial. The
appropriateness of certain methods may depend on the age
of a child or the overall nature of the parent-child relation-
ship. Though some creators shared techniques with positive
intentions, viewers may not necessarily share those intentions.
Further, such videos may contribute to the normalization of
parental surveillance [55].

6.1 Stakeholders, Assets, Motivations
In the parenting context, we observed videos from parents
and children, primarily teenagers (old enough to have a smart-
phone and a TikTok account). Tensions centered around par-
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ents having the right level of information and control to en-
sure childrens’ safety, while children wished to have enough
autonomy to ensure their own privacy. A summary of the
stakeholders, assets, and motivations is again in Table 1.

Parent Perspective. When children were younger, parents
were concerned about physical safety and leveraged technolo-
gies to track their location, especially when not in their super-
vision, e.g., riding the bus to school. Some captions alluded to
more general concern: “Extreme measures are essential these
days. Track kids with #airtag bracelets” (TT57). As children
got older, concerns centered more on access to certain content,
so some parents relied on family tracking apps, parental con-
trol features, or other technologies made for these concerns.
Parents were concerned about children accidentally download-
ing malware or making purchases, messaging strangers, using
rude or profane language, encountering explicit material, and
having excessive screen time.

Child Perspective. Children’s videos were motivated to evade
tracking or restrictions by a desire for greater autonomy, par-
ticularly in the face of restrictions (e.g., on internet and app us-
age) and tracking software (e.g., for location) on their phones.
Children were also motivated to hide their apps and texts from
low-tech monitoring, like manual inspection by parents.

6.2 Parental Surveillance and Control
We now describe the specific goals parents had regarding
child safety, and the techniques and tools used to reach those
goals. Again here, we do not pose this is an exhaustive list
of all possible techniques, but rather detail them to surface
their breadth. Generally, parents used commercially available
tracking and parental control tools, or parental control fea-
tures built into mobile operating systems. Compared to the
intimate partner context, parents typically used these features
as intended, rather than abusing features. The full set of goals
and their associated techniques are in Appendix A.

6.2.1 Physical Surveillance

Parents were interested in knowing the exact physical location
of their children, for emergencies or general peace of mind.

Technique: Location Tracking with AirTags. Many of the
videos from parents advocated using AirTags in order to keep
track of their children’s location, touting how cheap, accessi-
ble, and effective they were: “#Apple #AirTag this is so smart,
only $30, so worth it ” (TT60). Essentially all of these
were made by moms for younger children (younger than pre-
teen) and a few described this technique as a “mom hack.” As
noted above, the motivations were to keep children safe. The
parents mainly showed their personal experiences of making
an AirTag bracelet, keychain, or necklace and putting it on
their child (Figure 1d), while a few also showed putting (or
hiding) and AirTag in their child’s bag or shoes. One in partic-
ular noted that a keychain attached to their child’s belt loop,
instead of backpack, was the best option “because backpacks

are always left behind when something happens” (TT65). We
suspect that parents chose to use AirTags with younger chil-
dren because they do not yet have smartphones with which
tracking apps can be used.

Technique: Location Tracking with Apps. For older chil-
dren, parents described using specialized mobile apps, espe-
cially Life360, to monitor their activities. Life360 is adver-
tised as a family location sharing app, which also provides
emergency assistance alerting and digital safety tools to mon-
itor identity theft or credit scores. One parent described using
Life360 to monitor their kids while they went to school and
extracurriculars (TT63).

6.2.2 Goal: Online Safety and Monitoring

Parents are also concerned about kids’ online safety, and em-
ployed a variety of apps and tools to restrict access to the
internet and apps, and to monitor communications.

Technique: Monitoring and Parental Control Apps. Some
parents described using third party apps to impose parental
controls and monitoring to their kids’ smart phones. Apps
mentioned include FamiSafe and Bark, which are advertised
as online safety apps that monitor social media content for
appropriateness as well as time limits on certain apps. Bark
alerts them if profanity was detected: “privacy with a safety
net” (TT97). Another set of parents created a sponsored video
where they describe using FamiSafe’s app download allow
list to restrict their kids to trusted apps (fearing that their child
might install malware on their phone).

Technique: Fully Locking Down Phone. One parent advo-
cated for a fully locked down phone from Gabb Wireless,
which had built-in parental control tools for screen time re-
strictions and content filters (including no access to any social
media platforms), while still allowing for some phone func-
tionalities like calling and texting.

Technique: Monitor Messages with System Features. Par-
ents could also use built-in operating system features to per-
form monitoring of their children. One video explained how
to monitor a child’s text messages: parents can add their phone
number to the child’s iCloud account, and then update the
settings to forward all messages to the parents’ device(s).

6.3 Children’s Defenses
Teenagers’ primary goal in our dataset was to evade surveil-
lance or restrictions placed on their phones by the parents;
such as location tracking apps or parental controls. These
techniques were generally reactive, not proactive, to parents’
usage of certain commercial products or device features.

Technique: Disrupting Location Tracking Apps. Children
described a number of ways to evade location tracking apps
like Life360, e.g., disabling cellular data and motion and track-
ing permissions for Life360, while leaving location and WiFi
permissions on. This prevents the app from reporting back
real time location updates, but does not notify parents that
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the location permission was disabled. Another technique was
to install the Life360 app on another device that could be
left at home (Figure 1e). Another video claims that putting
the iPhone in Do Not Disturb mode would disable tracking,
though commenters disputed this method.

Technique: Bypassing Parental Controls. Teens also found
techniques to bypassing parental controls, which may restrict
screen time, app downloads, or access to certain websites,
depending on the software and how the parents configure it.

Two children described guessing the parental control pass-
code by examining the fingerprints left by their parents. One
suggested wiping a screen perfectly clean, and another by
getting a screen very dirty, and then asking parents to un-
lock or temporarily allow access to apps. Then, by looking at
the location of the fingerprints, they systematically guessed
the possible combinations. For parental controls that use a
VPN to intercept web and message history, like Bark, one
video suggested removing the VPN in the system settings.
Lastly, to bypass App Store restrictions on which apps can be
downloaded, one user suggested signing out of their iCloud
account, logging into a new iCloud account to download the
app, and then signing back into their usual account.

Technique: Hiding Digital Activity with OS Features. Two
children advocated for a technique specifically for when par-
ents ask to see their phone. To hide certain apps, the children
described an iOS feature that hides certain homepage screens,
so that the parent would not see certain apps.

7 Social Context of Anti-Privacy and Anti-
Security Advice

We now present themes from all 98 videos across both settings,
stepping back to consider broader social contexts.

7.1 Social Acceptability
Though on a technical level, videos in our dataset all contain
advice on breaking or potentially misusing computer security
and privacy features, we saw notable differences in how so-
cially acceptable the creators perceived their advice to be, and
whether the techniques were meant to be covert.

Intimate Partner Hacking: Socially Unacceptable, Covert.
In the intimate partner context, creators often demonstrated
performative self-awareness about how their videos were
taboo, transgressive, or could be illegal or considered viola-
tions of privacy. Captions for these videos often included hash-
tags or phrases like “#toxic”, “#stalker”, “#crazygirlfriend”
(referring to self), or “#hacks”. Some creators put disclaimers
at the beginning of videos or in their account profiles, declar-
ing that their videos were not to be taken seriously:

Disclaimer: Techniques shown here should not be
replicated. If you are actually crazy, you should
probably get medical help. These videos are only
for entertainment and informational purposes. Use
this as you will. (TT19)

Techniques used by instigators in the intimate context often
had covert objectives, such as viewing content anonymously,
secretly getting unauthorized access to a device or account,
or abusing existing features like platform user blocking.

Parental Surveillance and Restrictions: Socially Accept-
able, Overt. In contrast, videos about anti-privacy or anti-
security advice in parent-child relationships were not framed
as deviating from social norms. For parents’ videos, because
the motivations of child safety are widely accepted, creators
tended to frame their videos as helpful tips: “I really strongly
recommend using AirTags if you have a kid going to school
on public transit” (TT64). The techniques and tools used by
parents, such as Apple AirTags, parental controls on smart-
phones, and apps designed for family tracking or child safety,
like Life360, are commercially available, and used for their in-
tended purpose, rather than covertly used or misused. Rather
than secret surveillance methods, parents openly put AirTags
on their childrens’ wrists or clothing or enabled parental con-
trols on their childrens’ phones.

Teens Evading Surveillance and Control: Socially Accept-
able, Covert. In teenagers’ videos on evading restrictions
and tracking, although their techniques were often intended
to be covert and undetectable by parents, none of the creators
framed their videos as socially unacceptable. For example,
multiple videos gave advice for disabling location monitoring
in the Life360 app so they could leave the house without alert-
ing their parents. The techniques were intended to be discreet,
but the creators did not portray doing so as ethically wrong.

Why These Differences? The norms around privacy in the
intimate partner context differ substantially from the parent-
child case. In the intimate relationships, both people involved
are adults with autonomy and reasonable expectation of pri-
vacy, and many of the suggested techniques seem to over-
step social and legal norms among adults (especially without
consent). Meanwhile, by biological, social, and legal norms,
parents are responsible for the care of their children. So tech-
niques for parental controls and surveillance fall within the
norms for parenting, even if individual parents would disagree
on the balance between control vs. autonomy, and safety vs.
privacy. Similarly, teenage children rebelling against parents
is well within social norms, even if done in secret.

7.2 Gender
We observed that TikTok creators framed their videos from
a femininized and heteronormative perspective. The videos
we collected predominantly used feminine language and were
targeted to a feminine audience. Given the limitations of
our method, which is observational about TikTok videos, we
refrain from assuming the gender identities of creators. In-
stead, we qualitatively discuss the feminine (as opposed to
masculine) coding of the video content, in alignment with
scholarship on gender performativity [13] and in particular,
gendered language (e.g., [27, 44]).
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Specifically, we observed that many creators in the intimate
partner context used feminized language towards themselves,
e.g., #crazygirlfriend, “she’s back,” and masculinized lan-
guage to describe the targets of their strategies, e.g., “the boys
aren’t gonna like what I’m about to share with you” (TT23).
Additional videos presumed the audience to be women in
relationships with men: “ladies, the goal here is to manipulate
the algorithm, sorta like the way men manipulate us” (TT39).

In the parent-child context, most creators used feminized
language when referring to themselves, e.g., #momhack. One
creator described using AirTags to track her daughter’s loca-
tion on the weekends when her ex-husband had custody of
the daughter. Many implicitly associated their motherhood
with the role of ensuring their children’s safety, calling for
other mothers (and not fathers) to follow their advice.

Why Feminine-Coded? We propose two explanations: First,
society prescribes gendered dynamics for the relationships in
which these tutorials exist (romantic relationships, parenting).
Historical gender roles place significant burdens on women to
do emotional labor in sustaining hetereosexual relationships
and to compromise or make behavioral changes whenever
relationship issues arise [64]. Similarly, childcare and other
domestic labor typically falls on mothers [32]. Further, the
predominant motivations in these interpersonal contexts were
to prevent cheating and ensure child safety, implying that if
women did not carry out their gendered responsibilities, nega-
tive consequences should be blamed on the women (instead
of on the men or children also in these relationships) or that
men default to infidelity and children to danger.

Second, there could be selection bias in our data collection.
It is possible that our search keywords or hashtags were some-
how biased to mainly find videos containing gendered lan-
guage or performative displays associated with women. How-
ever, even when we returned to data collection to find more
videos containing gendered language or performative displays
associated with men — to triangulate (see Section 4.1) this
finding — we were not successful in surfacing them.

7.3 TikTok Culture
The aesthetics and substance of the videos in our dataset are
strongly shaped by TikTok’s attention economy dynamics:
there is significant pressure to make viral content, optimized
for TikTok’s recommendation system.

Strong Emotional Appeals. The creators in our dataset tend
to make the stakes or potential outcome of listening to their
video clear from the very start of the video. On TikTok, getting
to the next piece of content only takes one quick swipe, so
creators very often say or show something engaging in the
first few seconds of a video, e.g., “Think he’s a cheater? I
got u girlie” (TT6) or “PROTECT YOUR CHILDREN!!!
ALWAYS WATCH THEIR LOCATION!” (TT65).

Controversial Content. Another established way to increase
popularity is to be controversial, and indeed, the very nature

of anti-privacy and anti-security advice is controversial. This
can be seen in the comments to videos we studied, where
some disagreed with the creator, e.g., “not good in any way,
this is super toxic” (comment to TT3) or otherwise passed
judgement: “say you’re controlling and have low self-esteem
without actually saying it” (comment to TT5).

Multi-Modal Content. On TikTok broadly, as well as within
the videos in our dataset, content is intensely multi-modal.
Videos often have music and captions that support the overall
message of the video, as well as concurrent audio speech and
text overlaid on the screen. Anti-privacy and anti-security ad-
vice videos further contained screenshots and screen record-
ings, overlaid with annotations. This means that a viewer
needs to take in multiple streams of content at once, some-
times watching the video multiple times to catch everything.

Subcommunities. Creators and influencers seek to cultivate
a unique (and large) audience, which can lead to the devel-
opment of subcommunities. For example, the creator of one
series began the videos with, “Welcome to [name of video
series]”, asserting that the viewer had entered an established
digital space. In another video, a creator referred to popula-
tions of their viewers: “junior toxics” who needed to learn
from “senior toxics” about the “toxicity basics,” because af-
ter all, the senior toxics had a “legacy to uphold.” Unlike
structured communities on platforms like Reddit or Facebook,
TikTok subcommunities exist fluidly and organically, using
the same hashtags, commenting on videos, and responding to
each other (e.g., in the forms of TikTok “stitches” or “duets”).

8 Discussion and Conclusion
Our work sheds light on a part of TikTok where creators give
anti-privacy and anti-security advice around surveillance and
control in interpersonal relationships. We believe that study-
ing, documenting, and describing how people use (or misuse)
technology today, and exploring ecosystems like the ones we
see here within TikTok, is intrinsically interesting and valu-
able. We also draw from our findings concrete implications
for security and privacy research and practice.

8.1 Implications and Recommendations
The surveillance and control techniques used by stakeholders
in our case studies show ways that existing solutions are
insufficient for preventing harm. What can or should be done?

Designing for strong interpersonal adversaries with physi-
cal access. Our work provides additional evidence and con-
crete examples of how adversaries with physical access to
devices are a realistic threat for regular people, occurring com-
monly in both contexts we studied. Threat models should take
physical access seriously for assets like location and commu-
nications privacy — these are not just at risk for people who
expect to be targeted by (for example) intelligence agencies.

To raise the bar for attacks relying on physical access, apps
and operating systems could require additional authentication
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at privacy and security sensitive points, such as for data down-
loads. But while such mitigations may make some attacks
more difficult — e.g., preventing “casual” or opportunistic
surveillance — they do not address cases where interpersonal
control or access goes further. For instance, password sharing
is common in romantic relationships [46]. In more oppor-
tunistic surveillance contexts, audit logs may be helpful to
surface unexpected activity, but in more extreme intimate
partner abuse situations, the situation is likely more complex.
As other work studying intimate partner surveillance has dis-
cussed as well, novel and thoughtful approaches are required.

Mitigating risks of location tracking hardware. Our work
surfaces examples of real users openly discussing (surpris-
ingly openly, to us) the abuse of location tracking hardware
like AirTags to non-consensually track peoples’ location.
Though Apple has implemented some protections, includ-
ing playing audible alerts if an AirTag has followed you for
too long, our data and other anecdotes suggest that these miti-
gations are insufficient. As of early 2022, Apple is designing
modifications to make AirTags louder and improve the alert-
ing system for unrecognized AirTags [11]. Is it possible to
develop technologies or policies that prevent the use case of
tracking individuals at all?

Anticipating deeply personal motivations. We note that the
motivations for the surveillance and control techniques we
see in our data are deeply personal and emotional (and com-
mon): romantic partners worried about their partners cheating,
parents worried about their childrens’ safety, and children
wishing to assert their independence. The underlying social
phenomena motivating people to “hack” others are thus un-
likely to go away. Developers of any apps or hardware used in
these interpersonal contexts must consider how their product
might be used or misused for these reasons. Our work com-
plements other work which seeks to draw attention to these
motivations and challenges [37, 57, 59].

Monitoring TikTok by researchers and developers. Given
the popularity and openness with which we found anti-
security advice on TikTok, continued monitoring of TikTok
for these topics (including comments left on these videos,
which we did not investigate) might be useful for those re-
searching or providing support to victims of intimate partner
surveillance, as well as to the companies whose technologies
are being potentially misused or exploited. Future research
could also evaluate the risks posed by the advised techniques.

Managing problematic viral content. Finally, we draw atten-
tion to the potential for TikTok to virally spread anti-privacy
and anti-security advice to large audiences. Unlike in other
contexts, like forums discussing how to do intimate partner
surveillance [59], the nature of TikTok is such that its users
may not be searching for specific content but rather receive
content pushed to their feeds by TikTok’s recommendation
algorithm. And unlike ethical security vulnerability reports,
these videos explicitly suggest exploiting vulnerabilities to

violate the security and privacy of others (especially in the
intimate partner context).

Thus, we must consider TikTok’s role in moderating, rec-
ommending, and perhaps limiting the spread of this type of
content. TikTok’s community guidelines already forbid videos
from providing instructions on how to conduct illegal activ-
ity [58], which may apply to some of the videos in our dataset.
Even for content that should not directly be prohibited, there
may be a role for TikTok to display additional information
(e.g., pointers to resources for all parties in interpersonal rela-
tionships), similar to misinformation-related notices on social
media platforms. Whether and how such notices should be
designed to be helpful is a question for future work.

8.2 TikTok as a Qualitative Data Source

Benefits. Our work demonstrates how TikTok can be used as
an alternative source of qualitative, observational data for se-
curity and privacy-related topics, especially in contexts where
traditional usable security methods such as interviews and
surveys might be challenging to recruit for or conduct. For in-
stance, recruiting and asking people to discuss the techniques
they use to surveil or control intimate partners may not have
surfaced as rich results due to social desirability bias. Tik-
Tok’s user and creator base also has different demographics
(e.g., skewing younger) than other social media platforms
commonly studied in research (e.g., Twitter, Reddit) [14].

TikTok videos contain rich information in a short video:
individual videos in our dataset often contained a multi-modal
combination of video of the creator, speech, music, or other
audio, text overlaid on the video, and screenshots or screen
recordings. Additional context is provided through the video’s
caption, which often includes hashtags.

Challenges. A major challenge we faced was identifying rel-
evant TikTok videos to study. The utility of text-based search
is limited, and the emergence of different subcommunities on
the platform (e.g., “toxics”) meant that we had to discover
specific terminology to find additional relevant videos.

We also could not easily investigate TikTok’s features
for remixing and responding to content. Creators can “duet”
videos by adding their own video to an existing one, or “stitch”
videos by clipping and integrating clips into their own video.
Unfortunately for our data collection, TikTok’s platform does
not offer a feature to find all duets and stitches.

Future work. This paper has just scratched the surface of the
types of security and privacy questions that we might inves-
tigate via TikTok content. For example, future work might
investigate pro-security advice on TikTok. Anecdotally, we
have also observed rich content on the topic of “sharenting”.
There may also be other sub-communities of interest, such as
people conducting more technically sophisticated exploits.
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A Summary Table

Table 2: A summary of all of the motivations, goals and techniques we observed in our dataset, across two interpersonal contexts:
intimate partner relationships and parent-child relationships. We identify what goals were sought for what motivations, with
which techniques.

Goal (what?) Motivation (why?) Techniques (how?)

In
tim

at
e

Pa
rt

ne
r

C
on

te
xt

Instigator Perspective
Surveil digital communications Detect cheating Use data downloads to obtain message history (and other metadata)

Check recently used emojis for sexually explicit emojis
Takeover Snapchat account with 2FA vulnerability

Stalk on social media Detect cheating Find public conversations between target and suspected affair partner
Surveil dating app usage Detect cheating Use 3rd party site to see if on dating app

See if email address already exists on dating app
Create fake account to see if on dating app

Surveil other digital activities Detect cheating Look at photo metadata to determine when it was originally taken
Get physical access to data on phone: explicit photos, vault apps that
could hide explicit photos, porn websites in browsing history, dating
apps, emails from hookup sites

Surveil physical world Detect cheating Use AirTags/AirPods to track target’s location
Use monitoring apps (Life360)
Get physical access to view location on phone or in accounts (Google
Maps, iOS Significant Locations)
Abuse accessibility features to listen (Live Listen, auto-answer calls)

Stalk on social media Arbitrary
surveillance

Use 3rd party site to anonymously view target’s Instagram stories or
display photo
See order of who target recently followed on Instagram website
Use app to detect when target is signing on/off WhatsApp
Use app to see searched/clicked/viewed your Instagram
Create fake account to view Instagram story
Keep track of Snapchat score to see if mass sending

Manipulate social media Exert control Restrict account on Instagram, sends DM to message requests to evade
read receipts and get more time to respond
Change phone time to delete previously sent WhatsApp message
Create fake tag in Instagram story using poll feature and see who clicks
Hide and unhide story so instigator’s Instagram story appears first

Text someone who blocked you Exert control Message from email (does not work)

Target Perspective
Detect call surveillance Evade surveillance Check carrier settings for call forwarding or redirection

Pa
re

nt
-C

hi
ld

C
on

te
xt

Parent Perspective
Surveil physical world Child safety Hide AirTag in bag, clothing, or car

Give AirTag bracelet or keychain
Install tracking app (Life360)

Surveil digital world Child safety Sync iCloud messages
Use text forwarding

Restrict content and usage Exert control Locked down smartphone
Parental control apps (Bark, FamiSafe)

Child Perspective
Evade location tracking app Location privacy Disable app tracking cellular data permissions

Put phone on Do Not Disturb
Install app on another device

Evade digital surveillance Device privacy Hide home screen pages
Evade parental controls Autonomy Brute force passcode by detecting fingerprints on screen

Use different VPN
Sign out of app store and use new Apple ID
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Abstract
Digital vaccination, recovery, and test certificates play an im-
portant role in enforcing access restrictions to certain parts
of the public life in Europe during the current phase of the
COVID-19 pandemic. Such certificates represent an interest-
ing showcase for digital security and privacy in the context of
sensitive personal data.

In this paper, we take a look at which types of certificates
and related apps people in Germany use for which purposes,
which factors influence their adoption, and which miscon-
ceptions exist concerning the security and use of certificates.
To this end, we report the results of a census-representative
online survey in Germany (n = 800) conducted in December
2021, complemented with 30 qualitative street interviews.

Most participants favor digital certificates over paper-based
variants due to their ease of use and seamless integration into
dedicated smartphone apps – more than 75 % of participants
have installed one or more eligible app(s) on their phone. We
find that older age, higher privacy concerns related to apps,
and not being vaccinated are factors hindering the adoption
of digital certificates.

1 Introduction

Over the past two years, the COVID-19 pandemic has caused
massive restrictions to many aspects of public life all around
the world, including lockdowns, curfews, cancellation of
public events, limitations of international travel, and many
more [31]. The broader availability of vaccines against
COVID-19, especially in many countries in the Americas,

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
August 7–9, 2022, Boston, MA, United States.

Asia, and Europe starting in 2021 [32], allowed gradual re-
leases of several restrictions and a prospective return to nor-
mality. Since vaccinations have been shown to be very effec-
tive in preventing severe COVID-19 diseases [29, 36], many
restrictions were particularly released for people who are
fully vaccinated or have recovered from COVID-19. Some
restrictions were also eased for people who tested negative
for coronavirus.

In many European countries, e. g., Germany or Italy [13,42]
but also in Israel and some US states [14, 27], people have
to prove their vaccination or recovery status, or provide a
negative test result in order to attend certain public events
or activities. Such requirements have become a catalyst for
the development of digital covid certificates i. e., apps that
can be used to prove the required status. Israel was one of
the first countries to introduce the so-called Green Pass app
in February 2021 [18], a QR code-based certificate scheme
granting access to different activities. In the US, the state
of New York has also introduced a digital QR code-based
certificate in March 2021 (NYS Excelsior Pass app and NYS
Excelsior Pass Scanner app) that serves as a proof of vaccina-
tion or alternatively proof of a negative coronavirus test [16].
In California, a similar digital vaccination certificate was in-
troduced in August 2021, also enabling citizens to prove their
vaccination [26].

One of the most widely deployed schemes is the EU Digi-
tal COVID Certificate, introduced by the European Union in
June 2021 [10]. The underlying framework allows for inter-
operability of nationally issued certificates across all 27 EU
member countries serving up to 450 million inhabitants. Sim-
ilar to other systems, the EU certificate can be shown using a
QR code and can be integrated into several dedicated mobile
apps (e. g., CovPass and Corona-Warn-App in Germany). The
certificate contains personal information such as name and
date of birth, specifics of the vaccination, recovery, or test re-
sult (whichever applies depending on the type of certificate),
and digital signatures for technical verification purposes. For
verifying the correctness of certificates, specific apps (e. g.,
CovPassCheck in Germany) were introduced. These apps
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validate electronic signatures of certificates and display the
name and date of birth of the person for matching these data
with ID cards.

In this work, we present the results of a census-
representative online survey in Germany (n=800) on the use
and perception but also the knowledge and potential mis-
conceptions of digital covid certificates. Moreover, we are
interested to learn the experiences of the respondents with
this process, and adherence to correct verification in practice.
We complemented our online survey with 30 street interviews
with people who were obliged to verify certificates for access
restriction purposes, e. g., shop owners, or restaurant staff. Fi-
nally, we observed the verification process of 80 businesses
with access restrictions in the wild through convenience sam-
pling. All three surveys were conducted in December 2021.

We find 70% of participants using apps to indicate their
vaccination, recovery or test status, mostly for convenience
reasons and due to the ease of use of certificate apps. Rea-
sons against using digital certificates are for example privacy
concerns and security concerns, and apps are less prevalent
among participants at older ages.

Digital covid certificates provide an interesting showcase
for digital security and privacy in an everyday application that
is widely used by a broad audience: they contain not only
personally identifiable information such as name and date of
birth but also sensitive health information, i. e., vaccination,
recovery, or test status. To the best of our knowledge, we are
the first to study use, perception, and verification of digital
covid certificates while being in wide-spread use.

In summary, our work makes the following contributions:
• We shed light on the prevalence of and attitudes towards

paper-based and app-based covid certificates in a phase
in which they highly facilitate participation in public life
in Germany.

• Our quantitative and qualitative evaluations show that
ease of use is a highly significant factor for the adoption
of digital covid certificates, suggesting that easy to use
solutions are desirable.

• We complement results of our consensus-representative
online survey with qualitative insights from street inter-
views and with observations in the wild (random sam-
ple).

2 Related Work

Most related to our research is the work by
Kowalewski et al. [20], who study the willingness to
use of different variants of covid vaccination certificates
in hypothetical scenarios prior to the introduction and
use of these certificates. They find privacy, prior use of a
corona app, and being against a vaccination obligation to
be hindering factors for (hypothetical) willingness to use a
vaccination certificate. On the other hand they find worries
about the coronavirus and vaccination willingness to be

factors positively influencing the (hypothetical) willingness
to use a vaccination certificate.

Other studies with regard to apps against the spread of the
coronavirus, i. e., contact tracing apps, also find (app related)
privacy concerns to have negative influence on the adoption
but not on the continued use of these apps [25, 46, 49]. Other
factors fostering the adaption of these apps are performance
expectancy, social influence, technological knowledge, and
apps benefits [25,49]. The latter two factors are also found im-
portant for continued app usage of contact tracing apps [25].

A large body of work investigates the broader role of
mobile apps in the pandemic in the contact tracing do-
main [1, 19, 21, 24, 39, 43, 52]. Individual studies also cover
other types of apps for different pandemic-related purposes
such as symptom checking [44] or accessing information
about the pandemic [53]. A study Utz et al. [46] investigates
predictors for the adoption of a broad range of app types, also
finding that privacy is a significant factor for adoption.

Those findings are in line with more general related
work, finding privacy (concerns) a relevant factor in decision-
making about digital tools and interacting with online tech-
nology in a broad range of applications [9, 23, 38], as well as
when using mobile health apps [15,51,54]. Also other factors
influencing the use of mobile health apps, like age, education
level, and e-health literacy, were identified [3].

General theories on (intention) to use technology, as the
technology acceptance model (TAM), TAM2 and the Unified
Theory of Acceptance and Use of Technology (UTAUT) [7,47,
48] find the intention to use technology is based on factors like
perceived ease of use, perceived usefulness, social influence
processes (e. g., subjective norm) as well as performance
expectancy (based on perceived usefulness and others) and
effort expectancy.

3 Study Context

Digital COVID-19 certificates [12] have been introduced to
establish a standardized and securely verifiable alternative
to paper-based documents, such as the internationally recog-
nized yellow certificate of vaccination document standardized
by the World Health Organization (WHO) [8]. While such
digital certificates are predominantly applied in Europe, they
have also found adoption in other countries such as Israel and
certain US states [16, 18, 26, 50].

In this section, we introduce the concept of the EU Digi-
tal COVID Certificate, and describe the current state of the
pandemic in Germany, particularly focusing on restrictions
in public life to provide the context in which we conducted
our study. Whenever we refer to covid certificates, we include
proofs for being vaccinated against COVID-19, recovered
from COVID-19, or having a negative COVID-19 test result.
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3.1 EU Digital COVID Certificate
In the European Union (EU), a digital covid certificate frame-
work was rolled out starting in June 2021. It uses a QR code-
based system and contains a cryptographic signature to protect
against misuse or forgery. The certificate proves that a person

• is fully vaccinated against COVID-19,
• recovered from COVID-19,
• or has tested negative [11].
The information contained in the certificate includes per-

sonal data (e. g., name and date of birth), information on the
vaccine (e. g., type and date) and technical details (e. g., cer-
tificate issuer, expiration date, and a unique identifier) [30]. In
Germany these certificates can be included in three different
apps: the CovPass app, the Corona-Warn-App (CWA), and
the Luca app. The CovPass app was specifically developed
for this purpose. The other two apps were introduced before
for contact tracing (CWA) and event registration (Luca) and
included the digital certificate as a new feature [5,33,37]. For
privacy reasons, only the QR code and the person’s name are
displayed within the app when the certificate is presented to a
third party, e. g., for verification purposes (see Figure 1a).

To correctly verify the digital covid certificate, a so-called
verifier app, such as the CovPassCheck app in Germany, is
needed. Within the verification process, the verifying party
uses this app to scan the QR code of the covid certificate [34].
For privacy reasons, the verifying person only sees whether
or not the certificate is valid, along with name and DOB of
the person to be verified (cf. Figure 1b), which have to be
compared with an ID document. Whatever information is ad-
ditionally shown on the device of the person to be verified
(e. g., green bars, check marks, etc.) is irrelevant for correctly
completing the verification process. Since the digital covid
certificate contains more personal information like vaccina-
tion date(s), vaccine type, or recovery status, which is why
letting another person scroll through the app is not advised
due to privacy reasons.

In order to raise awareness of digital covid certificates, the
German government provided a website explaining in detail
how the EU digital covid certificate works and how to ver-
ify it correctly [35]. Governmental advertising campaigns on
television and social media also drew attention to the digital
covid certificate and how to store them in either of the two
government-backed apps, i. e., CWA and CovPass. Within
both apps, additional information was given to explain the
correct verification of the QR code, i. e., using the CovPass-
Check app.

3.2 Pandemic Situation in Germany
Due to high infection rates in Germany, measures referred to
as G-rules1 were successively introduced beginning in Au-

1e. g., 3G represents the requirement to be either vaccinated, recovered or
tested negative. All German terms start with g (geimpft, genesen, getestet).

(a) CovPass app (b) CovPassCheck app

Figure 1: EU Digital COVID Certificate shown in the German
CovPass(Check) app.

gust 2021 (see Table 1 for an overview). These measures were
applied to certain parts of public life, e. g., to restrict atten-
dance at professional sports events, and define what persons
are eligible to access respective events [41]. In most of the 16
German states, both paper-based and digital covid certificates
are accepted to prove the respective status, except for four
states (i. e., Berlin, Brandenburg, Baden-Württemberg, and
Saarland) that required digital covid certificates starting from
September 2021 the earliest.

Over the course of the year, G-rules were continuously
tightened and applied to attending large (sports) events, stay-
ing in hotels, non-essential shopping, using public transport,
going to school or work, and others. Germany’s regulation
obliged all these venues to verify attendants’ G-statuses. Thus,
at the time of our study, certificates were required for all parts
of public life except for shopping groceries and other essen-
tials.

Table 1: Explanation of the G rules in Germany.

Access Fully Recovered Negative Negative
for vaccinated Rapid Test PCR Test

3G ✓ ✓ ✓ ✓
3G+ ✓ ✓ ✓
2G ✓ ✓
2G+ ✓a ✓a

a Additional negative covid test required
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4 Method

Parts of our study are based on the work of Kowalewski et
al. [20] which allows us to compare their findings about hypo-
thetical willingness to use (digital) vaccination apps with the
actual use of them in the wild. As one of their hypothetical
scenarios (U3: Certificates required for various aspects of
public life, vaccine available for everyone) actually reflects
the current (real) situation in Germany quite well, we will
later compare our findings with theirs whenever applicable.

To study user adoption, knowledge, potential misconcep-
tions and verification processes of (digital) covid certificates,
we conducted three studies: a census-representative online
questionnaire (n=800), short street interviews (n=30) in a
city in western Germany, and random samples (n=80) of the
verification process of digital covid certificate.

The online survey was conducted between December 03,
2021 and December 09, 2021 with 800 participants, using
the software Qualtrics and the panel provider Respondi. The
participants of our online survey received a monetary compen-
sation for taking part in the questionnaire. Respondi handled
participant recruitment, compensation and set quotas repre-
sentative for the German population for gender, age, and edu-
cation. Unfortunately, people over 70 are rarely represented
in online panels. Quotas were matched perfectly for age and
education, and there was a maximum deviation of 2 % for
gender. The education classification is based on UNESCO-
ISCED Levels: Low (0-2), medium (3-4), and high (5-8) [45].
We list our participants’ demographics in Table 2.

The 30 street interviews were conducted in one Germany
city from December 07 to 21, 2021 by three researchers
shortly after (digital) covid certificates became mandatory
for many parts of public life (e. g., going to the cinema, restau-
rants, clothing stores or the hairdresser).

Our random sampling of the certificates’ verification pro-
cess was conducted in the same region as the interviews from
December 07 to 21, 2021. Details on the three studies are
presented in the following paragraphs.

4.1 Online Survey

We designed our online survey to gain insights into user pref-
erences, perception and motivations for the use of digital and
paper-based covid certificates. We focus on the most common
certificate forms available in Germany:

• yellow certificate of vaccination (paper-based)
• Corona-Warn-App (digital)
• CovPass app (digital)
• Luca app (digital)

Whereas the CovPass app was specifically developed for han-
dling covid certificates, the other two apps had already been
available and were primarily used for contact tracing (CWA)
and event registration (Luca) before.

Table 2: Participant Demographics in Online Survey

Participants Target

Gender
Female 404 (50.5 %) 49 %
Male 392 (49.0 %) 51 %
Non-binary 1 (0.1 %) 0 %
Self 3 (0.4 %) 0 %

Age
18–29 160 (20 %) 20 %
30–39 152 (19 %) 19 %
40–49 144 (18 %) 18 %
50–59 192 (24 %) 24 %
60–69 152 (19 %) 19 %

Educationa

Low (ISCED 0-2) 230 (29 %) 29 %
Medium (ISCED 3-4) 264 (33 %) 33 %
High (ISCED 5-8) 304 (38 %) 38 %

Privacy Disposition
Mean (SD) 3.28 (0.79)

App Privacy
Mean (SD) 2.69 (1.19)

aEducation classification is based on UNESCO
ISCED 2011 Levels [45].

4.1.1 Questionnaire

In this section, we outline the structure of our questionnaire.
Due to our focus on digital covid certificates, we did not
analyze all questions of the questionnaire for this paper. We
will only address the questions we analyzed for this paper in
this section. A complete version of the questionnaire can be
found in Appendix A. All questions in the questionnaire were
originally formulated in German to avoid misunderstandings.
For documentation in this paper, all questions were translated
to English.

General Questions and Experiences with the Coronavirus
We asked participants whether they or someone close to them
has already been infected with the coronavirus (Q3–Q4), as
well as their concerns of getting infected themselves (Q5) or
that someone close to them might get infected (Q6).

Covid Certificates We also asked participants which
COVID-19 related apps they have installed on their smart-
phone (Q7). Questions Q8 and Q9 list various items (i. e.,
purposes and activities) that may qualify for restrictions un-
der COVID-19 measures. We selected items following related
work [20] and extended the set with purposes and activities
that were subject to (partially controversial) public discus-
sions in Germany. For each item, we asked
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1. whether a restriction and which restriction should ap-
ply (Q8; none, 3G, 3G+, 2G, or 2G+) and

2. which type of certificate should be required (Q9; none,
paper-based, or app-based).

Moreover, we asked participants if they were already required
to show their covid certificate (Q10), how effortful they per-
ceived this (Q11), and whether they have already been vacci-
nated against or recovered from the coronavirus (Q12). Sub-
sequently, we showed them a list of covid certificates (e. g.,
CovPass app or yellow certificate of vaccination) to indicate
which of these variants they typically use to prove their vacci-
nation, recovery or test status (Q13/Q14). Based on whether
the participants have indicated to use a paper-based or digital
covid certificate (Q13/Q14), we further asked them to ex-
plain their decision, i. e., deciding for or against the respective
certificate variant (Q15/Q16).

Certificate Verification Process To get insights into the
verification process, we asked participants to describe how
their digital certificate was verified (Q17) at their latest access
control situation(s). In question Q21, the participants were
asked to indicate the perceived ease of use of the used covid
certificate variant. To evaluate participants’ knowledge of
digital covid certificates, especially QR codes and the correct
verification process, question Q23 consisted of various correct
and false statements related to this topic. For the analysis
we re-coded the answers to the false questions to compute
a knowledge score, for which higher values indicate more
knowledge. Cronbach’s alpha is acceptable for the knowledge
score (α = .7), which is why we include this score in our
analysis.

In question Q24, we asked participants to name the most
important aspects for verifying digital certificates correctly,
including what they think needs to be verified and what they
perceive to be the (technical) security indicators.

Attitudes Towards Measures Against the Spread of the
Pandemic In order to understand more about our partic-
ipants’ perceptions regarding measures taken against the
spread of the pandemic, we asked them questions whether
they believed that specific measures (e. g., the 3G rule, vacci-
nations, or contact restrictions) contributed to containing the
spread of the coronavirus (Q33). Cronbach’s alpha shows a
good fit for these attitude items, which is why we used them
as an attitude scale (α = .9).

Privacy Disposition The individual vaccination but also
the recovery, and test status represent personal health data.
Storing this data within an app and linking it with personal
information (e. g., name and date of birth) but also providing
this data during a mandatory verification process may raise
privacy concerns and questions regarding general data pro-

tection. To get insights into participants’ privacy attitudes we
used two validated three-item Privacy Scales [4, 22]:

1. The first part consisted of three questions to measure
participants’ general privacy disposition (Q34).

2. We adopted the second set of questions to our digital
covid app context (Q35).

We added a fourth question to both scales covering specifically
concerns related to health data. Therefore, the two scales
consist of four questions each. As Cronbach’s alpha ranges
from acceptable (Q34, α = .7) to excellent (Q35, α = .96),
we use both scales as described.

4.2 Street Interviews

The street interviews expand our research to the views and
experiences of people verifying covid certificates. We inter-
viewed people working in venues that were obligated to con-
trol certain regulations concerning the coronavirus. We spread
our interviews across a variety of business sectors. 18 inter-
views were conducted in retail, i. e., clothing or cosmetics
stores, seven were done in hotel and catering business, three
in the fitness and health field, and two in cinemas. All of
them required 2G rules at that time. We renounced asking
demographics to keep interviews as short as possible and to
protect participants’ privacy. After getting the agreement to
participate we asked questions regarding

• the current regulations concerning the coronavirus at the
venue

• which restrictions they had to control
• how they verified covid certificates
• how thoroughly they think they performed the verifica-

tion
Our complete interview included additional questions, which
we do not describe here, as we consider them out of scope
for this paper. The complete interview guideline including
all questions can be found in Appendix B. As the interviews
were really short, we refrained from transcribing them. We
took notes during the interviews and later grouped them to
categories for the analysis.

4.3 Sampling the Verification Process for Digi-
tal Certificates

In addition to the perception of our participants and the expe-
riences of people verifying covid certificates, we also wanted
to gain insights into how the verification process of digital
covid certificates was carried out in the wild. For this pur-
pose, three researchers entered 80 stores and businesses for
which the 2G restriction applied, including fashion stores,
cinemas, theaters, and restaurants. We did not interact with
employees but only observed the verification process. We
focused only on the verification process for digital certificates
(e. g., Corona-Warn-App or CovPass app) and documented
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the complete process distinguishing between the following
verification levels:
L1 No verification
L2 Short glance (no scan and no ID card required)
L3 Glance with ID (no scan but matching the personal data

with the ID card)
L4 Scan only (no ID card required)
L5 Scan with ID (i. e., the correct verification process)

The correct verification of digital covid certificates consists
of two factors (level L5): scanning the QR code with a suitable
app (e. g., CovPassCheck) and matching the shown personal
data with the data of the person’s ID card (i. e., first name, last
name, and the date of birth).

4.4 Research Ethics
Our department does not have an institutional review board.
Instead, our study followed best practices of human subject
research and data protection guidelines. To minimize any po-
tential adverse effects from the study we followed the ethical
principles laid out in the Belmont report [28]. Specifically we
sought informed consent at the beginning of the study and
participants were informed about the topic of our study, data
protection, data processing, and pseudonymization of their
data, as well as that they could withdraw from the study with-
out any negative consequences at any time. We did also ensure
that the panel provider (Respondi) is certified according to
ISO 20252:2019, relevant for comsumer research.

4.5 Limitations
As Germany is organized federally, not all covid restrictions
were identical for all German states. In four states, only dig-
ital covid certificates were permitted. However, we believe
that the restrictions were similar enough during the time of
our study (see 3.2). For our interviews, the small number of
interviews and the location restriction to a single city are lim-
itations. The same limitation applies to our random sampled
verification process, which was carried out in the same region
as the interviews. Additionally, we refrained from collecting
demographic data for these two studies. As we used an online
panel for our online survey results might tend towards app
usage, as online panel works might favor digital tools. Other
than that, an online survey will never be able to fully capture
the complexity of interacting in real-world situations, which is
why we used interviews and convenience sampling as further
survey methods. Finally, most of the restrictions we asked
about being already in place during the time of our survey
might have biased participants to opt for them.

5 Results

In this section, we present the main results of our study, cen-
tered around the results of our online survey.
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Figure 2: Overview of apps eligible to keep covid certificates
installed on our participants’ smartphones (Q7). Bar segments
placed below one another denote shares of participants who
have installed multiple apps on their phones.

5.1 Overview of Covid Certificate Use

Figure 2 shows which covid certificate apps participants re-
ported to have installed on their smartphones. These include
the CovPass, CWA, and Luca app, with some participants
using more than one app on their phone which is denoted by
bar segments placed below one another in the figure. Overall,
79 % of our participants (n = 632) have at least one of the
three apps installed. Out of the remaining 168 participants,
20 denoted to not own a smartphone (Q1).

When asked about the means primarily used to prove their
vaccination or recovery status (Q13), 77 % of the respective
participants (553 out of 720) named one of these three apps.
Paper-based variants (e. g., the yellow WHO vaccination card)
were preferably used to indicate the vaccination or recovery
status by 20 % of eligible participants (n = 142). Interest-
ingly, the numbers of willingness to use apps in hypothetical
scenarios are much lower, as the comparison to findings by
Kowalewski et al. [20] shows. They reported 37 % of partic-
ipants to be willing to use a mobile app to prove their vac-
cination status (compared to 44 % in favour of paper-based
certificates), and 12.5 % being indecisive.

For proving a negative result of a covid test (Q14), the
picture is a bit different. We only asked this question to par-
ticipants who were unvaccinated or did not disclose their
vaccination status (n = 93). While 50 of these participants
indicated to never use any means to provide a negative test re-
sult (e. g., when they never provide such a result at all), the re-
maining responses (n = 43) are almost evenly split across one
of the apps, other digital variants, and paper-based variants.
However, due to the very small subsample, we do not intend
to make any claims about generalizability w. r. t. app adoption
for providing negative test results. Detailed responses to these
two questions are listed in Table 3.

Perceived Effort Overall, the perceived effort (Q11) re-
quired to use covid certificates was reported as rather low.
The distributions of perceived effort for both paper-based and
digital certificates are illustrated in Figure 3.

55 % of participants who primarily used paper-based cer-
tificates assessed the use of certificates to be not effortful or
a little effortful, i. e., the lowest two levels on a equidistant
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Table 3: Type of certificate primarily used (Q13/14).

Certificate Type Vax / Recovery Test Result

Digital variants
CovPass 360 (50.0 %) 6 (6.5 %)
CWA 154 (21.4 %) 1 (1.1 %)
Luca 39 (5.4 %) 4 (4.3 %)
Other app 2 (0.3 %) 1 (1.1 %)
Other digital variant 4 (0.6 %) 12 (12.9 %)

Paper-based variants
WHO certificate 112 (15.6 %) —
Other 30 (4.2 %) 14 (15.1 %)

None of the above 19 (2.6 %) 50 (53.8 %)

0.0 0.2 0.4 0.6 0.8 1.0

App
(n=559)

Paper
(n=178)

Not effortful
A little effortful
Moderately effortful

Quite-a-bit effortful
Very effortful

Figure 3: Perceived effort required to use digital (app-based)
and paper-based covid certificates.

five-point scale (mean = 2.44±1.94). For digital certificates,
70 % of the respective participants assessed the required effort
to be on one of the lowest two levels (mean = 2.05±1.30).
Compared to previous findings assessing the hypothetical ef-
fort of vaccination certificates [20], the perceived effort of real
usage seems to be slightly lower for both digital and paper-
based covid certificates, and the difference between the two
types is larger.

Access Restrictions Our online survey participants are gen-
erally in favor of restrictions applied to specific aspects of
public life (Q8). For all purposes except for access to grocery
stores, more than 80 % preferred one of the different types of
restrictions with slight variations between purposes.

Confirming other studies [20], our participants seem to be
willing to accept stronger restrictions for exceptional purposes
such as international air travel or accessing large events, com-
pared to e. g., shopping. When asked about the type of certifi-
cate they would use for the different purposes (Q9), we see a
similar picture with participants being generally in favor of
using certificates, with similar variations depending on the
purpose. Paper-based certificates are preferred by approxi-
mately 25 % of participants for the majority of purposes. We
observe slight deviations for access to grocery stores (20 %)
and for schools (30 %). Across all purposes, the fractions
of participants preferring digital certificates are in a range
between 45 % and 70 %.
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Figure 4: Numbers of participants grouped by all possible
combinations of responses to Q8 (y-axis, preferred type of ac-
cess restrictions) and Q9 (x-axis, preferred type of certificate)
for six selected purposes.

We were also interested in whether and how answers on
the strictness (Q8) and on the type of certificate likely used
(Q9) might be connected. To this end, we evaluated the pre-
ferred type of certificate of participants who are in favor of
a certain type of access restriction. Confusion matrices in
Figure 4 show numbers of participants who responded with
any combination of responses to Q8 and Q9 for six purposes.
We selected these items because they represent different types
of activities or have been subject to controversial public dis-
cussions in Germany. It seems that participants who are in
favor of stronger restrictions (e. g., 2G or 2G+) tend to have
stronger preferences for digital certificates. Most plausibly,
participants who oppose access restrictions (Q8=none) by far
prefer to not use any type of certificate (Q9=none).

Certificate Use in the Wild The responses we received
in street interviews with business owners only partly match
the data obtained in our online survey. In the interviews we
found that the estimated ratio of digital covid certificates var-
ied across business types. While in hotels and catering, we
received diverse responses ranging from 50 to 90 % shares of
digital certificates, cinemas, health industry, and the majority
of retail reported an average of 85 to 99%. Particularly the
latter seem to be higher than responses provided by online
participants, among whom digital certificates were preferred
by a maximum of 70 %, depending on the purpose.

5.2 Predictors for Digital Covid Certificate Use
To identify factors which foster the use of digital covid cer-
tificates, we conducted a logistic regression analysis which is
the suitable method for binary outcome variables and metrical
or categorical predictor variables. The use of digital covid
certificates serves as outcome variable and is determined as
follows: we combined responses to Q13 and Q14 into one
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Table 4: Logistic regression analysis for using digital covid
certificates based on the online survey data. A positive esti-
mate and an odd ratio above one indicate higher odds of using
a digital covid certificate. Significance levels are indicated
with stars (*p < .05, **p < .01, ***p < .001). (n = 559)

Independent variables Est. Odd

Gender (baseline: male)
Female 0.35 1.42

Education (baseline: medium education)
Low education −0.05 0.95
High education 0.70 2.02

Age (baseline: 40-59)
18-29 0.40 1.48
60-69 −0.86* 0.42

[Q3/Q4]: Coronavirus infection (Baseline: no)
Yes −0.08 0.92

[Q5/Q6]: Worries about infection −0.04 0.96

[Q12]: Vaccination status (baseline: vaccinated)
Not vaccinated −2.81*** 0.06

[Q21]: Ease of use of covid certificate 0.89*** 2.42

[Q23]: Knowledge about covid certificate 0.20 1.22

[Q33]: Attitudes towards measures
against the spread of the coronavirus 0.03 1.03

[Q34]: Privacy disposition 0.19 1.21

[Q35]: App privacy −0.37* 0.69

binary variable by assigning “1” if a participant used a digital
variant in either case and “0” otherwise. As we are interested
in the general use of digital covid certificates, we neglect the
respective certificate content, i. e., vaccination, recovery, or
test result. We use the following variables as predictors for
the model:

• Gender, Education, Age
• Coronavirus infection (Q3/Q4)
• Worries about coronavirus infection (Q5/Q6)
• Vaccination status (Q12)
• Ease of use of covid certificates (Q21)
• Knowledge about covid certificates (Q23)
• Attitudes towards measures against covid spread (Q33)
• Privacy disposition (Q34), App privacy (Q35)

We introduce two factors that are derived from the responses
to multiple questions:

• For Q3 and Q4, we created a new factor “Coronavirus
Infection” indicating “yes” for participants answering
“yes” to at least one of these questions and “no” for
participants answering “no” to both of these questions.

• For Q5 and Q6, we grouped the answers to a score indi-
cating “worries about coronavirus infection”.

Table 4 shows the estimates and odd ratios of all predictors.
We find four predictors that significantly influence the use of
digital covid certificates. Whereas ease of use of covid cer-
tificates (Q21) increases the odds of using digital certificates,
older age (60-69), not being vaccinated (Q12), and having
more privacy app concerns (Q35) negatively influence the
odds of using digital covid certificates. Odd ratios for ease
of use indicate that the odds of using a digital covid certifi-
cate increase with 142% (oddratio = 2.42) for an increase
in ease of use by 1 on a 5-point rating scale. Participants
who are older (oddratio = .42), unvaccinated (.06), or who
have higher app privacy scores (.69) are less likely to use a
digital covid certificate. This confirms previous findings by
Kowalewski et al. [20], who reported privacy disposition as a
hindering factor for the (hypothetical) willingness to use vac-
cination apps, vaccination willingness positively influencing
the willingness to use vaccination apps. However, age was
no significant factor in their model and ease of use was not
included due to the scenarios being hypothetical.

Even though only one privacy score, i. e., app privacy, is a
significant predictor for the use of digital covid certificates,
we conduct Wilcoxon test to see if people using digital covid
certificates differ significantly in their (app) privacy disposi-
tions from people who do not use digital covid certificates.
We find significant differences between these two groups for
both, privacy disposition (p< .01) and app privacy (p< .001).
People not using a digital covid certificate show higher values
for both privacy disposition (mean = 3.43 vs. mean = 3.22)
and app privacy (mean = 3.32 vs. mean = 2.42).

5.3 Certificate Preferences

Based on whether participants have used a paper-based or dig-
ital covid certificate (Q13/Q14), we further asked them why
they decided for either variant over the other one, i. e., why
they chose the digital certificate (Q15) or why they preferred
the paper-based alternative (Q16). To get further insights into
the participants’ reasons to use either variant, Q15 and Q16
were open-ended questions.

Coding Procedure We used an iterative coding procedure
to evaluate open-ended responses to these questions. The
same procedure also applies to questions Q18 and Q24 pre-
sented later in this paper. Two researchers independently as-
signed codes for each open-ended question and each partici-
pant’s response could be assigned multiple codes. Depending
on the number of responses, in a first step, an independent cod-
ing scheme was created based on a larger number of responses
(approx. 100 for each open-ended question). Subsequently, a
common coding scheme was agreed upon, followed by coding
the remaining responses by one researcher, and finalized by a
mutual validation of the responses’ codings.
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Preference for Using Digital Certificates When asked
about their preference for using digital certificates and de-
ciding against using a paper-based certificate, we observed
various reasons. The most common argument in the evalu-
ated online survey responses (268 of 529 responses) is that
participants carry their smartphone with them anyway (P603:

“Because I have my smartphone with me at all time”), followed
by the ease of use of digital certificates (234 of 529 responses),
including the easier handling compared to paper-based certifi-
cates (P284: “I always carry my smartphone everywhere I go.
I would just forget the paper certificate”). Ease of use also
comprises statements indicating the (more) convenient use of
the digital variant (P376: “Because I find it very convenient
that both partners can be stored on one smartphone. . . ”), the
overall faster verification process (P657: “More useful and
works out to be more quick for me”), and the increased prac-
ticability (P741: “Because it [the app] is more practical”).
The fear of losing the paper-based covid certificate, espe-
cially the yellow certificate of vaccination, is also a frequently
stated reason for using a digital covid certificate (60 of 529
responses). Besides fear of loss (P20: “Fear of losing the vac-
cination card”), these also include unintentionally destroying
the paper variant (P581: “. . . a paper vaccination card can
get torn, smudged, or may get lost”) and the perceived high
value of the yellow certificate of vaccination, which is used
for more than just vaccination against the coronavirus (P62:

“Vaccination card is too valuable for me to carry around all
the time.”). For 26 out of 529 participants, the security of the
QR code-based digital covid certificates or the forgeability
of paper-based covid certificates was the primary reason for
choosing the digital variant (P317: “More forgery-proof, can
be scanned or should be scanned”, P512: “It is more secure”,
P17: “Paper is too easy to forge, but app-based proofs are
cryptographically secured”).

Requirements imposed by some German states, events, or
businesses to only recognize digital certificates or at least cer-
tificates including a QR code (12 of 529 responses) can also
be a driving factor for using a digital variant (P189: “Paper-
based is not accepted everywhere”).

Reasons to use Paper-Based Certificates To gain insights
into participants’ reasons to use a paper-based variant, we
asked the corresponding participants why they decided against
using a digital covid certificate (Q15). We received 176 an-
swers for this question and found similar reasons as for the
preferred use of app-based certificates. Participants mentioned
greater ease of use compared to digital variants (n = 25, e. g.,
P290: “Faster to reach than the smartphone”), carrying the
paper with them anyways (n = 11), and fear of technical issues
(n = 23) as reasons to use a paper version. Other reasons for
using a paper-based covid certificate were not owning a smart-
phone (n = 16), regularly forgetting the smartphone (n = 19),
or unavailability of a digital version (n = 17). 13 participants
stated privacy concerns and 12 participants stated security
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Figure 5: Participants’ agreement to statements regarding
certificate QR codes and correct verification of digital covid
certificates. Correct responses are labeled with an asterisk (∗).

and privacy concerns for their decision against digital covid
certificates (P532: “Why should I let the apps locate me”).

5.4 Knowledge of Digital Covid Certificates

Despite knowledge not being a significant predictor for the
use of digital covid certificates, the answers to a set of knowl-
edge questions in the survey, i. e., Q23, can provide valuable
insights into users’ perception and misconceptions of certifi-
cate apps. We asked participants to indicate their level of
agreement to statements mainly focusing on QR codes and
the correct verification process of digital covid certificates
(Q23). Here we only report answers of participants who in-
dicated to use digital covid certificates. The distribution of
their responses to all 10 statements is shown in Figure 5. In
an open-ended question (Q24), we additionally asked partici-
pants about the most important aspects w. r. t. verifying digital
certificates.

The knowledge score for participants using digital covid
certificates (n = 559) is 3.45 (scale ranging from 1 to 5), indi-
cating only moderate knowledge about these certificates, the
correct verification, and especially QR codes. The statement
for which we observed the most ”I do not understand the
statement” answers (18 %), is Q23.7 “QR-codes can only
link to websites. URLs that simply look a bit different”. 128
participants (23 %) (rather) agree with this statement and 25 %
of participants indicate a neutral position to this statement.
Therefore, more than half of our participants do not know that
QR codes can do more than link to websites or are not sure
about that.

However, 44 % of the surveyed digital covid certificate
users know that it is not possible to verify the validity of a
certificate QR code without technical help (disagreement to
Q23.2). The majority of participants (62 %) also know that a
picture or screenshot of a QR code can also be read by a QR
code reader (agreement to Q23.1). 65 % of participants know
that it is not wise to publicly share a picture or screenshot
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of their QR code from the covid certificate (disagreement to
Q23.3). 63 % of users are aware that a picture or screenshot
of their QR code could be used (maliciously) by other people
(agreement to Q23.4). This shows that users are aware of
possible malicious use of and cautious behavior regarding
their covid certificate QR code.

Some participants also know that scanning the QR code
is not sufficient for a correct verification of the digital covid
certificate, as 34 % disagree with the statement “With the
Corona apps, it is sufficient to scan the QR code for a correct
check” (Q23.9). Interestingly, 34 % of participants agree to
this statement and 28 % are not so sure, i. e., used the answer
“3-neutral”. This shows that for some participants matching
the information of the certificate with an identity card does
not seem an important aspect, they believe scanning the QR
Code is sufficient. However, the majority of digital covid cer-
tificate users (74 %) agree to the fact that a verification is only
correct in combination with an ID card (agreement to Q23.8).
Answers to question Q24 show that 109 participants explic-
itly name the QR code as an important aspect for a correct
verification (code “Scan the QR code”, “QR code”). Some
of them even named the correct process, i. e., “scan the QR
code and match w/ ID card”. Those participants understood
the importance of the QR code as a security feature. Others
just named the date of the final vaccination as one of the most
important aspects for verifying the certificate. Concerning the
security aspects of verifying covid certificates, 226 of 442
participants describe that a complete verification is only valid
in conjunction with the ID card (P768: “Name, Date of birth
matching with identity card”, P551: “Comparison with ID
card and scanning the QR code”). Matching the information
with an identity card as an important aspect of the verification
process, was agreed upon by 74 % of our participants within
the knowledge questions (agreement to Q23.8). Several (92)
participants stated they do not know which aspects are (most)
important to verify digital certificates (P766: “Unfortunately I
don’t know”, P726: “No idea”, P679: “Unfortunately, I have
too little knowledge of this to give more precise information”).

5.5 Misconceptions of Digital Covid Certifi-
cates

Some answers to question Q24 in our online survey reveal
misconceptions about QR code-based certificates. 18 partic-
ipants incorrectly believed that showing a screenshot of the
QR code to verify a covid certificate, is not valid (P65: “The
code is not allowed to be a photo”). A few more participants
(n = 13) directly mentioned that a respective app must be
used, e. g., CovPass or Corona-Warn-App (P7: “It must be
checked that it is not a screenshot, but is in the app”). De-
spite using a screenshot is perfectly fine both in terms of
security and privacy. Moreover, four participants thought that
scrolling (i. e., scrolling up and down the screen of the app
on the owner’s smartphone) is sufficient to verify the certifi-

cates validity (P332: “You can move it [the screen] back and
forth”). This is also a misconception found in the interviews
(PI3, PI24: “I scroll up and down [...] like that I ensure it’s
real”).

5.6 Verification Processes in the Wild
We now compare the results regarding the verification of
digital covid certificates obtained in all three surveys.

Table 5 shows the frequencies of correct verification (pro-
cedure L5) for all of them: Random sampling of businesses,
online survey, and street interviews. The most correct verifica-
tion were named in the interviews: 50 % of the interviewees
reported the procedure for the correct process – scanning the
QR code and matching the personal data with an identity card,
to make sure the certificate is valid and shown by the right
person. In both the online survey and the random sampling,
the frequencies for correct verification are lower (34 % and
37 %). Missing checks were not mentioned in either the on-
line survey nor the street interviews but we discovered them
in our sampling. Only a short glance at the digital certificate
with matching the ID was observed in around 30% of all
observations.

In our street interviews with business owners, responses de-
scribing checks of digital covid certificates revealed that about
half of the checks are partially incorrect or missing important
steps. Such checks are either missing the ID comparison or
a scan with an appropriate verification app. This is also in
line with our online survey, as some participants were not
aware, that comparing personal data with the ID is important.
A factor that seemed to positively influence the correct checks
was when interviewees were provided a device for scanning
purposes by their employer. This was mentioned explicitly
by seven of our participants. Four participants mentioned to
refrain from scanning because they would have to use their
personal device which they did not feel comfortable with. All
interviewees were sure that they conducted the verification
thoroughly or very thoroughly. However, some justify this
rating by stating they performed the checks as good as they
could.

Table 5: Coding statistics – Procedure to verify digital covid
certificates. Provided for the sampled checks, the open-ended
responses within the online survey (Q18), and the interviews
(Q7/Q8).

Frequencies
Procedure Sample Online Survey Interviews

L1: No control (5) 6 % - -
L2: Short glance (7) 9 % (45) 34 % (5) 17 %
L3: Glance w/ ID (31) 39 % (33) 25 % (9) 30 %
L4: Scan only (7) 9 % (9) 7 % (1) 3 %
L5: Scan w/ ID (30) 37 % (44) 34 % (15) 50 %

Overall responses 80 131 30
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In street interviews we also identified misconceptions re-
garding the correct verification of digital covid certificates,
that fall in line with the reported misconceptions from the
survey. Some participants thought that scrolling through the
app would not only be sufficient but important to determine
whether the certificate is valid. Some others did not identify
the QR Code as a security feature (PI10: “We look if there are
two vaccinations and check the date of the second vaccina-
tion. We only look by eye, the QR isn’t helpful for us”). Others
thought the color with which the certificate is shown indicates
whether it is valid or not. One participant even mentioned
“scanning” with the CWA and that it is “odd having so much
personal data of the customers on the phone” (PI8). A similar
incident has been reported in the media [17]. The CWA suits
the purpose of storing the personal digital covid certificate and
is not supposed to verify certificates. Scanning certificate QR
codes with the CWA leads to storing the (foreign) QR code as
well as the information contained within the QR code in full
detail in the app. The proper verification app (CovPassCheck
app) displays only the validity and basic personal information
for the comparison with an ID card (1).

6 Discussion

In this study, we aimed to identify factors that influence the
adoption and perception of digital covid certificates, designed
to securely indicate users vaccination, test, or recovery status.
As more than one app existed in Germany our results are not
tailored to app design bur are more broadly. We also refrain
from drawing broader conclusions for other contexts, as we
consider the COVID-19 pandemic as exceptional. Our results
must be seen in light of restrictions in Germany during the
time of our survey: Access to substantial parts of public life
was only permitted with some sort of covid certificate, so
one was mostly bound to use some form of covid certificates
and had the choice between paper-based and digital covid
certificates.

6.1 Acceptance of Digital Covid Certificates
The majority (79 %) of our participants use at least one app
that offers the feature to include a digital covid certificate,
which is in line with the official download numbers of the
Corona-Warn-App (40 million downloads as of January 2022)
and the CovPass app (23.5 million as of November 2021). The
slightly higher adoption rate in our study might be due to the
online panel, i. e., participants with potentially higher tech-
nology use. 70 % of survey participants usually use a digital
covid certificate to indicate their vaccination, recovery, or
test status when needed. The acceptance rate for app-based
certificates is high, which is different from related work by
Kowalewski et al. [20], finding that only 37 % of participants
are willing to use a digital vaccination certificate, while 44 %
would prefer a paper-based version. However, Kowalewski et

al. only surveyed usage intention of different implementations
of vaccination apps not actual usage, as there were no vaccina-
tion apps available during the time of their study. Our results
reveal that actual usage of digital covid certificates, especially
when some sort of certificate is mandatory for many activities,
differs from hypothetical intention to use a digital version.

Concerning access restrictions for aspects of public life,
80 % of our participants are in favor of restrictions for the men-
tioned purposes in this study (except for grocery shopping,
see answers to Q8). As almost all of the presented purposes
were restricted during the time of our study, this shows the ac-
ceptance of the measures undertaken to contain the pandemic.
It seems that users favor stronger restrictions for exceptional
purposes like international air travel, which confirms previous
results [20]. Whereas at the workplace 3G restrictions applied
in Germany, we observe high numbers in favor of stronger re-
strictions (n = 449). As also many people favor 2G or stricter
restrictions for national train travel (n = 372), this suggests
that people prefer stronger restrictions for more crowded envi-
ronments like airplanes, trains, or workplaces such as offices.
Most answers for no restrictions were observed for grocery
shopping (n = 384), but opposite to German regulations 416
participants favor some restrictions (at least 3G) for grocery
shopping.

Overall, digital certificates are favored over paper-based
certificates by 45% to 70% across all purposes. It also seems
like participants favoring stronger restrictions tend to prefer
the use of digital certificates over paper-based ones.

6.2 Predictors for the Use of a Digital Covid
Certificate

We find ease of use to be a significant predictor for the use
of these digital certificates, not only in our logistic regression
analysis but also in the open responses, in which 234 out of
529 participants use a digital certificate due to its ease of use.
These findings are in line with both technology acceptance
models, like the TAM, TAM 2, and UTAUT [7, 47, 48] as
well as with related work researching the intention to use
mobile apps [40]. Users seem to think that the easiest way to
indicate their vaccination, test, or recovery status is using a
corresponding app, e. g., because they carry their smartphone
with them anyway (“Because I have my smartphone with me
at all time”.). Participants also stated that, by using an app,
they are less likely to forget their certificate and some fear
to lose their paper-based vaccination certificate, which they
value as all their vaccinations (prior to covid) are included.

Another significant but hindering predictor for the use of
digital covid certificates, is privacy concern related to apps.
Participants with higher privacy concerns, i. e.more privacy
cautious behavior, are less likely to use one of the appropriate
covid apps. This is in line and conforms with related work on
online technology [9, 23, 38], mobile health apps [15, 51, 54],
contact tracing apps against the spread of the coronavirus [25,
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46, 49] as well as (hypothetical) willingness to use mobile
vaccination apps [20].

On the other hand, we observe that only 13 out of 176
participants using a paper-based certificate do so because of
privacy concerns with the digital certificate. Both privacy dis-
position and privacy apps scores being rather moderate in
our sample (mean = 3.28, mean = 2.69) indicates that partic-
ipants have moderate privacy concerns at most. These privacy
scores are similar to the ones Kowalewski et al. [20] observed.
Therefore, our results show that when participants are not
directly asked for privacy, it is only named in very few cases
as a hindering aspect for using digital covid certificates. This
might be due to the fact that both the CWA and the Luca App
were already in use for contact tracing and event registration
in the earlier phase of the pandemic, and the covid certificate
functionality was added at a later point. Thus, the decision to
use the app had already been made at a previous point and for
a different functionality and privacy reasons were assessed
already. This is in line with previous findings: It was shown
earlier for contact tracing apps [25] that once the decision for
using an app has been made, privacy is not a predictor for
continued app usage.

People who do not plan on getting vaccinated are less
likely to use a digital certificate. This might be due to the
increased effort to integrate a negative test in the respective
apps, as not all test facilities offer a QR code to scan test
result. Older age (60 – 69) is also identified as a hindering
predictor for the use of digital covid certificates, which might
be due to generally lower adoption rates for technology as
well as less smartphone use of older people [2, 6] (P205: “No
smartphone”, P14: “Because I don’t own a smartphone”).

6.3 Knowledge and Misconceptions regarding
Digital Covid Certificates

Regarding the knowledge of digital covid certificates with
focus on QR codes, we observe most unsure answers for what
a QR code can point to. People are not sure if QR codes are
just different forms of links and can only point to websites.
This might be due to users’ little exposure to QR codes, except
for when they are pointing to websites. For most users, covid
certificates are a new use case for QR codes. The importance
and functioning of the QR code could be better explained
to users, e. g., within the app. With more information maybe
more users would use digital covid certificates and maybe
even feel more safe using them. Out of 529 participants, only
26 mentioned the security as a reason to use the app and
not the paper certificate and 12 participants use the digital
certificate due to the validity of the QR code. This shows
that at least a minority of users seem to understand and value
the QR code as a valid security feature, but most people are
not aware of that. However, most users know that sharing
ones QR code publicly is not reasonable and that pictures or
screenshots of QR codes can be used maliciously by others.

6.4 Perception and Misconceptions of Verifica-
tions

Regarding the correct verification process of digital covid
certificates we observed one person using the CWA for the
verification process in our interviews. However, the CWA is
not suitable for the verification process as it extracts and stores
the entire data of the digital covid certificate. The respective
app to verify certificates is the CovPassCheck app.

Across all three surveys, we observed the highest estima-
tions of correct verification processes in the interviews (50%),
however these were just self-reports and the results of our
sample and online survey with only 37% and 34% correct
controls, hint to lower correct verification processes than self-
reported by the verifiers. Such high rates of incorrect verifi-
cation processes also indicate that governmental campaigns
(e. g., online, TV) might have not reached all audiences in an
appropriate way, or that there is lack of trust in these cam-
paigns. However, lack of awareness and understanding may
not be the only reason: Instead, interviewees did not want to
use their own device for scanning the QR code and therefore
refrained from scanning overall.

Therefore, a more in-depth analysis of the reasons for low
adherence to correct verification is required and could be
taken up by future work. For comparable situations in the
future, we additionally recommend to not only provide in-
formation on specific processes, but to also allow asking for
feedback and further consultation, and to actively support
or assist those individuals who are in charge of executing
quasi-official tasks such as verifying certificates.

7 Conclusion

Digital covid certificates are preferred by our participants over
paper-based variants due to their ease of use and seamless
integration into dedicated smartphone apps. Users perceive
the apps as easy and convenient to use, carry their smartphone
with them all the time anyway. Unfortunately, the security-
related processes of scanning the QR code and matching it
with the bearer’s ID card are not always followed or even
known by people obliged to check certificates. Therefore,
more information on security aspects of digital certificates
and the correct verification process are needed, especially for
people checking certificates. For further app advancement
and development, we suggest to make the app as easy to
use as possible, to avoid unclear design and to give users
information on how to use the app, especially for verification
purposes. Privacy and security indicators should be explained
to users. However, our results are limited by the fact that covid
certificates were mandatory for many aspects of public life
in Germany, e. g., eating in a restaurant. Therefore, use and
perception of these apps might be different and not directly
transferable to other countries and societies.
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A Questionnaire – Online Survey

Welcome Text Study on the topic of 2G-/3G certificates. Thank you for your interest in our study!
In this study we will ask a series of questions about vaccination, recovery, and test certificates. The purpose of this survey is to get a

comprehensive understanding of 2G-/3G certificates in the context of the coronavirus pandemic of the German population. By participating,
you can make a valuable contribution to this purpose.

Purpose: This scientific study investigates your perception of 2G-/3G- regulations by means of (digital) proofs, as they are required (e. g., for
cinema visits or other activities and events).

Prerequisites: To participate in this study, you must be at least 18 years old.
Duration: Participation in the study is expected to last 20 minutes. There are no anticipated risks for you to participate. Please answer the

questionnaire as honestly as possible. If you no longer wish to participate in this study, you may discontinue at any time as long as you have not
yet submitted your answers or they have not yet been evaluated.

Contact: The study is conducted by researchers [...]. If you have any questions about or problems with this research, please feel free to
contact [...].

Data protection: Your responses in this study will be linked to your Respondi-ID and will be stored in pseudonymous format. We do not ask
for any information that could identify you personally.This data is collected on behalf of the [...] and will not be passed to third parties. By
starting the questionnaire, you agree to the collection of data for the purpose of conducting this study. The processing of your personal data is
based on Article 6 (1) DSGVO and §17 DSG NRW. You have the right to revoke your consent to data processing at any time, as well as to
request information, correction, restriction of processing and deletion of your personal data. To exercise these rights, please contact the e-mail
address mentioned above. The competent supervisory authority is the Data Protection Commissioner of the State of North Rhine-Westphalia.

Declaration of Consent
Q0: Please confirm that you have read the above terms and conditions and that you are at least 18 years old. [single choice]

• I hereby confirm that I accept the conditions of participation in this study and that I am at least 18 years old.

Demographics First, we would like to obtain some information about you.

Q_A: How old are you? [single choice]

• 18-29; 30-39; 40-49; 50-59; 60-69

Q_G: What is your gender? [single choice]

• Female; Male; Non-binary; Describe yourself (free-text answer); Prefer not to answer

Q_E: What is your highest level of education? [single choice]

• No school leaving certificate; Secondary school (primary school) or equivalent leaving certificate; High school (O level) or
equivalent leaving certificate; A level, vocational high school / general or university entrance qualification; Occupational or
vocational training / apprenticeship; Completion of a technical college or administrative or professional academy; Bachelor’s
degree; Diploma university course or masters (including: teaching position, state examination, Master’s course, artistic or
comparable courses of study); PhD; Prefer not to answer

Q_K: Do you have practical experience in computer science, computer technology or information technology fields (e. g., through your job or
education background)? [single choice]

• Yes; No; Prefer not to answer

General Questions and Experiences with the Coronavirus First, we would like to ask you some general questions about your
smartphone use and your experience with the coronavirus.

Q1: Do you own a smartphone? [single choice]

• Yes; No

Q2: [If “Yes” in Q1] Do you use an app (or smartwatch) to monitor your health or track your fitness? [single choice]

• Yes; No

Q3: Are you or have you been infected with the coronavirus? [single choice]

• Yes; No; Prefer not to answer

Q4: Is there a person in your social circle who is or has been infected with the coronavirus? [single choice]
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• Yes; No; Prefer not to answer

Q5: How concerned are you that you will become infected with the coronavirus? [single choice]

• 1 – Not concerned; 2 – A-little concerned; 3 – Moderately concerned; 4 – Quite-a-bit concerned; 5 – Very concerned

• Prefer not to answer

Q6: How concerned are you that someone you are close to may be infected with the coronavirus? [single choice]

• same answer options as Q5

2G-/3G Certificates
Q7: [If “Yes” in Q1] Which of the following COVID-19 apps do you have installed on your smartphone? [multiple choice]

• Corona-Warn-App; Luca App; CovPass App; CovPass Check App; Other / Additional Corona specific apps (please specify);
[exclusive answer] I have not installed any Corona specific app

Q8: Which type of events or purposes should require a certificate? Please mark the appropriate form of certificate. [matrix table]

• items: National flights; International flights; National railroad travel; International railroad travel; Crossing countries by car
(i. e., outside Germany); Overnight stays in hotels (domestic and abroad); Participation in major events (e. g., soccer matches,
concerts); Visits to restaurants, museums, and cinemas; To be allowed to carry out professional activities with public interaction
(e. g., hospitals, care facilities); Sport clubs and gyms; Beauty related services (e. g., hairdressing, cosmetics); Private events (e. g.,
weddings, birthday parties); Retail (clothing stores, construction stores); Stores for daily needs (e. g., grocery stores, pharmacies);
Facilities such as schools, daycare centers, and after-school programs; This is an attention check question. Please mark the answer

“2G: vaccinated, recovered”

• answer options: No certificate should be required; 3G: vaccinated, recovered, or tested (rapid test); 3GPlus: vaccinated, recovered,
or tested (PCR test); 2G: vaccinated or recovered; 2GPlus: vaccinated or recovered and additionally tested (rapid test)

Q9: What variant of certificate would you want to use for the respective purpose? [matrix table]

• items: same items as Q8 without attention check question

• answer options: No certificate should be required; paper-based certificate (e. g., yellow certificate of vaccination , print-out from
test center); digital certificate (Corona-Warn-App, CovPass app, or email from test center)

Q10: Have you already visit events or stores that required proof of vaccination, recovery, or test? [single choice]

• Yes; No; Don’t know; Prefer not to answer

Q11: How effortful do you perceive showing proof of vaccination, recovery, or test to be? [single choice]

• 1 – Not effortful; 2 – A-little effortful; 3 – Moderately effortful; 4 – Quite-a-bit effortful; 5 – Very effortful

Q12: Have you already been vaccinated or recovered against the coronavirus? [single choice]

• Yes; No; Prefer not to answer

Q13: [If “Yes” or “Prefer not to answer” in Q12] Which of the following certificates do you typically use to proof your coronavirus
vaccination or your recovery, e. g., when visiting a restaurant?

• Corona-Warn-App; Luca app, Covpass app; Other Corona specific app (please specify); Other digital variant (e. g., email from
your doctor, photo of your certificate); Yellow certificate of vaccination; Other paper-based certificate (e. g., print-out from test
center); I do not use any of these variants

Q14: [If “No” or “Prefer not to answer” in Q12] Which of the following certificates do you typically use to proof your coronavirus test, e. g.,
when visiting a restaurant?

• Corona-Warn-App; Luca app, Covpass app; Other Corona specific app (please specify); Other digital variant (e. g., email from
your doctor, photo of your certificate); Other paper-based certificate (e. g., print-out from test center); I do not use any of these
variants

Q15: [If “[any paper-based variant]” in Q13/Q14] Why do you use a paper-based certificate (instead of a digital variant)? Why did you
decide against a digital certificate? [free-text]

Q16: [If “[any digital variant]” in Q13/Q14] Why do you use a digital certificate (instead of a paper-based variant)? Why did you decide
against a paper-based certificate? [free-text]
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Certificate Verification Process
Q17: [If “[any paper-based variant]” in Q13/Q14] Please think about your last control(s) and describe how your paper-based certificate was

verified. [free-text]

Q18: [If “[any digital variant]” in Q13/Q14] Please think about your last control(s) and describe how your digital certificate was verified.
[free-text]

Q19: Please reflect back on the control(s) you just described. How careful did you perceive this control(s) was? [single choice]

• 1 – Not carefully; 2 – A-little carefully; 3 – Moderately carefully; 4 – Quite-a-bit carefully; 5 – Very carefully

• Prefer not to answer

Q20: How secure did you feel from an infection by this control(s)? [single choice]

• 1 – Not secure; 2 – A-little secure; 3 – Moderately secure; 4 – Quite-a-bit secure; 5 – Very secure

• Prefer not to answer

Q21: How easy do you perceive it is to prove your certificate using an app? [single choice]

• 1 – Not easy; 2 – A-little easy; 3 – Moderately easy; 4 – Quite-a-bit easy; 5 – Very easy

• I do not use an app for this

Q22: Please rank the following certificate variants related to their forgery resistance in descending order, i. e., the most forgery-resistant
certificate comes in first place. Feel free to place several certificate variants on the same rank or in the same place. [order and rank task]

• items: Digital certificates with QR-code (e. g., Corona-Warn-App, CovPass app); Yellow certificate of vaccination; Paper-based
certificates (e. g., print-out from the test center)

• answer options: Rank 1; Rank 2; Rank 3

Q23: Please indicate whether you agree with each of the following statements. [matrix table]

• items: A photo or screenshot from a QR-code can also be read by a QR code reader; Even without technical devices, you can tell if
a QR-code within a corona app is valid; It is harmless to publicly share a photo or screenshot of the QR-code from my corona
app; A photo of a QR-code from an app (e. g., Corona-Warn-App) can be photographed and used by an unauthorized person; For
a secure verification of digital vaccination certificates, it is sufficient to check the date of the 2nd vaccination within one of the
available apps; The validity of a QR code for vaccination certificates (e. g., within the Corona-Warn-App) can be verified with any
QR-code reader; QR-codes can only link to websites, they are just differently looking URLs; Correct verification of vaccination
certificates is only possible in any case (paper-based or digital) in combination with an ID document; With the Corona apps, it is
sufficient to scan the QR-code for a correct check; In the case of the yellow certificate of vaccination, it is sufficient to look for the
vaccination date for a correct verification

• answer options: 1 – Fully-disagree; 2 – Mainly-disagree; 3 – Neutral; 4 – Mainly-agree; 5 – Fully-agree

Q24: What aspects do you think are the most important to verify the digital certificates? What do you think needs to be verified in the case of
an app, for example? How can a forgery be detected? In your opinion, what are (technical) security indicators? [free-text]

Q25: What aspects do you think are the most important to verify the paper-based certificates? What do you think needs to be verified within the
yellow certificate of vaccination, for example? How can a forgery be detected? In your opinion, what are security indicators? [free-text]

Q26: Please drag all the items into the box that are in your opinion necessary for a correct verification of a digital vaccination, recovery, or test
certificate consisting of a QR code. Please use the order as you think the verification should proceed. [order and rank task]

• items: Match ID document, such as ID card, with the displayed personal data within the app used to scan the QR code (e. g.,
CovPass Check app); Scan QR code with a suitable app, e. g., CovPass Check app; Check manually the date of the 2nd vaccination;
Scroll to the 2nd vaccination date within the person’s Corona-Warn-App or CovPass app; Check the person’s Corona-Warn-App pr
CovPass app to verify if 2/2 vaccinations are displayed; Match name within the person’s app (or on the person’s document) with an
identification document

• answer options: Correct verification consists of

Q27: [If “[any paper-based variant]” in Q13/Q14] Please think back to the situations in which you were checked. In what percentage of
cases was your paper-based certificate checked professionally, i. e.: the data within the, e. g., yellow certificate of vaccination or on the
print-out was verified and additionally the data was compared with your ID card? [single choice]

• Please mote the slider to your desired position (you can only adjust the slider in steps of 5)

Q28: [If “[any digital variant]” in Q13/Q14] Please think back to the situations in which you were checked. In what percentage of cases was
your digital certificate checked professionally, i. e.: the QR code was scanned, and additionally the data was compared with your ID card?
[single choice]

• Please mote the slider to your desired position (you can only adjust the slider in steps of 5)
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Certificate Inspectors / Verifier
Q29: Have you already personally verified vaccination, recovery, or test certificates (e. g., in the course of performing your job duties)? [single

choice]

• Yes; No

Q30: [If “Yes” in Q29] In which business area do you work? [single choice]

• Hotel business; Gastronomy; Body-related services (e. g., hairdressing, cosmetics); artistic sector (e. g., theater, museums), Other
(please specify)

Q31: [If “Yes” in Q29] Please describe how you usually verify vaccination, recovery, or test certificates. [free-text]

Q32: [If “Yes” in Q29] How time-consuming do you perceive conducting these verifications? [free-text]

• 1 – Not effortful; 2 – A-little effortful; 3 – Moderately effortful; 4 – Quite-a-bit effortful; 5 – Very effortful; Prefer not to answer

Pandemic Situation
Q33: Please indicate whether you agree with each of the following statements. [matrix table]

• The 3G rule is contributing in containing the coronavirus pandemic; The 2G rule is contributing in containing the coronavirus
pandemic; Contact restrictions are contributing in containing the coronavirus pandemic; School closures are contributing in
containing the coronavirus pandemic; Work at home is contributing in containing the coronavirus pandemic; Most people I care
about think that coronavirus vaccinations are important to contain the coronavirus pandemic; Vaccination against COVID-19
contributes to the containment of the coronavirus pandemic; Mandatory mask-wearing is contributing in containing the coronavirus
pandemic

Privacy Disposition
Q34: For each of the following statements, please indicate the extent to which you agree.2 [matrix table]

• items: Compared to others, I am more sensitive about the way other people or organizations handle my personal information;
Compared to others, I see more importance in keeping personal information private; Compared to others, I am less concerned
about potential threats to my personal privacy (R); Compared to others, I value health data as especially worthy of protection

• answer options: 1 – Fully-disagree; 2 – Mainly-disagree; 3 – Neutral; 4 – Mainly-agree; 5 – Fully-agree

Q35: For each of the following statements, please indicate the extent to which you agree.3 [matrix table]

• items: I am concerned that the information I submit in a corona app could be misused; I am concerned about submitting information
in a corona app, because of what others might do with it; I am concerned about submitting information in a corona app, because it
could be be used in a way I did not foresee; I am concerned about disclosing health data in a corona app

• answer options: 1 – Fully-disagree; 2 – Mainly-disagree; 3 – Neutral; 4 – Mainly-agree; 5 – Fully-agree

Demographics (German state)

Q36: In which state do you live? [single choice]

• Baden-Württemberg; Bavaria; Berlin; Brandenburg; Bremen; Hamburg; Hessen; Mecklenburg Western Pomerania; Lower
Saxony; Northrhine-Westphalia; Rhineland Palatinate; Saarland; Saxony; Saxony-Anhalt; Schleswig Holstein; Thuringia

2The first three items are from the “Disposition to privacy” scale in the version of Yuan Li [22].
3The first three items are from the“Perceived Privacy Risk” scale in the version of Chen and Cai [4].
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B Questionnaire – Interviews

Note: Textparts in red where notes for the interviewers and not necessarily asked during each interview.
Thanks a lot for agreeing to talk to us. We will note all your answers but keep them anonymous. We will solely document your industry and the
position you work in. Are you ok with that?

Q1: Hence the first question: In which position do you work here?
(Meaning e. g., employee or owner)

Q2: Under what conditions are guests currently allowed to receive your services or stay with you? Please describe them.
(If necessary assist mentioning 2G or 3G, etc.)

Q3: Do you check customers’ test, recovery, or immunization records as part of your job?

Q4: What do you estimate is the percentage of paper-based certificates (e. g., yellow immunization card) that you are shown?

Q5: Please think of your current certificate checks or the checks you did during the last few weeks. Please describe how you typically check
paper-based test, recovery, or immunization records (e. g., yellow immunization card).
(Follow-up questions, if applicable: How confident are you that your checks are sufficient / “safe”? / How confident do you feel performing
it?)

Q6: What aspects do you think are most important for checking paper-based certificates?
(For example, what do you think needs to be verified in the yellow vaccination card? How can a forgery be detected? What do you think
are the security indicators?)

Q7: Please think of your current certificate checks or the checks you did during the last few weeks. Please describe how you typically check
digital test, recovery, or immunization records (e. g., in the Corona-Warn-App or CovPass App).
(Follow-up questions, if applicable: How confident are you that your checks are sufficient / “safe”? / How confident do you feel performing
it?)

Q8: What aspects do you think are most important for checking digital certificates?
(For example, what do you think needs to be verified in the yellow vaccination card? How can a forgery be detected? What do you think
are the security indicators?)

The following three questions were asked separately for paper-based and digital certificates.

Q9: On a scale from 1 - not sure to 5 - very sure: How sure are you to recognize forged certificates?
(Follow-up question: Have you ever recognized a forgery before? If so, how?)

Q10: On a scale from 1 - not time-consuming to 5 - very time-consuming. How time-consuming do you perceive the certificate checks to be?

Q11: On a scale from 1 - not thoroughly to 5 - very thoroughly, how thoroughly do you think you execute your checks?

Q12: Thinking about the last few weeks, did you have more positive or negative experiences with checking test, recovery, or immunization
records?
(e. g., sympathetic guests; Would you like to tell us/myself about those experiences?)

Q13: Do you feel adequately informed by politics (or your managers) about how to correctly check the various certificates?
(Have you been trained on how to check certificates?)

Q14: Would you have hoped for (more) education, support, or information from politics (or you managers or associations, e. g., Dehoga)?
(What kind of education, support, and/or information would you have wished for?)

Q15: Do you have any concerns regarding the verification of the different certificates?
(Difficulties e. g., to detect forgeries, scaring away guests, etc.)

Q16: Would you like to tell us anything else?

Thanks a lot for your time and our discussion!
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Abstract
Risk-based authentication (RBA) complements standard
password-based logins by using knowledge about previously
observed user behavior to prevent malicious login attempts.
Correctly configured, RBA holds the opportunity to increase
the overall security without burdening the user by limiting un-
necessary security prompts to a minimum. Thus, it is crucial
to understand how administrators interact with off-the-shelf
RBA systems that assign a risk score to a login and require
administrators to configure adequate responses.

In this paper, we let n = 28 system administrators config-
ure RBA using a mock-up system modeled after Amazon
Cognito. In subsequent semi-structured interviews, we asked
them about the intentions behind their configurations and ex-
periences with the RBA system. We find that administrators
want to have a thorough understanding of the system they
configure, show the importance of default settings as they are
either directly adopted or depict an important orientation, and
identify several confusing wordings. Based on our findings,
we give recommendations for service providers who offer
risk-based authentication to ensure both usable and secure
logins for everyone.

1 Introduction

Password-based authentication is still the dominant form of
user authentication, despite severe weaknesses such as phish-
ing attacks [41, 49], password reuse attacks [14, 23], and their
guessability [47, 57]. Password alternatives such as biomet-
ric authentication [34, 67], graphical passwords [6, 56], or
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security keys [12,19] all have their own set of drawbacks that
so-far have prevented their widespread adoption [9, 27].

To improve user security, services deployed additional pro-
tection mechanisms to reinforce passwords, for example, by
using multi-factor authentication (MFA) [13, 22, 30], proac-
tive password-reuse checks [36, 45, 53], and risk-based au-
thentication (RBA) [16, 20, 64]. Several authorities, such as
the NCSC [42], NIST [24], and others [7], all mention risk-
based authentication as one of the key concepts to minimize
account compromises.

RBA is a method for strengthening user authentication on
the server’s side without involving the user (except for rare
cases). Thus, it offers the potential to increase the security
of accounts without burdening the legitimate user. However,
RBA comes at the cost of being a privacy-invasive technique
that requires login behavior monitoring and client-side fin-
gerprinting [8, 66]. At the moment of password entry, RBA
monitors a variety of signals, such as the source IP, user-
agent, login time, and further information about the user’s
machine, e.g., obtainable via client-side fingerprinting. This
information is then compared with the user’s profile from past
logins, as well as profiles from typical attacks. Based on this
information, a risk level is computed [20, 26].

The configuration of an RBA system requires administra-
tors to decide how the system should treat logins with different
risk levels. We consider this a non-trivial configuration task
as it interferes with usability and security requirements that
directly impact the user. In this work, we study how admin-
istrators interact with configuration interfaces for RBA. We
focus on professionals not specialized in the administration
of RBA, which we assume is rather common in small and
medium-sized enterprises. To the best of our knowledge, our
work is the first to study the rationale behind configuring RBA
systems on the administrators’ side. Thus, we keep our re-
search exploratory and follow three broad research questions.
RQ1: How do administrators configure RBA? (e.g., risk-level
behavior, when and how to notify), RQ2: Which obstacles
and misunderstandings do they encounter?, and RQ3: What
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is the impact of previous exposure to other RBA systems and
how do different requirements influence administrators?

In our two-part study, we assigned n = 28 administrators
a configuration task for adjusting risk level behavior and
RBA notification settings in an enterprise scenario. The
configuration tool they worked with resembled the look-and-
feel of Amazon Cognito, the system that Amazon Web Ser-
vices (AWS) offers to its customers. Subsequently, we inter-
viewed participants about their intentions behind the config-
urations they made, their interaction with the configuration
system, and potential obstacles they encountered while com-
pleting their task. To facilitate the recruitment of system
administrators from different continents, the study was con-
ducted online using a video conferencing tool and an online
web interface accessible to the participants.

Our results suggest that system administrators want to
deeply understand how risk-based authentication systems
work in order to be able to make informed decisions. For ex-
ample, the tool we used hid some complexity behind generic
phrases such as low, medium, and high risk, which was crit-
icized by several participants. Additionally, our study iden-
tifies issues with room for improvement and other topics to
be explored by future research—both in more detail and in
a larger variety of RBA configuration systems. In summary,
our paper makes the following key contributions:

• Through an in-depth qualitative evaluation of interviews,
we complement existing knowledge about risk-based au-
thentication by providing insights into administrators’ de-
cision processes.

• Our study shows that system administrators desire detailed
information about risk levels and the ability to make fine-
grained configurations in order to ensure appropriate risk
level behavior.

• Our findings unveil several issues to be explored by future
research, while at the same time indicating first recom-
mendations for service providers to ensure usability and
security of RBA systems.

2 Related Work

In this paper, we study how administrators configure risk-
based authentication. Since there are no other studies to the
best of our knowledge, we align this section along prior work
about RBA and studies focusing on system administrators.

Risk-based Authentication In 2010, Google added a new
feature to protect their users from suspicious account activ-
ity [16], and while, e.g., Facebook also stated to employ
risk-based authentication [46], not much was publicly known
about its inner working. In 2016, Microsoft started to of-
fer risk-based conditional access to its Azure AD customers
and supported risk events like unfamiliar locations, impos-
sible travel, IP addresses with suspicious activity, and users

with leaked credentials [50]. At the same time, Hurkała [29],
Bonneau et al. [10], and Freeman et al. [20] discussed the
potentials of RBA. The latter also presented a prototype and
found that an algorithm based on the user’s IP address and
user-agent history has a recall rate of up to 89% and a false-
positive rate of 10%. Later, other features like the round-trip
time of IP packets were found to be useful [48, 63].

Wiefling et al. [64] showed that verification codes sent via
email are the de-facto standard for login challenges enforced
by RBA. In a subsequent study, they demonstrated that pro-
viding this code in the subject can reduce the login time [65].
A study by Doerfler et al. [17] evaluated the efficacy of login
challenges at preventing account takeovers. They found that
up to 94% of phishing-rooted hijacking attempts and even
100% of automated hijacking attempts can be prevented. As
shown by Wiefling et al. [62], RBA is perceived as more se-
cure than passwords but also more usable than multi-factor
authentication. While the latter poses an even higher security
standard, increasing its adoption is a research field on its own.
Rates of the Google user-base from 2018 show that less than
10% have MFA enabled [40]. In response, Google decided to
auto-enable MFA for 150 million users in October 2021 [31].

Studies with System Administrators Studies with system
administrators as their focus group have investigated different
aspects. For example, Xu et al. [68] studied how administra-
tors resolve common “access denied” issues and found that
missing feedback can cause trial-and-error approaches. Xu
and Zhou [69] surveyed characteristics of common configura-
tion errors in an attempt to support administrators in making
fewer errors. Similarly, Dietrich et al. [15], who investigated
security misconfigurations, found missing documentation to
be one of the root causes. Studies focusing on the update
process [35, 39, 54] also find that administrators struggle to
find useful information about updates although they perceive
them as eminent for solving their tasks. This aligns with our
findings of administrators criticizing the lack of information.

Studies analyzing tools used by administrators [33, 37, 55]
highlighted the importance of usability as it can have a direct
impact on security. This is especially important as administra-
tors may have a technical background, but their mental models
can be incorrect [28, 32]. Verdi et al. [60] further confirmed
the importance of usability: the networking monitoring tool
they analyzed received an average SUS score of 49, and the
surveyed administrators complained about missing help and
sometimes even failed to complete the provided task. In our
study, all participants finished the task. Still, the usability of
the tested RBA interface was also not assessed to be perfect.
One part of this is whether administrators prefer graphical
or command-line interfaces to complete their tasks. Towards
this end, Voronkow et al. [61] found that 60% actually prefer
a graphical interface.
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Table 1: Options to configure risk-based authentication offered by cloud providers and access managers.

Behavior Behavior Notifications Custom
Service Automated Risk Levels Defaults Modifiable Modifiable Policies

Alibaba Cloud only internally – – – #
Amazon Web Services low, medium, high    #
Google Cloud Platform only internally – – –  
IBM Cloud low, medium, high, very high     
Microsoft Azure no risk, low, medium, high   –  
Oracle Cloud low, medium, high –    C

lo
ud

Pr
ov

id
er

s

Tencent Cloud – – – – #

CyberArk non detected, low, medium, high, undetermined –    
ForgeRock – – – –  
Ilantus – – – –  
Micro Focus – – – –  
Okta low, medium, high –    
Auth0 (Okta) low, medium, high, neutral –    
OneLogin 0–100 –    
Ping Identity low, medium, high –    

A
cc

es
sM

an
ag

er
s

Thales – – – –  

 : Offers the option,#: Partially offers the option, –: Does not offer the option.

3 Real-World RBA Systems

In this section, we describe how the risk-based authentication
systems of different real-world service providers are imple-
mented and which configuration options they offer. For our
analysis, which is summarized in Table 1, we considered five
factors. First, we determined which automated risk levels are
provided by the services, i.e., what are the potential output
variables of the function that calculates a risk for a new login.
Behavior defaults describes, if actions are suggested by the
services that should be taken in response to the calculated risk
levels, i.e., high risk login attempts are blocked by default.
The third factor, behavior modifiable, describes if it is possi-
ble to modify the actions taken in response to the calculated
risk levels. The fourth factor, notifications modifiable, consid-
ers whether the provider allows administrators to adjust how
to inform the user about the actions taken in response, for
example, by customizing notifications. Finally, we checked if
the service providers allow for custom policies, which can be
used to implement custom logic, e.g., block certain IP ranges,
devices, or users. The results depicted in Table 1 are shown
for two groups, cloud providers and access managers.

Cloud providers offer a range of services to enable cus-
tomers to move IT infrastructure into their data centers and
easily scale services. In contrast, access managers have an
intentionally narrow focus on access-related services like
identity management and MFA. As such, they close a gap
by offering their service to enterprises that are already in the
cloud but need features their cloud providers do not offer. To
get an overview of a representative group of providers, we
consulted the Gartner “Magic Quadrant for Cloud Infrastruc-
ture and Platform Services” [5] and the “Magic Quadrant for
Access Management” [52].

Alibaba Cloud and Google Cloud Platform do offer RBA
only internally, without an option for the customers to con-
figure it. Microsoft Azure provides their customers with four
risk levels, allows them to modify the behavior for each of
them, and provides a default behavior which blocks all lo-
gin attempts which are deemed as low, medium, or high risk.
Notifications sent to users cannot be modified while custom
policies based on various login information like the IP ad-
dress, device, and the calculated risk level are supported. IBM
Cloud offers all checked options, Oracle only does not pro-
vide a default behavior. Tencent is the only cloud provider
supporting only custom policies based on the IP address, but
no automated risk levels or any form of RBA in general. In
contrast, most access managers like CyberArk, Okta, Auth0
(acquired by Okta [44]), OneLogin, and Ping Identity support
RBA with all the described functionalities. Since they rely
on custom configurations, none of them provides a default
behavior. ForgeRock, Ilantus, Micro Focus, and Thales do
not support RBA, yet.

In this study, we decided to focus on Amazon, the mar-
ket leader in cloud computing according to Gartner [5] and
others [11, 51]. We tested the “adaptive authentication” fea-
ture from Amazon, which is part of its paid AWS service
Cognito [4]. Cognito’s adaptive authentication provides three
automated risk levels and a default behavior which is similar
to IBM and Microsoft. It also allows to modify this behav-
ior and the sent notifications. Custom policies are supported
but only in the form of allow- and blocklists for certain IP
ranges. Hence, based on the options it offers, AWS depicts
an average representative in the group of cloud providers. To
study Cognito’s adaptive authentication interface, we built a
self-hosted copy of it. In Section 4.2, we provide a detailed
description of the tested interface and all of its components.
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4 Method

This section describes our user study design, the tested sce-
narios, and the recruitment process and discusses our ethical
considerations and the limitations of our findings.

4.1 Study Structure

The study was designed as an online study due to the ongoing
COVID-19 pandemic and to facilitate the participation of an
international audience. Prior to the main study, we conducted
a pilot study with four participants to ensure that the proce-
dure works as intended. The study, which was offered in
both English and German, was split into two parts. First, we
sent participants a link that led them to a website hosted on
our servers where they configured a risk-based authentication
system using an interface based on AWS. Afterward, they
answered 26 multiple choice questions. For this first part,
we observed a mean completion time of 11 minutes. In the
second part, we conducted an interview, which took 33 min-
utes on average. Zoom was used throughout the study with
no interaction except for a short introduction during the first
part. We decided not to record the hands-on task to prevent
participants from feeling monitored and avoid influencing
them. Below, we outline the general structure of both parts.
For a detailed description, please refer to Appendix A and B.

Part 1: Hands-on Task
1. Agenda: After welcoming the participants via Zoom, we

briefly summarized the structure of the study and provided
them with the link to the first part. We also told participants
that they could seek our help at any time during the study.
Still, we asked them to only do this if they do not know
how to continue and that they should rather approach and
solve the task like any other task they would get at work.

2. Consent Form: The first page on the website contained the
consent form, which contained all the basic information
about the study and informed participants that they could
withdraw from the study at any time.

3. Scenario: After consenting, participants saw information
about the fictitious company MediaShop Corporation,
which they should imagine working for, and an email from
their supervisor telling them about their task. This informa-
tion changed depending on the scenario (see Section 4.3).

4. Configuration: Using a configuration interface, partici-
pants configured the risk-based authentication (depicted in
Figure 2 in Appendix D). The upper settings specified a
behavior for each of the three risk levels and whether or
not a notification should be sent to the user. Below, the
participants could adjust the wording of the notifications.
We describe this interface in more detail in Section 4.2.

5. Usability: After the configuration, participants filled out
the 10 items of the System Usability Scale (SUS1–SUS10).

To ensure the quality of the data, we also included an
attention check (AC) which all 28 participants passed.

6. Security Knowledge: To assess the participant’s security
knowledge, we asked a variant of the Web-use Skill Mea-
sure [25], which we expanded using common security
terms from the NCSC glossary [43].

7. Demography: The first part concluded with the demograph-
ics (D1–D6). In addition to basic personal information, we
also collected information about participant’s employment,
including their current job title, work experience, and the
size of the company they work for.

Part 2: Interview
1. Introduction: We started the second part by describing the

general outline of the interview. We highlighted that there
are no wrong or right answers, and we are solely interested
in perceptions and opinions. We also asked if we were
allowed to record the interview. All participants agreed.

2. Warm-up: The interview started with two questions
(Q1 & Q2) about the participants’ job to allow them to
familiarize themselves with the situation. We also used
these questions to double-check participants’ eligibility.

3. Risk Level Configuration: Questions Q3 to Q8 covered the
part of the configuration which defines the behavior for the
risk levels. We asked about the reasoning for the chosen
settings and if there were any difficulties. Participants who
clicked on the link to the info page were asked about their
reasons and whether or not the page was helpful.

4. Notification Wording: We now focused on the wording of
the notifications. Questions Q9 to Q13 were similar to the
previous ones and covered the reasoning, potential issues,
and any consulted help.

5. Risk-based Authentication: After asking participants about
their settings, we intended to learn about general aspects
in regard to risk-based authentication. First, we asked par-
ticipants how they incorporated the scenario to understand
how it affected their settings (Q14). Afterward, Q15 fo-
cused on prior experience with such notifications and if it
may have played a role during the configuration. This ques-
tion was added after the pilot study, where three of four par-
ticipants mentioned this aspect without being specifically
asked about it. We concluded this block with question Q16
about any prior experiences with risk-based authentication.

6. Improvements: For the last set of questions (Q17–Q21),
we shifted the focus back to the system participants have
used to make their settings. We asked participants to assess
the offered granularity of the options, potential obstacles,
as well as the most positive and most negative aspects of
the system. Finally, we let participants describe how the
system would look like if they could change it in any way.

7. Debriefing: We finished the interview by answering any
final questions the participants had and explained the back-
ground of the study. As part of this, we also showed par-
ticipants the original system, which is part of AWS.
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4.2 Configuration Interface
The central aspect of the first part of the study was the con-
figuration of the RBA system. The user interface for this can
be seen in Figure 2 in Appendix D. It consists of two com-
ponents, a decision matrix defining the behavior according
to the risk levels and text boxes to customize notifications.
The layout of this interface is modeled after the risk-based
authentication system of AWS Cognito (cf. Section 3). All
aspects of the risk level and notification configuration match
the Cognito interface, including texts, links, tooltips, help
pages, and the overall design. We only removed the config-
uration of the From and Reply-To email addresses, as well
as the allow- and blocklists for certain IP ranges, because
we wanted to focus on adjustments which are made based on
personal experience and judgement.

Risk Level Configuration. The decision matrix maps the
three risk levels (low, medium, high) to one of four actions (al-
low, optional MFA, require MFA, block) and a binary decision
depicting whether or not the user should be notified. If a risk
is set to allow, any correct login the system assigns to this risk
level will be granted. If set to optional MFA, users who have
set up a second factor will be challenged to provide it. For
users who have not registered a second factor, the system will
continue without a challenge, i.e., the login flow is identical
to allow. If the behavior for a risk level is set to require MFA,
users have to provide a second factor; users who have not reg-
istered a second factor are blocked. Similarly, block prevents
all logins. The default setting, which we adopted from AWS,
allows low risk logins, whereas medium and high risk are set
to optional MFA. Notifications are sent in all three cases. In
addition to the general description of the matrix, a link to a
page with further information about risk-based authentication
is provided. This page is again a copy of the documentation
AWS provides and contains information for each of the four
behaviors and the feature that the user can be notified.

Notification Configuration. By default, AWS sends a no-
tification email after every login attempt to the user. A login
is registered after entering the correct username and password
and pressing the login button, independent of the successful
login and risk-level configuration.

On AWS, as well as in our user study, text boxes allow to
modify the subject and the body for these notifications for
each of the three risk level outcomes: (1) login is allowed,
(2) MFA is required, and (3) login is blocked. Note, op-
tional MFA is covered by either the notification for allowed
logins or those that require MFA. For the default notifications,
the email subjects for allowed and MFA logins are both set
to “New login attempt” while “Block login attempt” is used
for blocked logins. The body of the default notifications is
shown in Listing 1 and only differs in the first sentence, which
describes the risk level outcome. For example, for allowed

logins the sentence is: “We observed an unrecognized sign-in
to your account with this information.” The rest of the text
includes the login time, device name, and location. The noti-
fication also instructs the user to change their password and
click a link if they do not recognize the login. The email also
includes another link that a user can (optionally) visit to tell
the system that the login was legitimate. An administrator can
add or remove template placeholders variables like {city}
from a predefined list that can be found in the official AWS
documentation [3]. To mimic this behavior, we also included
a link to a self-hosted version of this message template page
and observed if the participants visited it.

Listing 1: Default RBA notification message.
<risk level outcome>
Time: {login-time}
Device: {device-name}
Location: {city}, {country}
If this login was not by you, you should change
your password and notify us by clicking
on {one-click-link-invalid}.
If this login was by you, you can follow
{one-click-link-valid} to let us know.

4.3 Scenarios

We used four real-world scenarios with varying focuses to
cover different circumstances system administrators may face,
how they affect the configuration of the RBA, and if the tested
system allows administrators to configure RBA in situations
with varying requirements. Without knowing that there were
four different ones, each participant randomly saw one sce-
nario before the configuration phase. Please refer to Ap-
pendix A for the exact wording used in each scenario.
Neutral (N): In this scenario, participants were told that
they are the system administrator of the MediaShop Corpo-
ration, where they are responsible for the online shop hosted
at dresscode.com. An email from their supervisor Jo further
informs them that it is their task to complete the configuration
of the risk-based authentication.
Security (S): The background information given in this sce-
nario is identical to the neutral scenario with one exception:
the supervisor mentions a recent hack in an email that emerged
from a password reuse attack. To prevent similar incidents in
the future, risk-based authentication should be set up.
Usability (U): This scenario is again based on the neutral
one. The only difference is given in an email where the super-
visor highlights that customers should not be annoyed by the
introduction of the RBA.
Neutral In-House (NI): Unlike the first three cases, partic-
ipants in this scenario were not told that they administrate
the online shop but “the login system ‘VPN-Guard’ that the
employees use to work from home.” Apart from this, the sce-
nario is similar to the neutral one in that it does not introduce
any focus on security or usability.
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Table 2: Demographic information of participants (n = 28).

Age Gender

Minimum 30 Female 2
Maximum 55 Male 26

Median 40

Degree Experience

High School 5 2–3 years 3
Training 9 4–5 years 3

Bachelor’s 8 6–10 years 3
Master’s 6 11–15 years 10

>15 years 9

Residency Company

Germany 17 10–49 employees 4
USA 6 50–250 employees 5

Other 5 >250 employees 19

4.4 Recruitment and Demographics

The recruitment for our study targeted a special audience in
the form of system administrators. On top of that, we con-
ducted a qualitative study with an expected duration close to
an hour which we assumed would further reduce the willing-
ness to participate. Hence, we utilized multiple channels to
get in contact with potential candidates and shared the infor-
mation to the study on LinkedIn, the German pendant XING,
the subreddits r/sysadminjobs, and r/SampleSize, as well as
personal contacts in industry. We decided not to require prior
experiences with RBA to include participants who have not
worked with such a system but potentially could in the future.
To also include those where sysadmin tasks only make up a
certain part of their daily job, which often applies to small
companies, we only required participants to work at least
partially in the field of system administration. In cases where
the background of the participants was not obvious to us, we
asked for additional information, e.g., their LinkedIn profile.

We recruited a total of n = 28 participants for the study
through the described channels. While saturation was reached
after 21 participants, we decided to conduct the already sched-
uled seven additional interviews. The study took place in
December 2021 and lasted 48 minutes on average. Each par-
ticipant received a $45,- Amazon voucher as compensation.
The demographics of the participants are shown in Table 2.
Participants were between 30 and 55, with 40 years being
the average. In terms of the gender distribution, we antici-
pated a shift towards male-identifying participants and tried
to mitigate this by proactively contacting persons with other
identities. Still, we ended up with a majority (26; 93%) who
identified as male; we note this in our limitations section.
Most participants resided either in Germany (17; 61%) or
the United States (6; 21%). The distribution of degrees was
more equal, ranging from 18% for high school to 32% for
training, with the latter being the typical degree for system

admins in Germany. Two-thirds of the participants (19; 68%)
have worked as a system admin for at least 11 years and work
in a company with more than 250 employees.

To assess the participants’ security knowledge, we asked
them to rate their familiarity with 9 security related items. The
basis for this scale is the Web-use skill Measure [25], which
we expanded with terms from the NCSC glossary [43]. The
results of this assessment are shown in Table 4 in Appendix C.
Overall, we observe high ratings ranging from 4.5 to 4.8;
a Cronbach’s α of 0.80 indicates a good level of internal
consistency. The term challenge response is the only outlier
(3.9), suggesting a slightly lower understanding of this term.
Still, a composite score of 4.6 demonstrates a high familiarity
with security-related terms and confirms our expectations
since all participants have a strong background in IT.

4.5 Ethical Considerations

Our institution does not have an Institutional Review
Board (IRB) governing this kind of study. Still, we ensured
that our study would meet all requirements for such an ap-
proval, e.g., participants were told upfront about the study pro-
cedure, had to actively consent to participate, and were able
to withdraw at any time. To further ensure the ethics of our re-
search, we designed it to conform to the principles described
in the Menlo Report [59] and stored all data in accordance
with the General Data Protection Regulation (GDPR) [18].

4.6 Limitations

We planned our study to provide a high level of ecological
validity, still, there are some limitations which we note in
this section. First, our demography is shifted towards male-
identifying participants despite our efforts to proactively re-
cruit a diverse sample. Still, the distribution of system ad-
ministrators is disparate in general: according to the German
Federal Employment Agency only 11% of currently employed
system administrators identify as female [21], the U.S. Bu-
reau of Labor Statistics puts this proportion at 17% [58].

Secondly, participants mostly resided in Germany and the
USA which can be attributed to our recruiting channels. We
were not able to observe any differences in the responses
across the described demographics, yet, our findings may not
be representative for all system administrators.

In terms of the framing and the context of the study, we are
limited by the fact that participants configured the risk-based
authentication for a fictional company. Hence, participants
did not have to fear any negative implications, e.g., due to
potentially insecure settings and may have not taken the task
as serious as if they would have configured a real-world sys-
tem. Still, we believe that the insights we got are valid as they
align across the group of participants. Moreover, during the
interview some participants even described that they spent
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minutes to think about additional changes they could make
on the configuration page but finally continued without any.

Finally, we studied the interface of AWS Cognito, which
is only one of several available RBA systems. Thus, all find-
ings apply primarily to AWS, and future research is needed
to generally confirm them. However, as shown in Section 3,
the solutions have many commonalities, so certain findings
are applicable across them. For example, four services, in-
cluding AWS, use the three risk levels low, medium, high. In
response to Q16, seven participants also confirmed that they
have worked with a similar solution before.

5 Results

We now present the results of our study, concentrating on how
administrators configure risk-based authentication. Table 3
provides an overview of risk level behavior and notification
configurations administrators chose in the first part of our
study. We start with presenting configurations for each of the
two blocks, followed by analyses of participants’ reasoning
behind the configuration based on the interviews during the
second part of the study. Responses in these interviews were
separately labeled by two coders who then met to resolve
differences and create the codebook. An extended version of
this work with the full codebook is available online [38].

5.1 Risk Level Configuration
In the default configuration, low-risk logins are always al-
lowed. For medium- and high-risk, the user is prompted to
confirm the login with MFA, if it is activated for their account
(optional MFA). By default, there is no enforcement of multi-
factor authentication, nor are any login attempts blocked.

5.1.1 Configured Risk Level Behavior

Participants’ risk level behavior configurations are summa-
rized in the first block of Table 3. Overall, only one partici-
pant (N-P6) went with the defaults here. All others configured
stronger measures for at least one of the three levels. Low-risk
login behavior was changed by 19 participants, most of whom
selected optional MFA; six even increased the measures to re-
quire MFA. For medium-risk logins, 23 overruled the default
risk level behavior (optional MFA) and required multi-factor
authentication instead. All participants who made changes
chose a stronger option for high-risk logins: 17 participants
required MFA for such login attempts, 10 chose to block
them. In total, 11 participants selected a configuration with
incrementally stronger measures on each risk level.

Figure 1 provides an overview of the risk level behavior
configuration for all three risk levels separately for our four
studied scenarios. Although our study was designed for an
in-depth qualitative analysis, and the group sizes do not al-
low conclusions about (significant) differences between the

Table 3: Summary of RBA configurations. See Table 5 in
Appendix C for the configuration made by each participant.

Risk Level Behavior
Allow Optional MFA Require MFA Block

R
is

k
Le

ve
l

Low 9∗ 13 6 0
Medium 0 5∗ 23 0
High 0 1∗ 17 10

Notification Configuration
Do Not Notify Notify

R
is

k
Le

ve
l

Low 7 21∗

Medium 2 26∗

High 1 27∗

∗ Default

groups, we can still observe a couple of interesting tendencies.
For low-risk login attempts, the usability scenario is the only
one in which none of the participants required multi-factor au-
thentication. For login attempts classified as high-risk, more
than half of the participants of the security scenario configured
blocking, which is more than in any other scenario.

On the opposite, four participants who were all in one of the
two neutral scenarios (see Table 5 in Appendix C) configured
the same behavior for all three risk levels (require MFA).

5.1.2 Rationale Behind Configuration

When participants were asked to explain the rationale behind
the configurations they made (Q4), the reasons of 14 partici-
pants revolved around multi-factor authentication and when
to activate it. Six participants stated to always require MFA re-
gardless of the risk levels. For two of them, N-P5 and NI-P5,
security was a key factor for their MFA configuration. Both of
them referred to the ease of use of multi-factor authentication
and did not see it as a burden for their users.

“I chose to require MFA because from my experience,
users don’t find it that hard to use, and it really increases
the security. So that’s why I chose that for everyone, not
just for low and medium risk.” (N-P5)

Participants’ personal attitudes also played a role among
those requiring MFA, e.g., N-P7 expressed to be generally
cautious in the light of any type of risk.

“As soon as it’s a risk, I want to require MFA.” (N-P7)

Two participants said they would always offer MFA to the
users of their system (optional MFA) because they preferred
MFA in general but refrained from requiring it due to the
context being an online shop. They mainly pointed out that an
online shop application was less sensitive than other systems.

“[...] it is dresscode.com, had it been my bank, maybe
blocked would be more prudent.” (N-P1)
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Low Risk Medium Risk High Risk
(Default: £ Allow) (Default: ¬ optional MFA) (Default: ¬ optional MFA)

Neutral 0 20 40 60 80 100 0 20 40 60 80 100 0 20 40 60 80 100

Security 0 20 40 60 80 100 0 20 40 60 80 100 0 20 40 60 80 100

Usability 0 20 40 60 80 100 0 20 40 60 80 100 0 20 40 60 80 100

Neutral (in-house)
0 % 20 % 40 % 60 % 80 % 100 %

Allow
0 % 20 % 40 % 60 % 80 % 100 %

Optional MFA Required MFA
0 % 20 % 40 % 60 % 80 % 100 %

Block

Figure 1: Overview of the risk level behavior configuration. For all risk levels, participants tend to increase the default provided
by AWS. In the neutral scenario, participants chose a less strict configuration, especially in contrast to security and in-house.

The remaining participants whose justification involved
MFA, basically mentioned medium or high risk to be appro-
priate for requiring multi-factor authentication.

In total, 11 participants have configured RBA with stronger
measures for each risk level (see Section 5.1.1). For 10 of
them, this incremental increase was the justification for their
configuration, i.e., they wanted a stronger requirement the
higher the risk was classified.

User experience when using the system was named by four
participants being a reason for their configuration. This aspect
is most likely connected with the considered application be-
ing an online shop, since user experience was mostly viewed
in the light of customer satisfaction. That is, these partic-
ipants were rather careful in bothering users with MFA or
even blocking access since they feared disadvantages for their
business when users preferred their less intrusive competitors.

“Blocking is of course extremely invasive. I mean, I
would bounce our customers and we don’t want that.
Maybe they go to a competitor.” (N-P3)

Six participants mentioned examples, e.g., situations which
they had experienced before, that represent triggers for RBA
events. These situations include login attempts from new
geographical locations (n = 5), e.g., in the case of travel, and
logins from previously unknown devices (n = 3). Participants
used such examples to make risk level assessments for login
attempts more tangible and reasoned what action they would
require. Therefore, their configurations likely incorporate
realistic scenarios that are relevant in the context but may also
involve a risk of being too narrowed to specific anecdotes,
losing sight of the broader threat landscape.

Four participants referred to having taken reactions into
account they had when experiencing real-world RBA systems.
While three of them mentioned their own experience from
a user’s perspective for services such as Netflix or PayPal,
participant N-P4 stated to have followed the practice of their
own company from the administrator side.

“When choosing the settings, I more or less followed the
way we do it at ours [company]. For example, we aim to
protect external access with MFA.” (N-P4)

5.1.3 Obstacles in the Configuration

Q6 to Q8 were designed to capture obstacles participants
faced during configuration and if and how they solved them.
Some difficulties already became apparent when participants
explained their choice in Q4. Six participants misunderstood
the optional MFA setting when configuring the risk level
behavior. For example, S-P7 interpreted optional as a decision
that can be made by users in their account settings.

“I have interpreted this so that the user can decide
whether they want to use it or not, so that they spec-
ify this somewhere in the settings beforehand, whether
they want it or not. As a result, users can also control
how secure they want to be.” (S-P7)
Four participants misunderstood the concept of risk levels

which became apparent when, e.g., participant U-P2 referred
to different users being categorized as different risk levels.
While we must keep in mind such issues when interpreting
our participants’ responses as a whole, we judged that none of
the misconceptions qualified for invalidating entire responses.

Eight participants mentioned that being unsure about the
risk level computation affected their choice (Q4). This is con-
sistent with responses to Q6, in which the same participants
named the unclear functionality of the levels a difficulty.

Further issues include missing specific descriptions of in-
dividual items (n = 4), and missing options for the risk level
behavior configuration (n = 3). As an example, N-P4 asked
for the ability to configure an MFA method (e.g., enforcing
the use of a security key) to be required for confirming the lo-
gin with MFA. S-P2 mentioned the lack of a test environment
to simulate their configuration from a user’s perspective.

Missing information about specific items is also reflected in
the use of the provided help pages (Q7). Out of 15 participants
who clicked on the help link, six participants responded they
were looking for information about the risk level behavior,
five participants searched for information about how the risk
levels work. The remaining four participants accessed the
help page out of curiosity for no specific reason.

Finally, responses to Q8 indicate that the level of infor-
mation provided in our study was largely appropriate and
complete. Only two participants mentioned they used ex-
ternal help (Google and Wikipedia) for rather small issues,
and the remaining 26 participants did not use any sources of
information from outside our study.
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5.2 Notification Configuration
By default, AWS sends a notification after every login attempt,
independent of a successful login and risk-level configuration.
The second block of Table 3 provides an overview of the
changes to the default notification configuration.

5.2.1 When to Notify

Overall, 20 participants have not changed the defaults sug-
gested by AWS when to notify the user. Seven participants
turned off the default notifications for low-risk sign-in at-
tempts, two of which also turned off notifications for medium-
risk attempts. Most notably, one participant U-P4 turned
everything upside down and opted not to notify the user for
high-risk login attempts but for the two lower risk levels.

Their preference not to annoy users in the case of a negligi-
ble risk along with the danger of notification fatigue motivated
seven participants to disable the notification email for low-risk
login attempts:

“If you get bombarded with login notifications you get
annoyed. [...] why would you look at the high risk notifi-
cation unless you make it screaming? So I chose to only
notify when there’s a reason.” (N-P1)
Only two of these seven participants allowed low-risk lo-

gins to proceed without MFA, while four configured optional
MFA. NI-P7 even required MFA for such low-risk logins.

Out of the two participants who disabled the email even
for medium-risk logins, both configured MFA to be required.
The participant who turned off notifications for high-risk login
attempts assumed high-risk logins to originate from “hijacked”
accounts. Thus, an attacker might be able to fool the system
by clicking a link in the email to report that the login was
legitimate (cf. Section 5.2.2). However, they did not go into
detail how such accounts could be recovered:

“I don’t know if I’m giving away information there. If
I have a hijacked account, and I send a notification,
which the attacker can get and click—‘Yes, it’s really
me.’—How it goes on then?” (U-P4)
Interestingly, a similar scenario is mentioned by Google in

a talk by Grzergor Milka [40], where immediately deleting
the “Security alert: A new login on . . . ” notification, might
cause an increase of the security risk score.

Across scenarios (i.e., focus on security or usability) one
can observe a tendency towards sending more notifications
in the security scenario, and less in the usability-focused
scenario. However, due to the quantitative focus of the study,
no statistical significant difference can be observed.

5.2.2 Content and Wording

The default notification text, which slightly differs by the risk
level outcomes, can be found in Listing 1. All emails are also
depicted in full length in Figure 2 in Appendix D.

We observed 12 participants who decided not to change the
default notification or its subject. Reasons for not changing
the text are either the notification being similar to those sent
by popular service providers or the default is seen as sufficient
in the amount of detail it contains:

“I found the mail to be basically fine. Of course you can
still customize it individually, but in the end, the users
get the information they need.” (N-P6)
N-P4 also gave an additional justification for not touching

the notification text, namely, the fear that a change will likely
cause a lot of issues in future updates:

“I know from experience that if you put software some-
where and tinker with it, it will break by the third update
at the latest. [...] Especially when working with place-
holders, things go wrong so easily.” (N-P4).
In contrast, 16 participants decided to change the text. The

considerations when changing or tweaking the default tem-
plate include: (1) adding details (e.g., username or IP), (2) im-
proving the wording, (3) adding context (e.g., shop name),
(4) preventing phishing, and (5) a distrust in the location.

One participant acknowledged that designing such notifica-
tion requires a lot of time and effort and might also involve
other departments and some testing.

“I’m trying to make it understandable, which can be a
challenge, so in real life, I probably would have spent
more time and also work with the communications peo-
ple and tested it.” (N-P1)

Add Details. Noteworthy, eight participants considered
adding more details to be important. Most often, partici-
pants wanted to add the following: the username to increase
trust by addressing the receiver individually, the IP address or
event ID, in both cases, to enable easier debugging, and some
form of contact information to support the user.

“It is important to have an event ID so you can assign it
afterwards.” (NI-P1)
Of course, the details participants added are influenced

by the template placeholders that AWS lists in the official
documentation [3]. It was accessed by eight participants of
which five added details. An additional three added details
but did not check the documentation and even one participant
who decided against changing the notification suggested the
importance of providing a lot of details.

Improve Wording. Overall, four participants noted the im-
portance of changing the wording of the message. Here, the
motivation was either to make sure the notification is under-
standable or to highlight certain aspects as NI-P4 describes:

“[...] I just made it a little more urgent, saying ‘hey, you
have to do something’ [...]” (NI-P4).

Add Context. In total, three participants remarked (depend-
ing on their scenario) the importance of context in the email
subject and/or the body. For example, N-P1 who changed the
subject to “New login attempt to dresscode.com” said:
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“I added some context, that it was from dresscode.com
in the subject, so it stands out a little bit more.” (N-P1)
On the other hand, NI-P2 who changed the intro of the

notification to “We observed an unrecognized VPN sign-in
attempt” explained the motivation as follows:

“I can imagine the MediaShop has many different types
of accounts and systems. [..] But here we’re specifically
talking about the VPN. So that’s why I narrowed in on
that.” (NI-P2)

Prevent Phishing. Interestingly, three participants were con-
cerned about phishing, suggesting to remove the two hyper-
links and increase trust by adding the username.

“Because normal phishing emails just go out without
your username.” (NI-P2).

Location Distrust. Finally, two participant wanted to add the
word “Approximate” in front of the word “Location”. They
explained that IP-based geolocation cannot be trusted.

“The location is never 100% accurate. That database
changes far too often, and it can be changed arbitrarily.
Sometimes, when I have a new IP, it goes back to some-
where in Kansas or whatever the center point of America
is. So the word ‘approximate’ is important.” (S-P5).

5.3 Other Influential Factors
There are several additional factors that may have influenced
participants’ RBA configurations. In this context, we are
particularly interested in effects of the scenario itself (Q14),
and participants’ prior experience with RBA, both from a
user’s (Q15) and administrator’s perspective (Q16).
Incorporating the Scenario. When we asked participants
whether they had incorporated the scenario, 16 participants
stated they had done so, whereas 12 had not considered it.
Among the participants who considered it, eight described
that they had considered the context of a company with an
online shop more generally. Four participants stated that they
made a trade-off weighing the security of the online shop and
its usability when configuring the RBA settings.

“When you have an online shop, you have lots of cus-
tomers so it’s a balance [...] you always want to have
this nice and easy experience, but at the same time you
want to protect the customers.” (S-P2)
Another four participants considered the scenario when

making the configurations but at the same time admitted they
would have requested additional information in a real-world
setting. However, S-P7 further added that even then the deci-
sion to deploy RBA would probably not have been overruled.

“I might have asked if it was certain that it really was a
hack. But let’s put it this way, if the boss says turn it on,
then you turn it on.” (S-P7)
From those participants who did not incorporate the sce-

nario, the vast majority stated to have followed a rather gen-

eral approach that was not influenced by specific properties of
the described scenario (n = 10). Two participants explained
that they used experience from their current job as a back-
ground to configure the RBA appropriately.
Previous Experience with RBA. In the pilot study, three of
the four participants mentioned that they followed a login noti-
fication they received, without being specifically asked about
it. Hence, we decided to ask participants if their approach was
similarly influenced by such real-world notifications; 22 con-
firmed while 6 negated. Of the former, 16 participants de-
scribed that the information in the notification text should
reflect the information present in real-world notifications.

“I actually think that Facebook does a pretty good job
of these. If I remember correctly, their emails look a lot
like this and include most of these things, you know, time,
device, location.” (NI-P2)
Five participants emphasized that their configuration, i.e.,

the behavior in response to the risk level, was chosen such
that it matches services they use.

A different aspect not directly related to the configuration,
but still highlighted by five participants, is the abuse of such
notifications for phishing. This risk is further enabled by the
fact that even legitimate notifications, like the default text
used by AWS, contain links. As we could already observe in
Section 5.2.2, some participants tried to mitigate this, e.g., by
removing the links. A second challenge, described by two
participants, is the risk of notification fatigue caused by login
notifications being sent too often.

Regarding the administrator’s perspective, 16 participants
did not have experience with RBA systems before. From the
remaining 12 participants who already had such experiences,
seven stated that the system they worked with was similar
to the one used in our study. While none of them worked
with AWS, we had participants who worked with Microsoft
Azure that offers a similar level of detail. In contrast, five
participants reported differences, most of which were subject
to variations in the levels of detail, such as the way how
different risk levels are presented.

5.4 Using the System
We used the System Usability Scale (SUS) to assess the usabil-
ity of the RBA system in our study. The mean score across all
participants was 75 (SD = 13), i.e., “above average” usability
(>68). Still, this shows that there is room for improvement.
Hence, we will now provide insights into participants’ feed-
back on using the system and investigate which aspects are
already satisfying and which can be improved.

Generally speaking, 13 participants rated the settings op-
tions as overall sufficient. While most responses to Q17
remained rather unspecific, five participants appreciated the
simplicity of the settings, and two emphasized that the config-
uration granularity was a good fit for the scenario showcasing
a small business environment. Simplicity aspects were again
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referred to when we asked participants what they remembered
most positively about the system (Q20). Here, simplicity was
named 14 times in different flavours, often in conjunction
with clarity of how settings were presented (n = 7). Other
positive aspects concerned certain features (n = 7), e.g., the
tooltips for optional and required MFA, and that settings can
be adjusted to the context of the scenario (n = 4).

On the downside, 18 participants missed certain items in
the settings (Q17). Note that the total number of mentions is
larger than the number of participants as they could rate the
options as collectively sufficient and at the same time state
that they were missing something. Of the 12 participants who
preferred to have more actions in response to risk levels (Q17),
seven declared that this circumstance hindered them from
configuring the RBA settings the way they wanted (Q18). In
response to Q19, the same participants mentioned this lack
as the most negative aspect of the system. Seven participants
referred to missing descriptions when asked about obstacles.
For four of them, this was the most negative aspect.

When we asked participants what they would change and
how a perfect system would look like (Q21), 10 wished for
adjustable risk levels. Five participants wanted to be able to
configure multi-factor authentication in more detail. These
responses are largely in line with comments to previous ques-
tions, e.g., with participants demanding the ability to further
specify the MFA requirements (cf. Section 5.1.3). Some
participants also asked for certain features, including a moni-
toring solution on the administrator side (n= 4) and a preview
function of the final notification (n = 3).

6 Discussion

Overall, we identified several issues with the RBA system of
AWS concerning key aspects like the meaning of risk levels
and the configuration interface. Moreover, we saw a tendency
to increase the defaults and observed a basic intuition for
usability requirements. In the following, we like to discuss
the implications of our findings in more detail and how they
apply to Amazon Cognito and RBA systems in general.

6.1 Risk Levels
Most prominently, we highlight the need for a clear descrip-
tion of the risk levels in an RBA system and how many differ-
ent levels there are. AWS’s interface allows defining actions
for three risk levels (low, medium, high). However, a fourth
outcome is that the system assesses the login as “not risky
at all” and does not enforce any additional security mecha-
nisms. IBM, Microsoft, and CyberArk prevent this confusion
by making this lowest risk level part of the configuration.

Second, administrators demand insights into the calcula-
tion of the risk levels, arguing that it is crucial for an informed
decision. In our study, we saw participants overcoming this
problem by guessing how the risk levels work, which may

lead to inaccurate and potentially insecure configurations.
Others argued that they must treat all levels equally if they
cannot distinguish them. This may not lead to an insecure
decision, yet it contradicts the initial goal of RBA in limiting
security prompts for users. Others emphasized that a thor-
ough description would be a “must-have” when deciding on a
solution. Hence, service providers should also be interested
in providing a complete and comprehensive documentation.

Third, we observed administrators who wanted to adjust
the calculation of the risk levels and configure a more fine-
granular behavior. We emphasize that fewer participants
brought up this aspect, which appeared to have a more in-
depth understanding of RBA. The majority was able to con-
figure RBA according to their needs and emphasized the sim-
plicity of the evaluated system. Hence, service providers who
want to offer this feature may want to provide an additional
“expert mode”. This mode would allow professionals with
special requirements to make more fine adjustments, while
others could still use a simpler user interface.

6.2 Interface

The Amazon Cognito interface uses two terms that are crucial
but, at the same time, not self-explanatory: optional MFA and
block. The former defines a behavior where users who have
MFA enabled are prompted, while users who have not, are still
allowed to login. However, nine participants misinterpreted it
such that the user is asked during the login whether or not they
like to use MFA. Hence, they argued that it cannot prevent an
attack because the MFA prompt can simply be skipped, and
legitimate users would likely skip it for convenience reasons.
We emphasize that hovering over the term “optional MFA” on
the configuration interface will display a tooltip with a short
explanation, just like on the original AWS implementation.
Moreover, the term is also explained in more detail on the
provided help page. Regarding the tooltip, none of the nine
participants who misunderstood the term noticed the tooltip,
as there is no visual indicator present. Seven of those nine
participants noticed the information on the help page; the
other two did not visit the page. To minimize the risk for mis-
interpretation AWS should describe the term “optional MFA”
more prominently, e.g., as part of the main interface, since it
is crucial for a thorough understanding of the configuration.

The term “block” also caused confusion among the admin-
istrators. In contrast to optional MFA, the general idea of
denying the login was clear to all. However, details of the
actual consequence were not. For example, SP-6 extensively
reasoned about how long the block will last and whether it
is combined with some sort of rate-limiting. The participant
concluded that blocking attempts is not an option unless its
consequences are fully understood, again highlighting the
need for a profound documentation, similar to the risk lev-
els. In contrast to the term “optional MFA”, which is unique
to AWS, blocking logins is an option all RBA services pro-
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vide. Especially since it is the most invasive outcome, service
providers should describe in detail of how it is implemented.

Regarding the template placeholder variables, we had par-
ticipants who wanted an easier-to-use interface. While some
found the approach easy and understandable, others struggled
with using the variables surrounded by curly brackets and
suggested preferring a drag-and-drop-based solution. More-
over, we observed that one participant misunderstood the
{one-click-link-invalid} variable and asked why the
email should contain a “non-working link.” This also aligns
with a statement by N-P4, who describes the granularity of
the configuration interface as inconsistent: the risk level be-
havior is configured via radio buttons while the notification
templates can be changed arbitrarily. When providing a single
configuration page for both the risk levels and the notifica-
tions, as AWS does, one solution could again be an additional
expert mode that would enable the use of placeholders. A
second solution is to keep the configuration of the risk level
and the modification on separate pages; this is what IBM,
Oracle, and all access managers do.

6.3 Spicing Up Defaults
Interestingly, only one of the 28 participants did not increase
the risk level behavior. It seems that the defaults AWS pro-
vides (low risk: allow, medium risk: optional MFA, high risk:
optional MFA) are perceived as too lax. Especially 10 par-
ticipants stand out who blocked access for high-risk logins
which could also be caused by false positives, e.g., a login
from another country during vacation. A user would have no
other option than to contact the helpdesk (or order at another
online shop). Moreover, it is distinct that many participants
prefer to prompt the user for MFA even for low-risk logins:
19 went with either “optional MFA” or “require MFA”.

Our findings highlight the need for a correctly balanced
RBA configuration to be able to increase security while at
the same time limiting notifications to a minimum. This is
also supported by AWS’s documentation, which recommends
keeping “the advanced security features in audit mode for two
weeks before enabling actions” to observe and train the login
behavior before deciding on what to enforce and block [2]. In
November 2021, AWS changed its defaults to “block” for all
risk levels [1]. This way, enabling and using the defaults is
no longer a valid option, potentially leading to more adminis-
trators who audit the logins before deciding on any actions.

6.4 Cooperation and Usability
It is pleasant to see that some administrators are aware of
usability requirements, e.g., some participants took a moment
to consider the impact of their work on the end-user. We noted
a preference for easy-to-understand notifications, and a few
participants even decided not to send notifications that could
be considered unnecessary or unhelpful. While participants’

primary concern was on common tasks in their responsibility
like debugging (i.e., adding an event ID), we also observed
an awareness to cooperate with other departments, e.g., “the
communications people”. Ultimately, this might lead to a
more secure system. However, such an approach cannot be
taken for granted as it is hard to follow for most smaller IT
departments. For example, S-P5 summarized that it is most
important to minimize the time spent with the configuration:
“you know, my time is forever compromised.” Hence, it should
be the goal to reduce the workload by providing useful default
notifications and guidelines.

7 Summary & Future Work

In this study, we investigate how administrators configure
risk-based authentication, which issues they face, and how
different requirements influence their decisions. Generally,
we observed an urge of administrators to increase the default
security parameters of RBA systems. We learned that some
of these often unnecessary changes are owed to undefined
risk levels and confusing wordings like “optional MFA.” As
small- to medium-sized enterprises cannot rely on trained
specialists, our research reveals the need for easier-to-use con-
figuration interfaces that support administrators in making
more informed decisions, e.g., by highlighting the impact of
the various configuration options. We observed that admin-
istrators are aware of potential usability issues, as some of
our participants considered the impact of their work on the
end-user. Still, guidance should be provided when possible.

Based on our findings, we identified multiple research di-
rections for the design of RBA systems:

• Defaults are crucial as administrators sometimes struggle
to decide which risk level behavior is reasonable and which
notifications are necessary. One approach could be to
have trained professionals predefine defaults based on the
requirements of common scenarios, e.g., online shopping.
Similarly, a guided and an expert mode could be developed
to allow administrators to customize the settings according
to their prior experience and knowledge.

• It needs to be investigated how terms that are open to
interpretation, such as “low risk,” “optional MFA,” and
“link-invalid” can be explained in a meaningful way.

• Administrators want to understand the implications of their
configurations. It could be tested if a simulation that de-
picts the user’s perspective provides these insights.

• Regarding the notification design, we identified a lack of
consensus across participants, suggesting that future work
needs to explore how to design RBA notifications, i.e.,
which information to include.
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Appendix

A Study Part 1: Hands-on Task

Scenario
For participants in the neutral, security, and usability treatment

In this scenario, you are a system administrator of the MediaShop Corpo-
ration, a company with 300 employees. There you administrate the online
shop www.dresscode.com, which sells both cheap and expensive clothing.
You have just received an email from your supervisor Jo:

For participants in the neutral treatment
Hey Alex,
did you know that our login management system supports risk-
based authentication? I just activated it, but not sure which
settings are the best for us. Could you please complete the
setup? I’m sure you will do fine.
Regards,
Jo

For participants in the security treatment
Hey Alex,
not sure if you heard it, but a hacker was able to log in to one of
our customers accounts. As far as we know, the customer reused
their password and the hacker got it from a hacked database.
Afterwards, the hacker ordered lots of expensive jewelry using
the account. My boss wants me to make sure that this should
never happen again! I just activated the risk-based authentication
in our login management system, could you please complete the
setup for me?
Regards,
Jo

For participants in the usability treatment
Hey Alex,
did you know that our login management system supports risk-
based authentication? We should give it a try. Could you please
complete the setup? But make sure our customer support doesn’t
receive a ton of emails because of frustrated customers.
Regards,
Jo

For participants in the neutral (in-house) treatment
In this scenario, you are a system administrator of the MediaShop Corpo-
ration, a company with 300 employees. There you administrate the login
system ‘VPN-Guard’ that the employees use to work from home. You have
just received an email from your supervisor Jo:

Hey Alex,
did you know that VPN-Guard supports risk-based authentica-
tion? I just activated it, but not sure which settings are the best
for us. Could you please complete the setup? I’m sure you will
do fine.
Regards,
Jo

Now you open the setup...

Configuration
Page as shown in Figure 2

Usability Questionnaire
For the assessment of the configuration system you just used, please select
your agreement/disagreement with the following statements.
Please select the answer choice that most closely matches how you feel about
the following statements:
SUS1 I think that I would like to use this system frequently.

◦ Strongly disagree ◦ Disagree ◦ Neither agree or disagree
◦ Agree ◦ Strongly agree

SUS2 I found the system unnecessarily complex.
◦ Strongly disagree ◦ Disagree ◦ Neither agree or disagree
◦ Agree ◦ Strongly agree

SUS3 I thought the system was easy to use.
◦ Strongly disagree ◦ Disagree ◦ Neither agree or disagree
◦ Agree ◦ Strongly agree

SUS4 I think that I would need the support of a technical person to be able
to use this system.
◦ Strongly disagree ◦ Disagree ◦ Neither agree or disagree
◦ Agree ◦ Strongly agree

SUS5 I found the various functions in this system were well integrated.
◦ Strongly disagree ◦ Disagree ◦ Neither agree or disagree
◦ Agree ◦ Strongly agree

SUS6 I thought there was too much inconsistency in this system.
◦ Strongly disagree ◦ Disagree ◦ Neither agree or disagree
◦ Agree ◦ Strongly agree

AC Please select ‘Agree’ as the answer to this question.
◦ Strongly disagree ◦ Disagree ◦ Neither agree or disagree
◦ Agree ◦ Strongly agree

SUS7 I would imagine that most people would learn to use this system very
quickly.
◦ Strongly disagree ◦ Disagree ◦ Neither agree or disagree
◦ Agree ◦ Strongly agree

SUS8 I found the system very cumbersome to use.
◦ Strongly disagree ◦ Disagree ◦ Neither agree or disagree
◦ Agree ◦ Strongly agree

SUS9 I felt very confident using the system.
◦ Strongly disagree ◦ Disagree ◦ Neither agree or disagree
◦ Agree ◦ Strongly agree

SUS10 I needed to learn a lot of things before I could get going with this
system.
◦ Strongly disagree ◦ Disagree ◦ Neither agree or disagree
◦ Agree ◦ Strongly agree

How familiar are you with the following terms? Please choose a number
between 1 and 5 where 1 represents “Not at all familiar” and 5 represents
“Extremely familiar” with the item.

Not at all Slightly Somewhat Moderately Extremely
familiar familiar familiar familiar familiar

(1) (2) (3) (4) (5)

Malware © © © © ©
Phishing © © © © ©
Two-factor authentication © © © © ©
One-time password © © © © ©
Personal identification number (PIN) © © © © ©
Auto-fill © © © © ©
Challenge-response © © © © ©
Brute-force attack © © © © ©
Security question © © © © ©

Demography
D1 What is your official job title?

Answer:
D2 For how many years have you been working as a system administra-

tor?
◦ 0–1 years ◦ 2–3 years ◦ 4–5 years ◦ 6–10 years
◦ 11–15 years ◦ >15 years

D3 How large is the organization that you work for?
◦ 1–9 employees ◦ 10–49 employees ◦ 50–250 employees
◦ >250 employees

D4 How old are you?
◦ Answer: ◦ Prefer not to answer

D5 Which of these best describes your current gender identity?
◦ Woman ◦ Men ◦ Non-binary
◦ Prefer to self-describe:
◦ Prefer not to answer

D6 What is the highest degree or level of school you have completed?
◦ No schooling completed ◦ Some high school, no diploma
◦ High school graduate, diploma, or equivalent
◦ Trade, technical, or vocational training ◦ Bachelor’s degree
◦ Master’s degree ◦ Doctoral degree ◦ Prefer not to answer

USENIX Association Eighteenth Symposium on Usable Privacy and Security    499



B Study Part 2: Interview
Introduction

• Thanks again for taking part in this study.
• The interview will take about 30 minutes.
• Are you OK with me recording our interview?
• <Start recording.>
• There are obviously no right or wrong answers here, we are just

interested in your personal perceptions and your honest opinions.
• Are there any questions from your side before we start?

Warm-up Questions
Q1 What do you like about your job as an administrator?
Q2 What are the main tasks in your job?

Behavior for the Risk Levels
We’re now interested in the settings for the risk-based authentication. If we
use the term “settings” in the following, we refer to the table on top of the
page.

Q3 How did you go about choosing the settings?

If not already covered by Q3
Q4 Explain the reasons for the chosen settings.

If not already covered by Q3
Q5 Explain the reasons for the chosen settings for notifying the users.
Q6 Which difficulties or problems did you have when configuring the

settings?
If log showed that info page was visited

Q7 You have used the Wiki which contained more information about the
settings: why did you click on the link? Was the information helpful?

Q8 Have you used any other help, e.g., Google? If yes, why?
Wording of the Notifications
We’re now interested in the notifications and their settings, i.e., the text fields
on the bottom of the page.

Q9 How did you go about when choosing the wording of the notifica-
tions?

If not already covered by Q9
Q10 Explain the reasons for the way you worded the notifications.
Q11 Which difficulties or problems did you have when choosing the word-

ing of the notifications?
If log showed that info page was visited

Q12 You have used the info page which contained more information about
the configuration of notifications: why did you click on the link? Was
the information helpful?

Q13 Have you used any other help, e.g., Google? If yes, why?
Risk-based Authentication

Q14 How did you incorporate the scenario when making the configura-
tions?

Q15 Have you ever received such a notification? If yes, have you thought
about this experience when making the configurations?

Q16 Have you ever worked with risk-based authentication before? If yes,
how did you experience the system you used compared to this one.

Potential Improvements
We’re now interested in the system as a whole, i.e., both the table on the top
and the text fields on the bottom of the page.

Q17 How do you rate the current level of detail in the settings options?
Q18 Please explain anything that hindered you from the risk-based authen-

tication in the way you wanted.
Q19 What did you notice or remember most negatively about the system?
Q20 What did you notice or remember most positively about the system?
Q21 If you could change the system in any way you want: how would the

perfect system look like?
Debriefing

• Research goal: Analyze the usability of an exemplary systems for
the configuration of risk-based authentication, identify good and bad
aspects to be able to make recommendations on how to improve such
a system.

• Do you have any questions about the interview or the study?
• <Stop recording.>

C Additional Tables

Table 4: General security knowledge of the participants deter-
mined by rating the familiarity with 9 security-related items.
The items are in the order of appearance in the questionnaire.

Item Mean SD

Malware 4.6 0.6
Phishing 4.8 0.5
Multi-Factor Authentication 4.8 0.4
One-Time Password 4.7 0.5
Personal Identification Number (PIN) 4.8 0.4
Auto-Fill 4.5 0.6
Challenge-Response 3.9 1.1
Brute-Force Attack 4.5 0.9
Security Question 4.6 0.6

Composite score 4.6 0.7
Cronbach’s α 0.80

Table 5: Configuration for the behavior of the risk levels
(£: allow, ¬: optional MFA, +: require MFA, C: block),
notifying users (G: notify, H: do not notify), and changes
to the notification (x: changed, –: unchanged).

Risk Level Behavior Notify Users Changed
Participant Low Medium High Low Medium High Notification

Default £ ¬ ¬ G G G –

N
eu

tr
al

N-P1 £ + + H H G x

N-P2 £ + C G G G x

N-P3 £ + C G G G –
N-P4 ¬ + + G G G –
N-P5 + + + G G G x

N-P6 £ ¬ ¬ G G G –
N-P7 + + + G G G –

Se
cu

ri
ty

S-P1 £ ¬ + G G G –
S-P2 £ ¬ + G G G x

S-P3 ¬ + C G G G x

S-P4 + + C G G G x

S-P5 ¬ + C G G G x

S-P6 ¬ + + G G G –
S-P7 ¬ + C H G G x

U
sa

bi
lit

y

U-P1 £ + C G G G –
U-P2 ¬ + + G G G –
U-P3 ¬ + + H H G –
U-P4 ¬ + C G G H x

U-P5 ¬ + + G G G x

U-P6 £ ¬ + G G G x

U-P7 ¬ + + H G G x

N
eu

tr
al

(in
-h

ou
se

) NI-P1 ¬ + + G G G x

NI-P2 £ ¬ + H G G x

NI-P3 ¬ + C H G G x

NI-P4 + + + G G G x

NI-P5 + + C G G G –
NI-P6 ¬ + + G G G –
NI-P7 + + + H G G –
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D RBA Configuration Interface

Figure 2: The interface of the central page in our study where participants configured the risk-based authentication. The layout of
this interface is modeled after the risk-based authentication system of AWS Cognito (see Section 3). All aspects of the risk level
and notification configuration match the Cognito interface, including texts, links, tooltips, help pages, and the overall design.
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Abstract

Software developers are rarely security experts and often
struggle with security-related programming tasks. The re-
sources developers use to work on them, such as Stack-
Overflow or Documentation, have a significant impact on the
security of the code they produce. However, work by Acar et
al. [4] has shown that these resources are often either easy to
use but insecure or secure but hard to use. In a study by Naiak-
shina et al. [44], it was shown that developers who did not use
resources to copy and paste code did not produce any secure
solutions at all. This highlights how essential programming
resources are for security. Inspired by the Let’s Encrypt and
Certbot that support admins in configuring TLS, we created a
programming aid called Let’s Hash to help developers create
secure password authentication code easily. We created two
versions. The first is a collection of code snippets developers
can use, and the second adds a wizard interface on top that
guides developers through the decisions which need to be
made and creates the complete code for them. To evaluate the
security and usability of Let’s Hash, we conducted a study
with 179 freelance developers, asking them to solve three
password programming tasks. Both versions of Let’s Hash
significantly outperformed the baseline condition in which
developers used their regular resources. On average, Let’s
Hash users were between 5 and 32 times as likely to create
secure code than those in the control condition.

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
August 7–9, 2022, Boston, MA, United States.

1 Introduction

It is well known that end-users struggle with password secu-
rity. Recent work in the field of Usable Security for Develop-
ers and many real-world compromises have shown that many
developers also struggle when tasked with implementing
password-based authentication systems [7, 18, 29, 40–44, 49].
Unlike end-users’ problems that can be dangerous enough,
although only one account is usually affected, millions of ac-
counts can be affected if developers make only one mistake.

There have been multiple studies to advance the understand-
ing of how the usability of APIs affects security during soft-
ware development [4, 22, 33, 40, 42, 43, 45, 68]. However, one
crucial aspect is the quality of the available documentation
that developers use to solve their tasks. These are often either
easy to use but insecure or secure but hard to use [5, 6, 27, 68]
with many examples showing that developers copy and paste
insecure code from online resources [4, 5, 24, 27]. Acar et
al. write [4]: “our results confirm that API documentation is
secure but hard to use, while informal documentation such as
Stack Overflow is more accessible but often leads to insecu-
rity.”

So copy and pasting of insecure code is a serious concern
to software security, with Fischer et al. [27] postulating that
Stack Overflow is harmful. However, studies by Naiakshina
et al. [43, 44] show that only the participants who used copy
and paste achieved any security. Those who did not use copy
and paste did not achieve any security. So while copy and
paste has been reliably identified as a serious security threat,
it is also an essential method for secure solutions. Thus the
goal needs to be to create programming resources that are
easy to use but also help developers create secure solutions.

In this paper, we create Let’s Hash, a programming resource
to aid developers in creating secure code for password-based
authentication. Our goal is to offer something as easy to use
as Stack Overflow but as secure as official documentation
or programming books. We created two versions of Let’s
Hash. The first is a simple website offering code snippets in a
similar style to Stack Overflow. With this version, developers
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are still required to select and assemble the code snippets
themselves. The second adds a wizard on top, which lets
developers specify the security requirements, and the wizard
assembles all the necessary code, which is then ready to use.

Currently, Let’s Hash can help developers create code for
the following three tasks: hashing and salting passwords for
storage, creating and enforcing password policies, and comple-
menting password-based authentication with a second factor;
two-factor authentication (2FA). To evaluate the usability and
security of Let’s Hash, we conducted a usability study with
179 freelance developers, who were asked to work on three
short programming tasks in the context of password storage,
password policies, and 2FA. Participants were split into three
groups, one for each version of Let’s Hash and one control
group in which developers were allowed to use the resources
they usually use during development.

The results show a vast improvement. Participants using
Let’s Hash were between 5 and 32 times as likely to achieve
secure code than the control, depending on the task and ver-
sion of Let’s Hash. Post-hoc tests show that all improvements
between Let’s Hash and the control group are statistically
significant. With these results, we believe that Let’s Hash
can offer a valuable contribution and help improve password
security significantly.

2 Related Work

Authentication is a major part of security in IT, and it is sus-
ceptible to vulnerabilities in many ways. Attackers can gain
unauthorized access to systems by manipulating or circum-
venting the authentication process, e.g., by guessing com-
monly chosen passwords [35, 53, 60], or through password
leaks from databases [18, 29, 49]. End user focused research
explored the difficulties that users have with security mecha-
nisms in general [8,57,67], and specifically the authentication
process like choosing and remembering passwords [30,36,63]
or using alternative methods or second factors [17]. However,
there is only limited knowledge of how to support software
developers with secure programming [6, 33]. Recent work
found that developers lack security expertise and often base
their security decisions on misconceptions or outdated knowl-
edge [6, 33, 42, 43]. But there already exist examples of APIs
developed to support programmers with security, such as the
Secure Socket API [45].

Let’s Hash currently supports developers with password
storage, password policies, and two-factor authentication, so
we cover related work for each of these areas in the following.

2.1 Password Storage
For secure storage in a database, user passwords have to
be salted and hashed [32]. Software developers, however,
struggle with this task [7, 12, 29, 41–44, 68]. Previous stud-
ies showed that developers often search for programming

code on the Internet to copy and paste it to their applica-
tions [4, 27, 41, 42, 44]. While Fischer et al. [27] and Acar
et al. [4] found that this behavior can lead to functional but
insecure software, in a password-storage study with develop-
ers of Naiakshina et al. [44], all participants who submitted
secure programming code had copied and pasted it from the
Internet. The authors analyzed the used websites in detail
and found that participants adopted code from blog posts,
tutorials, and Stack Overflow. In [41], Naiakshina et al. con-
ducted a further study on password storage with developers.
If participants submitted insecure solutions, the authors pro-
vided links to websites of the Open Web Application Security
Project (OWASP) and the National Institute of Standards and
Technology (NIST), where advice and programming code
for secure user password storage was available. The results
showed that guiding developers to appropriate information
sources suitable to their programming use-cases can improve
software security. However, 47% of participants did not find
the appropriate security information without help from the
authors.

2.2 Password Policies
To ensure that users choose passwords that are hard to guess
for potential attackers, there are certain guidelines that are
often implemented as requirements, commonly referred to as
password policies [32, 46]. There have been multiple stud-
ies to examine the effect of enforcing such password poli-
cies [23, 56, 59, 61, 61, 62]. Requirements that target the
passwords’ composition, while common, do little to encour-
age users to pick better quality passwords. A combination
of minimum length and minimum strength is more effec-
tive [59]. Password strength meters have also been investi-
gated [23, 61, 62]. While stricter password policies can help
users create better passwords, they also increase user frus-
tration and reduce password retention [61]. Strength meters
offering constructive feedback performed better [61]. Seg-
reti et al. [56] investigated adaptive password policies, which
aimed to increase password diversity by comparing new pass-
words to the existing password database, resulting in policies
that changed as new passwords were added to the database.
They found that this improved security at little cost to usabil-
ity and that the additional feedback they provided on how to
improve password security did not make much of a difference
concerning usability [56]. To our knowledge, the implementa-
tion of password policies has not yet been investigated from a
developer’s point of view.

2.3 Two-Factor Authentication
Authentication can be made significantly more secure by
adding different factors [52]. Yubico Security keys (Yu-
bikeys) are an example of a hardware authentication device,
which supports two-factor authentication (2FA) standards,
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like the Universal 2nd Factor (U2F) and Fast Identity Online
2 (FIDO2) protocols [20]. Alam et al. [9] investigated possible
pitfalls in implementing the new open source authentication
standard, FIDO2, by evaluating discussions about it on Stack
Overflow and assessing existing libraries and documentation.
They found that documentation is currently not very usable, li-
braries implementing the standard are often both insecure and
incomplete, and that developers have wrong mental models
of implementing the standard and threats that FIDO2 protects
against. The authors call for better support for developers to
mitigate these issues.

3 Let’s Hash

Let’s Hash was loosely inspired by Let’s Encrypt and Cert-
bot [2]. The mission of Let’s encrypt is to enable all ad-
mins to easily acquire and set up TLS certificates to combat
the many sites that did not offer TLS at all or suffered from
one of many misconfigurations. Our goal with Let’s Hash
is very similar. We want to enable all developers to easily
integrate secure password storage, password policy enforce-
ment, and two-factor authentication into their applications
without falling prey to the many mistakes that can be made.
The code snippets contained in Let’s Hash are presented in a
way that makes it easy for developers to copy and paste them
into their projects since it was shown in previous studies that
this is a common use-case (see Section 2). We designed Let’s
Hash according to websites like Stack Overflow [21] and blog
posts [13], by presenting the code snippets divided by topic,
but not split apart into single functions as is often seen in
documentation [28]. Unlike NIST and OWASP, where theory
and guidelines are detailed, Let’s Hash offers a code-centric
view, combining these guidelines with easily adaptable code.

Let’s Hash currently supports password storage, policy en-
forcement, and two-factor authentication. In the following, we
will highlight the most relevant aspects in these three areas.

3.1 Password Storage

There are a lot of different password hashing schemes
(PHSs), which can be used in the context of user password
storage (e.g., MD5, SHA-1, SHA-2, PBKDF2, bcrypt, scrypt,
Argon2) [50]. We evaluated them for security and usability
and included Argon2id as the most secure choice according
to recent academic results [10, 14, 48, 50] and bcrypt as a
more usable solution in contrast to Argon2id since it does
not require manual adaption to specific hardware and is rec-
ommended by OWASP [48]. Iterations are configured based
on the hashing algorithm. Currently, Let’s Hash offers pro-
gramming code snippets on secure user password storage in
two programming languages, Python3 and Java.

3.2 Password Policies
NIST and OWASP both recommend policies that do not re-
strict password composition (i.e., allowing all kinds of char-
acters but not enforcing a specific combination) and enforce
a length of at least eight characters [32, 47]. Additionally,
they advocate for using a strength checker, as is implemented
by the library zxcvbn [66]. The German Federal Office for
Information Security (BSI) advises users to choose their pass-
words according to popular composition rules - using upper-
and lowercase letters and special characters [16]. Let’s Hash
offers a JavaScript solution to enforce BSI recommendations,
ensuring a certain length and composition of a password. Ad-
ditionally, there is a code fragment for a password strength
checker using the aforementioned zxcvbn, as recommended
by NIST and OWASP.

3.3 Two-Factor Authentication
Let’s Hash offers a code fragment that generates a time-based
token that serves as a one-time password. This token can be
used as verification in conjunction with an app such as the
Google Authenticator, which is a popular way to use 2FA [31].
Currently, programming code is provided in Python3.

3.4 Let’s Hash Wizard
We have a two-component system. The code repository con-
tains the code snippets for all the above tasks and sub-tasks,
and a wizard assists developers in selecting and configuring
the right snippets. We wanted to explore a design of Let’s
Hash that included a wizard-like user interface (UI)-element
which required the user to interact with it.The wizard should
present developers with the code that best fits their specific
use-case by first taking them through a series of questions.
These questions let developers pick secure implementation
options according to the different recommendations provided
by NIST, OWASP, and BSI. After stepping through the wiz-
ard, the appropriate code snippets are selected, configured,
and presented to the developer ready to use.

Screenshots of the base version (LH) and the wizard (LH-
W) and details on the code snippets are available on Github.1

Let’s Hash will also be released as an open-source project.

4 Methodology

To evaluate if using Let’s Hash would increase security, we
designed and ran an online study with freelance developers re-
cruited from Freelancer.com as recommended by Naiakshina
et al. [41]. All participants were asked to complete three short
programming tasks on password storage, password policies,
and 2FA. After task completion, we asked participants to fill
out a survey assessing their experiences with the tasks and

1https://github.com/BeSecResearch/LetsHash-Supplemental
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the information sources they used. The order of the tasks was
randomized. We divided the participants into three groups:

• Group LH: Participants were asked to complete the pro-
gramming tasks using version LH, the basic version of
Let’s Hash.

• Group LH-W: Participants were asked to complete the
programming tasks using version LH-W of Let’s Hash,
the version with an added wizard for configuration.

• Group C(ontrol): Participants were asked to complete
the programming tasks by using any information source
they normally use when programming. These partici-
pants did not have access to Let’s Hash.

4.1 Study Setup
For the study setup, we used the open-source tool Developer
Observatory [58], which has been used in previous security
studies about code development by Acar et al. [3, 7]. The tool
allowed us to let participants work on programming tasks
remotely. The participants could run and test the output of
their code in a sandbox-like environment accessed via their
browser. We provided them with function signatures and ex-
amples of expected results. This offered several advantages:
First, participants did not have to download anything. They
could directly access the consent form, the task description,
the programming code, and the link to the follow-up survey
in a browser of their choice. Second, participants did not need
to spend time setting up their IDE. They could write and test
the programming code within the tool. Third, we were able to
log study data without the participants having to submit any
of this data to us manually. In the following, we describe the
programming tasks in detail.

4.2 Task Design
The exact task descriptions can be found in Appendix A.
Examples of the study interface are available on Github.2

Task 1 (T1) - Password hashing: To keep the task as
simple as possible, we only asked participants to implement
a function for hashing and verifying passwords in Python.
The solution required outputting a hash value and the correct
verification of a given password. The task description as it
was presented to participants can be found in Appendix A.

Task 2 (T2) - Password policy: We asked participants to
implement a short JavaScript program checking a string for
adherence to a given password policy. Since it is still a widely
used practice in real life, we asked them to implement a policy
that would enforce composition rules in addition to a mini-
mum length. The solution of the task required an output that
correctly breaks down a given password’s adherence to the

2https://github.com/BeSecResearch/LetsHash-Supplemental

demanded policy. Appendix A contains the task description
as it was presented to participants.

Task 3 (T3) - Two-factor authentication: We asked par-
ticipants to implement a method that generates a time-based
code that can be used as an authenticator. The solution to the
task required an output containing the one-time code and its
verification. The task description that was presented to study
participants can be found in Appendix A.

4.3 Survey
In the survey, we asked participants of all groups about their
experience with programming in general and the given top-
ics in particular. They also indicated their perception of the
difficulty of the programming tasks and were asked general
demographic questions. Participants of groups LH and LH-
W additionally had to answer the System Usability Scale
(SUS) [37] for the version of Let’s Hash that they used. Par-
ticipants of the control group C were asked about the specific
resources they used to solve the tasks and whether they were
satisfied with them. The surveys for all the three groups can
be found in Appendix B.

4.4 Usability Evaluation
In accord with ISO 9241, we define usability as encompassing
effectiveness, efficiency, and user satisfaction [1].

Effectiveness: Every task submission was examined based
on two criteria: functionality and security. To count as func-
tional, the code submitted by the participants needed to run
and produce an output that offered the information specified
in the task description. Functionality was a prerequisite for
security.

To determine whether the submitted code for Task 1 was
secure, we adopted the security scale introduced by Naiak-
shina et al. in [43, 44] (see Appendix C). They used a scale
of up to seven points for hashing and salting user passwords.
We used the same scale, and only rated solutions as secure
that reached at least 6 out of 7 points. We were strict in our
evaluation because we were only interested in solutions that
offered up-to-date security. This meant using a random salt
and a key derivation function including an appropriate itera-
tion count or a memory-hard function [32, 43]. We did not
require 7 out of 7 points since the final point is for memory
hardness which is not yet industry standard and we did not
expect our participants to go beyond industry best practice.
For Task 2, the code was rated as secure if the policy rules
specified in the task description were correctly implemented
without errors. The code for Task 3 was only rated as secure
if the algorithm used to generate the second factor actually
generated a time-based one-time code and used a salt that
was randomly generated. The programming code was evalu-
ated manually and independently by two computer science
researchers. Differences were resolved through discussion.
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Efficiency: The number of clicks and time taken to solve
a task are often used as efficiency variables in usability stud-
ies [26,34,38,39,55]. To evaluate how participants interacted
with Let’s Hash, we tracked the time (in seconds) they actively
spent on the website and the clicks they needed to find the cor-
rect code fragments to use. We assumed that a long time and
more clicks might affect the usability of the website [38, 39].

User satisfaction and perceived usability: We calculated
the SUS score [37] for the two versions of Let’s Hash. We
used the SUS as one factor to compare the usability of the
two versions of Let’s Hash.

Additionally, we evaluated the answers to several open sur-
vey questions to gain insight into the participants’ workflow
as well as their general attitude towards IT security and Let’s
Hash. Since all answers were relatively short, and we were
interested in specific themes, such as positive or negative atti-
tudes towards Lets Hash, we used deductive thematic analysis
to categorize and report on the participants’ answers [15].
One researcher coded the entirety of the answers given, and a
second researcher recoded them using the same codebook. Af-
terward, intercoder agreement was calculated per document.
The minimum agreement was κ = 0.76, and the maximum
agreement was κ = 1 (M=0.94). For the groups LH and LH-
W, the questions were about the user experience with Let’s
Hash and how the website compares to other resources the
developers would usually use to program. Participants of the
control group C were asked to list the resources they used
for the programming tasks. We categorized the answers into
three types of resources: Stack Overflow, official documenta-
tion, and other, which included various blog posts and other
resources.

Usability and security: To investigate the relationship be-
tween security and usability, we conducted Wilcoxon-Rank-
Sum Tests for each of the different tasks, comparing submis-
sions with errors (non-functional or insecure) with secure
non-erroneous submissions, with respect to usability mea-
sures, such as SUS, time spent on Let’s Hash and clicks. We
corrected p-values using the Bonferroni-Holm procedure.

4.5 Error Analysis

We analyzed the types of errors we found in the participants’
submissions to find out more about the kinds of errors that
Let’s Hash helps prevent and which ones still occur. To do
this, we conducted a qualitative analysis. Each submitted
solution for a task that was not both functional and secure
was manually reviewed with regard to the types of errors it
included. During the coding process, we assigned multiple
different error types to a single submission, and ended up with
a maximum of three different error types per submission. We
estimated a lower limit of κ = 0.84 by ordering the error types
per submission alphabetically and only taking into account
the first one and an upper limit by counting the raters as in
agreement, when they agreed over at least one of the assigned

error types, which resulted in κ = 0.91.
We were also interested in errors occurring even though

participants used Let’s Hash. There are 53 non-functional or
non-secure task solutions from groups LH and LH-W. We
manually investigated whether these included copied code
from Let’s Hash. Both researchers judged 8 of them to be
copied from Let’s Hash, agreeing on 5 of them, and disagree-
ing on 3. The secure submissions in groups LH and LH-W
were also tested on whether they had copied their code from
Let’s Hash or not. Due to the high amount of files for these
cases this process was semi-automated. Details are in Ap-
pendix D.

All differences concerning the error types and the code-
copying were resolved through further discussion, and full
agreement was reached.

4.6 Hypotheses and Statistical Analysis
We were interested in the security of code developed with
the help of Let’s Hash. Additionally, we wanted to study
Let’s Hash’s usability, encompassing efficiency and effective-
ness [1]. Therefore, we examined four main hypotheses in
our study: one on the security score between the groups LH
and LH-W and the control group C, denoted by S(ecurity),
and three concerning the differences between groups LH
and LH-W, denoted by D(ifference). While we hoped that
LH-W would improve both security and usability over LH,
there is not enough theoretical foundation to justify one-tailed
hypotheses, so all hypotheses were tested two-tailed at the
standard p=.05 level throughout.

• H-S: The groups LH and LH-W, that are working with
Let’s Hash, produce code that is more Secure than that
produced by the control group C, that had no access to
Let’s Hash but could use any other source.

• H-D1: The System Usability Scale (SUS) Differs be-
tween the two versions of Let’s Hash.

• H-D2: There is a Difference in the number of clicks
needed to reach the desired code fragments using the
two different versions of Let’s Hash.

• H-D3: There is a Difference in time that participants
need to reach the desired code fragments using the two
different versions of Let’s Hash.

We used the freely available software Gnu R [51] for statis-
tical analyses.

4.7 Pilot Study
We ran a pilot test before the main study to test the tech-
nical setup and ensure that we had correctly configured the
Developer Observatory tool and the website Let’s Hash. We
recruited three participants. These were students who worked
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Table 1: Demographics of 179 participants
Gender Male: 92% Female: 8% Prefer not to say: 0.6%
Ages Mean: 28.6 Median: 27 SD: 7.5
Education and Occupation University Degree: 80% Employed at company: 28%
Country of Origin India: 22% Pakistan: 9% Other: 69%
Experience Python3: JavaScript: Overall:
(Programming language) Mean: 3.2 Median: 3 Mean: 4.3 Median: 4 Mean: 6.4 Median: 5

SD: 2.3 SD: 3.3 SD: 5.0

as research assistants in security-related fields within com-
puter science. All participants were male and aged between
20 and 40 years. The pilot study indicated that the setup of the
Developer Observatory and Let’s Hash worked as intended.
The participants did not raise any serious issues, and we only
made minor changes based on their feedback.

4.8 Power Analysis
We performed a power analysis based on our four main hy-
potheses to calculate the required sample size for this study.
We used G*Power to perform two analyses [25], one for H-S,
and one for H-D1, H-D2, and H-D3. We calculated a required
sample size of at least 49 participants per group.

For H-S, we performed a Fisher’s exact test, comparing
the groups LH and LH-W against group C. For this power
calculation, we merged groups LH and LH-W, since both
versions of Let’s Hash only differed in the existence of a
wizard, but the code fragments were the same on both versions.
We assumed that the code developed by LH and LH-W would
be secure in 90% of the solved tasks, but the code for group C
only in 60%. We based these percentages on the results of
Acar et al., where a similar task on password storage was part
of a user study with GitHub users [7]. Using these parameters,
a desired error probability α of 0.05 and a desired power of
0.95 resulted in a sample size of 116 participants, 77 total for
groups LH and LH-W, and 39 for group C.

With H-D1, H-D2, and H-D3, we aimed to figure out if
the added wizard had a noticeable effect on the usability of
Let’s Hash. To compute a required sample size, we used the
two-tailed Wilcoxon-Mann-Whitney test with two groups of
equal sizes. Since Klug stated that ”the average SUS score is
68 with a standard deviation of 12.5” [37], we set our baseline
value accordingly for H-D1. We used mean values of 68 and
78 for the two groups, which would for instance improve the
usability of Let’s Hash from ”Ok” to ”Good” [11]. The stan-
dard deviation was set to 12.5 for both. This led to an effect
size of 0.8. For H-D2 and H-D3, we used the same effect size
for comparability since we were not aware of standardized
measures for the number of clicks or the time spent on a web-
site such as Let’s Hash. Using this effect size and the same
values for α and power as in our first analysis we calculated
a required sample size between 28 and 49 participants per
group, depending on the distribution, so we selected 49 to be

on the safe side.

4.9 Participants

For our study, we needed developers with experience in
Python and JavaScript. We used the support service of Free-
lancer.com for participant recruitment as suggested in [19,42].
All freelancers who finished the tasks and survey received
40C for participation.

294 participants were invited to take part in our study to
have enough participants to account for drop-outs and other
issues. All 294 participants provided informed consent. Of
these, 239 completed the tasks and the survey, 55 quit the
study midway. The data of 60 participants was not considered
for analysis for varying reasons. 31 of them were removed
because we found inconsistencies in the recorded tracking,
which showed that multiple participants had access to the
wrong version of the website Let’s Hash or even to both
versions. Some of these inconsistencies were caused by a bug
in the Developer Observatory tool, which was reported by us
upon discovery. 15 participants could not be tracked by Let’s
Hash at all and had to be disregarded for that reason, 13 were
excluded due to technical problems, 9 leading to data loss
and 4 with incorrect condition assignment, and 1 participant
was removed for speeding through the survey and giving
nonsensical answers. Overall, 179 participants produced valid
results, 58 in group LH, 57 in group LH-W, and 64 in group C
exceeding our 49 target.

The majority of the participants were male (92%), while
only 8% were female, and one person preferred not to disclose
their gender, which is fairly typical for these platforms. They
reported ages between 18 and 70 years (M=28.6, SD=7.5) and
between 0 and 30 years of programming experience overall
(M=6.4, SD=5.0), with slightly less experience in Python3 and
JavaScript. Most participants were not from countries where
English is the only primary language, with Indians (22%) and
Pakistanis (9%) representing the largest groups of nationali-
ties in our sample. The remaining 69% of participants were
from a variety of different countries, none of which amounted
to more than 4%. Further demographics information about
the participants is in Table 1.
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Table 2: Distribution of correct solutions by task and group
Task LH LH-W C
1 Functionality 97% 95% 81%

Security 93% 82% 33%
2 Functionality 95% 91% 70%

Security 91% 75% 36%
3 Functionality 97% 88% 59%

Security 86% 79% 16%

5 Limitations

As usual for usability studies, several limitations have to be
considered in the context of this study. Firstly, we did not con-
duct the study in a lab setting. Due to requiring a high number
of software developers and the ongoing COVID-19 pandemic,
we conducted an online study. Consequently, we had less con-
trol and were not able to track participants’ processes when
working on the tasks.

Secondly, we used Freelancer.com for study recruitment,
which limited the pool of possible participants to people reg-
istered on this platform. The vast majority of the recruited
freelancers were not native English speakers, which might
have lead to misunderstandings due to a language barrier.
However, real-world projects are often outsourced to free-
lancers under similar conditions.

Thirdly, due to our study setting, our tasks were rather
short, did not include finding the resource and we provided
implementation stubs to prevent using developers’ time un-
duly. Thus, participants might not have put as much effort
into the task, or have applied different priorities than in a real
task. However, results from a lab study have shown to be
comparable to those in a field study in the context of pass-
word storage [41, 42]. Our work provides the basis for further
investigation.

Finally, the tracking of time participants spent on Let’s
Hash and the number of clicks they needed to achieve their
goal was not as accurate as we would have wished due to the
remote nature of the study. We could not capture the actual
screen and had to attempt to log the time on the server-side. In
some cases during testing, clicks were either not registered or
counted twice. Additionally, we only recorded the interactive
time spent on Let’s Hash. If participants stopped scrolling,
clicking, or moving their mouse for more than a minute, the
timer stopped increasing. We wanted to avoid recording time
during which users had the website open in a tab, but they
were not actually looking at it, for example, because it was
minimized. Considering this, these values should be taken as
a best-effort approximation.

Figure 1: Secure solutions, divided by task and group.

6 Ethics

This study was conducted in Germany and is compliant with
the EU General Data Protection Regulation, a directive con-
cerning the collection and storage of data. It also has Institu-
tional Review Board (IRB) approval. All data was collected
anonymously. Participants were asked to agree to a consent
form that informed them about the study procedure and their
rights, for example, to withdraw at any point during the study.
Furthermore, we complied with the privacy policies of Free-
lancer.com, which meant we were not permitted to ask par-
ticipants for their email addresses for further research or to
inform them about study results.

7 Results

For evaluation, we compared the results of participants using
Let’s Hash and information sources of their own choice, as
well as the two versions of Let’s Hash.

7.1 Participants’ Submissions

The participants who finished the study self-reported taking
a median time of one hour to solve the programming tasks.
Table 2 shows an overview of the evaluation of participants’
submissions concerning functionality and security. We only
rated security if the programming code was functional and in-
cluded only functional solutions in our statistical tests compar-
ing security. All participants combined produced functional
solutions for Task 1 in 91%, Task 2 in 85% and Task 3 in 80%
of the cases, and secure solutions for Task 1 in 68%, Task 2
in 66% and Task 3 in 59% of the cases.

7.1.1 Functionality

Of all the participants who produced valid data, 168 submit-
ted programming code that we considered functional for at
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Table 3: Overview over the results of the 3-way FET for H-S
Hypothesis IV DV p-value cor - p-value
H-S: T1 LH vs. LH-W vs. C Achieved security <0.001* <0.001*
H-S: T2 LH vs. LH-W vs. C Achieved security <0.001* <0.001*
H-S: T3 LH vs. LH-W vs. C Achieved security <0.001* <0.001*

T1: Task on secure password storage, T2: Task on password policy, T3: Task on 2FA;
IV: Independent Variable; DV: Dependent Variable; FET: Fisher’s Exact test

cor - p-value: p-value, Bonferroni-Holm corrected; tests marked with *: statistically significant.

Figure 2: Distribution of SUS values.
One bar covers a range of n+5 points.

least one of the tasks. The task with the most functional so-
lutions overall was Task 1. For this task, 162 participants
submitted a functional solution. Of these, 157 participants
indicated that they had previous experience with storing pass-
words in a database. For Task 2, 152 participants submitted a
functional solution, and 143 participants indicated they had
previous experience with implementing password policies
in the context of a login form. The task that produced the
least amount of functional solutions was Task 3. 144 partic-
ipants submitted a functional solution for Task 3. Of these,
96 participants indicated that they had previous experience
with implementing 2FA. Compared to the two other tasks,
2FA seems less frequently demanded among the population
on Freelancer.com.

7.1.2 Security

The task with the most secure solutions overall was Task 1
with a total of 122 secure solutions, followed by Task 2 with
119 secure solutions. Task 3 had the least amount of secure
solutions with only 105.

7.2 Hypotheses

7.2.1 Security

Figure 1 shows the proportions of secure solutions, divided
by groups and tasks. We conducted separate 3-way Fisher’s
Exact tests for each programming task to test H-S. We cor-
rected p-values for multiple testing using the Bonferroni-

Figure 3: Distribution of counted clicks.
One bar covers a range of n+5 clicks.

Holm-correction since we conducted three tests for this hy-
pothesis. All p-values for the main analyses, including the
corrected ones, are below 0.001, as can be seen in Table 3.
Our analyses indicated that for all of the tasks, there was a sig-
nificant difference with respect to security between the three
groups. We then conducted post-hoc 2-way Fisher’s Exact
tests to compare the groups individually (see Table 5) and
included these in our correction. We found that for all of the
tasks, the solutions achieved with the help of Let’s Hash were
significantly more secure than those achieved with resources
of the participants’ own choosing. This shows that the pri-
mary goal of our work was achieved. Let’s Hash significantly
increases the odds of developers creating secure solutions by
a large margin.

7.2.2 Usability

To compare the usability of the two Let’s Hash versions, we
evaluated the SUS, the number of clicks, and the time spent
actively on each version of the website. Since neither of the
groups LH or LH-W had a normal distribution in SUS values,
time spent, or amount of clicks used on the website Let’s Hash,
we performed Wilcoxon-Rank-Sum tests. The results of our
statistical analyses of H-D1, H-D2, and H-D3 are available in
Table 4.

For H-D1, we did not find a significant difference in usabil-
ity as measured by SUS between the version with (M=78.6,
median=80, SD=15.1) and the version without a wizard
(M=79.1, median=87.5, SD=19.3). In general, both versions
of Let’s Hash achieved results that were close to being con-
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Table 4: Overview over the results of the WRS tests for H-D1, H-D2 and H-D3
Hypothesis IV DV W r p-value
H-D1 LH vs. LH-W Achieved SUS 1500 0.08 0.3926
H-D2 LH vs. LH-W Amount of clicks 1804 0.08 0.3996
H-D3 LH vs. LH-W Time spent on website 1329 0.17 0.0704

IV: Independent Variable; DV: Dependent Variable; WRS: Wilcoxon-Rank-Sum test;
W : Wilcoxon-W ; r: Effect size (Pearson’s r)

Table 5: Overview over the results of the post-hoc 2-way FETs for H-S
IV (Group) Task DV OR CI p-value cor - p-value
LH vs. LH-W Password Storage Achieved security 0.252 [0.024, 1.408] 0.09 0.19
LH vs. LH-W Password Policy Achieved security 0.183 [0.018, 0.95] 0.03* 0.08
LH vs. LH-W 2-Factor Authentication Achieved security 1.079 [0.255, 4,798] 1 1
C vs. LH-W Password Storage Achieved security 9.668 [3.483, 30.399] <0.001* <0.001*
C vs. LH-W Password Policy Achieved security 4.115 [1.521, 11.958] 0.002* 0.009*
C vs. LH-W 2-Factor Authentication Achieved security 23.886 [6.985, 100.032] <0.001* <0.001*
C vs. LH Password Storage Achieved security 38.372 [8.543, 359.027] <0.001* <0.001*
C vs. LH Password Policy Achieved security 22.456 [4.873, 212.115] <0.001* <0.001*
C vs. LH 2-Factor Authentication Achieved security 22.208 [6.884, 84.436] <0.001* <0.001*

FET: Fisher’s Exact test; IV: Independent Variable; DV: Dependent Variable; O.R.: Odds ratio; C.I.: Confidence interval
cor - p-value: p-value, Bonferroni-Holm corrected, including nine post-hoc tests and three main 3-way analyses; tests marked with *: statistically significant

sidered excellent in usability [11, 54]. Figure 2 shows the dis-
tribution of SUS values for both versions of Let’s Hash. The
majority of ratings designate the usability of both versions
as good (>71), although there was slightly more variance
in ratings for group LH, which used the website without a
wizard.

For hypothesis H-D2, we also did not find a significant
difference in clicks needed between group LH (M=25.6, me-
dian=17.5, SD=25.1) and group LH-W (M=26.2, median=24,
SD=21.5). Figure 3 shows the distribution of the counted
clicks. Again, the distributions are roughly similar, but more
participants issued very few clicks in group LH-W, and more
participants issued high numbers of clicks (>60) in group LH.

To test H-D3, we compared the time actively spent on
the website. Participants of group LH spent slightly more
time on their version of the website (M=233.8, median=179,
SD=200.5) than those in group LH-W (M=176.3, me-
dian=115, SD=156.4), but the difference was not significant.
The time participants spent on Let’s Hash is available in Fig-
ure 4. Participants spent a median of fewer than 3 minutes on
version LH and fewer than 2 minutes on version LH-W.

7.2.3 Hypothesis Takeaways

The main takeaway of the hypotheses analysis can be sum-
marized as follows: Using either version of Let’s Hash as a
resource during code development has a large and significant
positive effect on the security of the developed code.

To our surprise, the usability of the two versions was rated
almost identically, and thus, there were no statistically signif-
icant differences between the two, implying that the wizard
did not improve usability as we had expected. Even more sur-

Figure 4: Distribution of time spent on Let’s Hash.
One bar covers a range of n+60 seconds.

prisingly, LH has higher security odds than the LH-W. While
the difference was not statistically significant, we still find
it interesting and discuss it further in the following section.
For now, we conclude that the plain Let’s Hash resource im-
proves the odds for a secure solution between 17 and 32 times
compared to the control and does not have any downsides
compared to LH-W, so the extra effort for the wizard does not
seem justified or necessary. Although further research into
the reasons why is recommendable.

7.3 Error Analysis

Despite the excellent results, some participants created inse-
cure code despite using Let’s Hash. This section analyzes
these errors and examines the usability judgments of partici-
pants making errors despite using Let’s Hash. We found eight
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Figure 5: Types of errors in non-functional code, divided by
task and group.

different types of errors in the participants’ submissions, three
related to functionality, and five types concerning security.
Even for non-functional submissions, we also documented
security errors.

Control group submissions proportionally more often had
multiple error types, which led to them lacking in security
and/or functionality. This is in addition to boasting more
errors overall, as has already been established and shows that
the insecurity and/or non-functionality of code was often due
to multiple types of errors and not merely one cause.

The errors participants made that would lead to their code
being non-functional were categorized as ’no implementa-
tion’ when there was no attempt at a solution, ’incomplete
implementation’ when the participants did not finish the task
and ’broken implementation’ when the code contained severe
programming errors. As can be seen in Figure 5, ’broken
implementation’ was the most common error, with 11 cases
overall in LH and LH-W and 38 cases in group C. We included
’no implementation’ as a category under the assumption that
participants were likely not unwilling to solve the task, but
instead overwhelmed. The security errors were ’plain text’,
’outdated algorithms’ and ’use of custom algorithms’, which
all refer to the cryptographic algorithms implemented by par-
ticipants in tasks 1 and 3. For example, some participants
used the outdated md5 to hash the password in Task 1, which
we classified accordingly as ’outdated algorithms’. Another
type of error concerning these two tasks is ’incorrect random-
ization’, when the salt or shared secret was either too short,
or not sufficiently randomized to be considered secure. Fig-
ure 6 shows that this was the most common security error
type for the functional cryptographic tasks in all groups, with
18 overall occurrences in groups LH and LH-W and 55 in
group C. One instance of this error was a participant who
used their own first name as the shared secret in Task 3. None
of these errors apply to Task 2 since there was no cryptogra-

Figure 6: Types of security errors in functional code, divided
by task and group.

phy involved in this task. Instead, the security error consisted
of participants implementing a function that appeared to de-
liver the requested results but was not consistent. This leads
to issues such as passwords being erroneously classified as
adhering to policy. We refer to these errors as ’logic error’.

7.3.1 Non-functional Submissions

The frequency of different types of errors for those submis-
sions which were classified as non-functional is depicted in
Figure 5. It shows that non-functional solutions also suffer
from security errors, in addition to purely functionality-related
errors. This is especially common in the control group. In
general, a wider range of different errors occurred in the con-
trol group compared to the two Let’s Hash groups. The most
striking example was in the Password Storage task, where
LH and LH-W participants’ submissions were non-functional
because they did not implement anything, but group C sub-
missions exhibited a wide range of functional and security
errors.

7.3.2 Functional, but Non-secure Submissions

The frequency of different error types for submissions which
were functional, but insecure is shown in Figure 6. Like for
non-functional solutions, there were fewer different types of
errors in the Let’s Hash groups. For example, for the password
storage task, there were five different types of security errors
in the control group, but only two types of security in the LH
and three types in the LH-W group. Some types of errors, the
plain text and logic errors, were more common in functional
solutions than non-functional solutions.
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7.3.3 Errors Despite Using Let’s Hash

In groups LH and LH-W, most errors occurred when partici-
pants did not use the code provided by Let’s Hash. Of 53 tasks
where participants submitted erroneous solutions, 45 did not
use copied code from Let’s Hash. In contrast, of 292 correct
tasks in the groups LH and LH-W, only 19 were not copied.
Overall, the most common task in which participants did not
choose to use copied code was Task 2. This may be because
the code had to be adapted more than in the other two tasks,
since participants would have had to change the definition of
a variable. Common mistakes that participants made when
they did not copy code from Let’s Hash were using outdated
algorithms like md5 (3 cases) or hard-coding the salt (12
cases). One participant submitted a solution for Task 3 which
did not contain a cryptographic algorithm at all. There were
only eight submissions for tasks where participants copied
code from Let’s Hash but still created an insecure solution.
Four of those had functionality errors which we classified as
broken implementation. These errors mainly were caused by
participants not adapting the code correctly from the web-
site, or introducing faulty syntax, like indentation errors. The
remaining four occurrences all fall into LH-W. Three of the
errors were in the password storage task, and all included in-
correct randomization. Two of those participants had removed
the generation of the salt from the function hash_password()
and instead used a static variable, and one of the participants
lowered the amount of rounds for the salt’s generation to 4
instead of the recommended minimum of 16. The remaining
error occurred in the password policies task and was a logic
error, specifically in the implementation of the function com-
position(), which would allow a password without any special
characters to pass the check, violating the policy requested
in the task description. This error was introduced because
the participant either removed or did not copy a part of the
function.

7.3.4 Usability and Errors

We found significant differences in usability between tasks
with errors and those without for Task 1 concerning clicks,
and for Task 3 concerning SUS, time (in seconds) and
clicks. Participants with erroneous submissions issued signif-
icantly fewer clicks on Let’s Hash both for Task 1 (M=9.4,
SD=8.5) and Task 3 (M=9.1, SD=10.4) than participants
with secure submissions (Task 1: M=28.2, SD=23.8; Task 3:
M=29.4, SD=23.7), W=1116.5, corrected-p=.004 for Task 1,
W=1557.5, corrected-p<.001 for Task 3. Participants who
submitted wrong solutions also spent significantly less
time on Let’s Hash for Task 3 (M=93.5, SD=76.9) than
those with secure solutions (M=229, SD=189), W=1418, cor-
rected p=.004. Finally, participants with secure solutions rated
Let’s Hash with as significantly more usable (SUS score
M=81.3, SD=16.0 ) than those with errors in their submis-
sions (M=67.3, SD=19.1), W=1393, corrected p=.006. This

suggests that the participants who made mistakes despite hav-
ing Let’s Hash at hand may have abandoned this resource
early on in their coding process before being able to solve
their problem. The full results of this analysis are available
on Github.3

7.4 Participants’ Feedback on Resources
In general, feedback on Let’s Hash as a resource for code
development was positive. 57 participants gave detailed feed-
back, and of those, 40 participants reported that they found
the website easy to use, and 28 participants said they found it
pleasant, enjoyed the UI, and wished to use it again. Requested
changes included the addition of more languages (both pro-
gramming languages and spoken languages), tutorials on how
to use the code, the ability to run the code directly on Let’s
Hash in a sandbox-like environment, and improvements to the
UI. The most requested change was additional information
on the presented code and security-related challenges, which
was mentioned by 34 participants. This request suggests that
in their usual workflow, most developers do look for at least
some background information when incorporating code found
online into their work. Furthermore, 56 of the 115 participants
who worked with Let’s Hash reported that they found Let’s
Hash to be generally easier to use than their usual resource,
citing reasons such as easy navigation and a well-structured
presentation of the code. One participant mentioned that he
would trust Let’s Hash more than his usual resource in terms
of security since it is “not a forum post.”

68 participants from groups LH and LH-W indicated that
the main resource they would usually use is Stack Overflow.
41 said they would use the official documentation, but almost
none of them cited other resources and those that did mostly
indicated they would usually “search on google.”

Participants of group C also most commonly mentioned
Stack Overflow and official documentation. Both resources
were mentioned by more than 20 of the 65 participants
(>30%), and 18 of them (28%) indicated that Stack Overflow
was their main resource. Other websites that were mentioned
in group C were various blogs and some online schools like
W3Schools [65] or Vitosh Academy [64].

8 Discussion

We found that Let’s Hash significantly improved the security
of our participants’ code. Although all participants were asked
to solve the three authentication tasks securely, most secure
solutions were submitted by participants using Let’s Hash
− regardless of which Let’s Hash version they were using.
While for both groups LH and LH-W, the submitted solutions
were secure in at least 82% of the cases for Task 1, 75%
for Task 2 and 79% for Task 3, 72% of participants in the

3https://github.com/BeSecResearch/LetsHash-Supplemental
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control group submitted insecure programming code, with
33% secure solutions for Task 1, 36% for Task 2, and 16%
for Task 3, which is alarming. These results suggest a large
positive effect of Let’s Hash on software security.

We also compared the efficiency and perceived usability
of the two Let’s Hash versions. With the configuration wiz-
ard, we wanted to take a burden off developers and provide
them with a better overview of current recommended security
practices for the three security-sensitive authentication tasks.
However, we did not find a significant difference between the
two Let’s Hash versions concerning participants’ perceived
usability, which we measured with a SUS score. The usability
was fairly high for both versions. So it seems participants
were satisfied with using either Let’s Hash version. In the
follow-up survey, 24% of participants also reported that they
felt supported by Let’s Hash and would use it again. Most
importantly, participants indicated that they trusted Let’s Hash
more than their usual resources. The fact that trust can impact
the chosen resources and thus indirectly affect software secu-
rity was already reported in [42]. We believe that trust and a
high measurement of perceived usability are key factors for
the successful establishment of Let’s Hash.

Furthermore, we did not find a significant difference in the
number of clicks and the time participants needed to solve
the tasks with either version of Let’s Hash. With an average
of fewer than 26 clicks and 3 minutes to solve the tasks with
either Let’s Hash version, participants completed the tasks in
a short time with little effort. With a success rate in terms of
functionality of at least 95% for Task 1, 91% for Task 2, and
88% for Task 3, almost none of the participants gave up.

That there was no significant difference in clicks or time
between the Let’s Hash versions is especially interesting since
participants using version LH-W had to interact with a wizard
and decide between different requirements for the tasks. This
wizard requires some development and maintenance effort.
The fact that we did not observe a significant difference in the
effectiveness, efficiency, and perceived usability between the
two Let’s Hash versions suggests omitting the wizard might
be prudent. Then, the secure code snippets will be directly
presented to developers, as they were in version LH. In ei-
ther case, users can simply copy and paste the presented code
into their projects. Having a central resource that is known
to contain up-to-date code may help to mitigate the diffi-
culties that developers have when looking for and assessing
resources [4, 27]. We hope that by expanding Let’s Hash, its
relevance will increase over time. One such addition could
be an implementation of a Single-Sign On (SSO). We plan to
publish Let’s Hash and build an open-source community for
researchers and developers.

9 Conclusion

Previous work showed that developers struggle to adhere to se-
curity best practices. Programming resources aimed at helping

developers work often are either complex, hard to understand
and to use but secure, or easy to use but outdated and poorly
maintained concerning security. To improve software security,
we developed Let’s Hash, a resource to support developers in
implementing the security-critical authentication tasks: user
password storage in a database, password policies, and 2FA.

The difference in security achieved with either version of
Let’s Hash compared to the developers’ usual resources was
highly significant. We further found that the two versions of
Let’s Hash did not differ significantly in either SUS score,
time spent, or the number of clicks needed. The participants’
perceived usability of both Let’s Hash versions was excellent,
and the participants’ feedback was highly positive.

Our results indicated that Let’s Hash has a great poten-
tial to improve the security of code that developers produce
while also decreasing the effort needed. Consequently, we
plan to deploy Let’s Hash as a resource for developers and
researchers. Future efforts could include incorporating addi-
tional topics, like SSO, or programming languages and more
background information. Also, it might be helpful to explore
how to best highlight security-critical parts of the code that
should not be altered to mitigate some of the errors partici-
pants made while using Let’s Hash. To keep Let’s Hash well
maintained, we will be releasing it as an open-source project
on GitHub, and we hope to build a community.
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A Task descriptions

These are the task descriptions as they were presented to
participants:

Create a method to hash and salt passwords for storage in a
database.

You are asked to develop a method in a web-application backend
that prepares a password for storage in a database. Assume that
a user has chosen a password that gets handed to your function
hash_password() as a string. Implement this function in such
a way that it returns the password securely hashed and salted.
Additionally, please implement a function verify(), which compares a
password to a hash and returns True if they match, False if they do not.

The programming language for this task is Python3. Please
only use the website LetsHash as a resource when solving this task.

When is the problem solved?
The problem is solved when you have successfully implemented the
function to fulfill the required specifications, and the output printed
by the main function reads:
“Your hash: <a hash value>
The correct password is s3cr3t: True
The correct password is s3cr4t: False”

Create a method to check if a password adheres to a given policy.

You are asked to develop a method in a web-application frontend that
ensures that the password a user chooses meets the company policy.
According to this policy, a password must
- be between 8 and 64 characters
- have at least one upper- and one lowercase letter
- have at least one special character - have at least one number
Please implement the functions length() and composition() so they

return True if the password matches the criteria given, and False if it
does not.

The programming language for this task is JavaScript. Please only
use the website LetsHash as a resource when solving this task.

When is the problem solved?
The problem is solved when you have successfully implemented the
functions to fulfill the required specifications, and upon clicking
“Run and Test”, you receive an alert that reads:
“The password meets the requirement for length: true
The password meets the requirement for composition: false
The password is considered valid: false”

Create a method to set up a second factor for user authentication.

You are asked to develop a method in a web-application backend
that offers users of a login system a second factor for authentication.
Please implement the function generate_second_factor() so that it
takes a shared secret as a parameter and returns a time-based one-time
password (totp).

The programming language for this task is Python3. Please
only use the website LetsHash as a resource when solving this task.

When is the problem solved?
The problem is solved when you have successfully implemented the
function to fulfill the required specifications, and the output printed
by the program reads:
“Your code: <a time-based one-time code>
Your code is verified: True”

B Surveys

Some questions of the surveys were specific to either the
groups LH and LH-W, or group C. These questions are
marked accordingly.

Survey
Thank you very much for working on the tasks assigned to

you during this study! There are a few questions we would
like to ask you to wrap things up.

• (Q1): Please answer the following questions by indicat-
ing a number on the scale from "1 - Not at all familiar"
to "7 - Very familiar".

– How familiar are you with Python? 1-7

– How familiar are you with Javascript? 1-7

– How familiar are you with password storage in a
database? 1-7

– How familiar are you with the implementation of
two factor authentication (2fa)? 1-7

– How familiar are you with the implementation of
password policies? 1-7
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• (Q2): Have you ever looked up how to implement pass-
word policies as they are recommended by any of the
following institutions before this study? You can choose
more than one answer.

– No, I have never looked up recommendations on
password policies.

– I have looked up NIST‘s recommendations on pass-
word policies.

– I have looked up OWASP‘s recommendations on
password policies.

– I have looked up another institution‘s recommen-
dations on password policies. Please specify: (Free
text)

• (Q3): Please rate the correctness of the following state-
ments by indicating a number on the scale from "1 -
Does not describe me" to "7 - Describes me very well".

– I am familiar with the implementation of login
forms. 1-7

– I am familiar with the implementation of password
strength checkers. 1-7

– I have a good understanding of security concepts.
1-7

• (Q4): How long were you actively working on the task
to solve it? Please indicate the time in full hours. (Free
text)

• (Q5): Please answer the following question by indicating
a number on the scale from "1 - Very easy" to "7 - Very
hard". Overall, the task was... 1-7

• (Q6): Please rate the correctness of the following state-
ment by indicating a number on the scale from "1 - Not
close at all" to "7 - Very close". How close was the task
to reality compared to the projects that you develop in
everyday life? 1-7

• (Q7): Did you have any prior experience with storing
passwords in a database? You can choose more than one
answer.

– No.

– Yes, in university.

– Yes, on a job.

– Other - please specify: (Free text)

• Only groups LH/ LH-W (Q8): If yes: Please rate the
correctness of the following statement by indicating a
number on the scale from "1 - Not at all helpful" to "7 -
Very helpful". Would the website you have used in this
study have been helpful in solving problems you had
then? 1-7

• (Q9): Did you have any prior experience with imple-
menting password policies? You can choose more than
one answer.

– No.

– Yes, in university.

– Yes, on a job.

– Other - please specify: (Free text)

• Only groups LH/ LH-W (Q10): If yes: Please rate the
correctness of the following statement by indicating a
number on the scale from "1 - Not at all helpful" to "7 -
Very helpful". Would the website you have used in this
study have been helpful in solving problems you had
then? 1-7

• (Q11): Did you have any prior experience with imple-
menting two-factor authentication? You can choose more
than one answer.

– No.

– Yes, in university.

– Yes, on a job.

– Other - please specify: (Free text)

• Only groups LH/ LH-W (Q12): If yes: Please rate the
correctness of the following statement by indicating a
number on the scale from "1 - Not at all helpful" to "7 -
Very helpful". Would the website you have used in this
study have been helpful in solving problems you had
then? 1-7

• Only groups LH/ LH-W (Q13): What could be im-
proved about the website? (Free text)

• (Q14): Please answer the following questions by indicat-
ing a number on the scale from "1 - Never" to "7 - Every
time".

– How often do you ask for help when faced with
security problems? 1-7

– How often are you asked for help when others are
faced with security problems? 1-7

– How often do you need to add security to the
software you develop in general (apart from this
study)? 1-7

• (Q15): Please answer the following questions by indicat-
ing a number on the scale from "1 - Not knowledgeable
at all" to "7 - Very knowledgeable".

– How would you rate your background/knowl-
edge with regard to secure password storage in
a database? 1-7
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– How would you rate your background/knowledge
with regard to the implementation of two factor
authentication (2fa)? 1-7

– How would you rate your background/knowledge
with regard to the implementation of password poli-
cies? 1-7

• (Q16): How often have you stored passwords in a
database in the software you have developed (apart from
this study)? (Free text)

• (Q17): How often have you implemented two factor
authentication (apart from this study)? (Free text)

• (Q18): How often have you implemented a login form
with a password strength checker (apart from this study)?
(Free text)

• (Q19): What is your most-used resource for implement-
ing security in your software development?

– Stackoverflow
– Official documentation
– Other - please specify: (Free text)

• Only groups LH/ LH-W:

– (Q20-LH): Please rate your agreement to the fol-
lowing questions on a scale from "1 - Strongly
disagree" to "7 - Strongly agree".

* I needed a lot of background knowledge to
complete the task. 1-7

* The website provided well-structured informa-
tion. 1-7

* The website provided all necessary informa-
tion to solve the task. 1-7

* I spent a lot of time trying to navigate the
website. 1-7

* The assistance provided by the website to ease
navigation was sufficient. 1-7

* I would recommend this website to a col-
league who needs assistance with the imple-
mentation of password storage. 1-7

* I would recommend this website to a col-
league who needs assistance with the imple-
mentation of two factor authentication. 1-7

* I would recommend this website to a col-
league with questions regarding the implemen-
tation of password policies. 1-7

* I would use this website if I had to work on a
similar task in a professional setting/ working
on tasks within my job. 1-7

– (Q21-LH): Have you used only the website that
was provided to you by this study? If not, which
additional resources did you use to solve the tasks?

* I have only used the website that was provided
to me

* I have used other resources as well: (Free text)

– (Q22-LH): Please answer the following question
by indicating a number on the scale from "1 - Much
better" to "7 - Much worse". Compared to your
most used resource, how would you rate the ease
of use of the website you worked with during this
study when it comes to accomplishing your tasks
functionally? 1-7

– (Q23-LH): Please explain your decision: (Free
text)

– (Q24-LH): Please answer the following question
by indicating a number on the scale from "1 - Much
better" to "7 - Much worse". Compared to your
most used resource, how would you rate the ease
of use of the website you worked with during this
study when it comes to accomplishing your tasks
securely? 1-7

– (Q25-LH): Please explain your decision: (Free
text)

– (Q26-LH): Please rate your agreement to the fol-
lowing statements about the website that was pro-
vided for you during this study on a scale from "1 -
Strongly disagree" to "5 - Strongly agree".

* I think that I would like to use this website
frequently. 1-5

* I found the website unnecessarily complex.
1-5

* I thought the website was easy to use. 1-5

* I think that I would need the support of a tech-
nical person to be able to use this website. 1-5

* I found the various functions in this website
were well integrated. 1-5

* I thought there was too much inconsistency in
this website. 1-5

* I would imagine that most people would learn
to use this website very quickly. 1-5

* I found the website very cumbersome to use.
1-5

* I felt very confident using the website. 1-5

* I needed to learn a lot of things before I could
get going with this website. 1-5

• Only group C:

– (Q20-C): Which resources did you use to solve
the tasks? Please be as specific as possible (for
example, provide links to any websites you used).
(Free text)

– (Q21-C): Which of the resources you listed in the
last question was your main resource? (Free text)
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– (Q22-C): Please answer the following question by
indicating a number on the scale from "1 - Very
good" to "7 - Very bad". How would you rate the
ease of use of the website(s) you worked with dur-
ing this study when it comes to accomplishing your
tasks functionally? 1-7

– (Q23-C): Please explain your decision: (Free text)

– (Q24-C): Please answer the following question by
indicating a number on the scale from "1 - Very
good" to "7 - Very bad". How would you rate the
ease of use of the website(s) you worked with dur-
ing this study when it comes to accomplishing your
tasks securely? 1-7

– (Q25-C): Please explain your decision: (Free text)

– (Q26-C): Please rate your agreement to the fol-
lowing questions on a scale from "1 - Strongly
disagree" to "7 - Strongly agree".

* I needed a lot of background knowledge to
complete the task. 1-7

* The website(s) I used provided well-structured
information. 1-7

* The website(s) I used provided all necessary
information to solve the task. 1-7

* I spent a lot of time trying to navigate the
website(s) I used. 1-7

* I would use the same website(s) if I had to
work on a similar task in a professional setting/
was working on tasks within my job. 1-7

– (Q27-C): Please rate your agreement to the fol-
lowing statements about the website that was your
main resource during this study on a scale from "1
- Strongly disagree" to "5 - Strongly agree".

* I think that I would like to use this website
frequently. 1-5

* I found the website unnecessarily complex.
1-5

* I thought the website was easy to use. 1-5

* I think that I would need the support of a tech-
nical person to be able to use this website. 1-5

* I found the various functions in this website
were well integrated. 1-5

* I thought there was too much inconsistency in
this website. 1-5

* I would imagine that most people would learn
to use this website very quickly. 1-5

* I found the website very cumbersome to use.
1-5

* I felt very confident using the website. 1-5

* I needed to learn a lot of things before I could
get going with this website. 1-5

• (Q28): Please select your gender.

– Male

– Female

– Prefer not to say

– Other: (Free text)

• (Q29): Please state your age. (Free text)

• (Q30): What is your current main occupation?

– Freelance developer

– Industrial developer

– Industrial researcher

– Academic researcher

– Undergraduate part-time student

– Undergraduate full-time student

– Graduate part-time student

– Graduate full-time student

– Other: (Free text)

• (Q31): What is your nationality? (Free text)

• (Q32): How did you gain your IT skills? (Free text)

• (Q33): What was your main source of learning about
IT-security? (Free text)

• (Q34): Do you have a university degree? (Yes/ No)

• If yes:

– (Q35): What was/is your subject? (Free text)

– (Q36): Were/Are you taught about IT-security at
university? (Free text)

– (Q37): Were/Are you taught about IT-security in
addition to your regular studies? (Yes/ No)

– (Q38): If yes: Where were/are you taught about IT-
security in addition to your regular studies? (Free
text)

• (Q39): Are you working at a company? (Yes/ No)

• If yes:

– (Q40): How old is your organization? Please spec-
ify in years. (Free text)

– (Q41): What is the total number of employees in
your organization?

* 1-9

* 10-249

* 250-499

* 500-999
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* 1000 or more

– (Q42): How many members are there in your team?
(Free text)

– (Q43): Which field of activity does your company
belong to? You can choose more than one answer.

* Game development

* Development of network and communication
software

* Web development

* Development of middleware, system compo-
nents, libraries and frameworks

* Development of other tools for developers,
such as IDEs and compilers

* Other: (Free text)

– (Q44): Does your company have a security focus?
(Yes/ No)

– (Q45): Does your team have a security focus in its
current field of activity?

* Yes

* No

* I work alone and my field of activity has a
security focus

* I work alone and my field of activity has no
security focus

– (Q46): Do you also have to work on security-
relevant tasks in your field of activity? (Yes/ No)

– (Q47): Were/Are you taught about IT-security in
addition to your regular work? (Yes/ No)

– (Q48): If yes: Where were/are you taught about
IT-security in addition to your regular work? (Free
text)

• (Q49): What type(s) of software do you develop? You
can choose more than one answer.

– Web applications

– Mobile/App applications

– Desktop applications

– Embedded Software Engineering

– Enterprise applications

– Other - please specify: (Free text)

• (Q50): How many years of experience do you have with
software development in general? (Free text)

C Security Score

For the security evaluation of the code, we used an adapted
version of this security score from Naiakshina et al. [43]:

• (Q51): How many years of experience do you have with
Python development? (Free text)

• (Q52): How many years of experience do you have with
Javascript development? (Free text)

• (Q53): If you have any comments or suggestions, please
leave them here: (Free text)

1. The end-user password is salted (+1) and hashed (+1).

2. The derived length of the hash is at least 160 bits long
(+1).

3. The iteration count for key stretching is at least 1000
(+0.5) or 10000 (+1) for PBKDF2 and at least 210 =
1024 for bcrypt (+1).

4. A memory-hard hashing function is used (+1).

5. The salt value is generated randomly (+1).

6. The salt is at least 32 bits in length (+1).

D Automated Detection Of Copied Code

This section describes the process which was used to
semi-automatically determine whether participants from the
groups LH and LH-W submitted code which they had copied
off of Let’s Hash.

Since participants would sometimes copy everything, in-
cluding comments, while others only copied the exact lines
that were needed, exact string matching would have been too
strict for our purposes. We used approximate string matching,
coded in python, to calculate a matching ratio. If the resulting
ratio dropped below a threshold of 80% for the cryptographic
tasks, or 50% for the task on password policies, the files were
examined manually. The thresholds were chosen on the basis
of manual spot sampling. The threshold for the password pol-
icy task was much lower than for the other two tasks because
this task involved some changes to the code that participants
had to make to be able to use it, while the code for the other
two tasks could be used as is.
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Abstract
Windows Hello for Business is Microsoft’s latest attempt to
replace passwords in Windows enterprise environments in-
troduced with Windows 10. It addresses some of the com-
mon password problems like password leaks or phishing at-
tacks, comes with built-in support for biometric authenti-
cation methods like fingerprint or facial recognition, and a
new user interface. We conducted a qualitative study with
13 employees accompanying the introduction of Windows
Hello in a small business studying its usability and deploy-
ability. Over five weeks, we measured authentication times,
let participants rate their user experience, and conducted in-
terviews at the end. In general, participants liked Windows
Hello and found it more usable than the traditional Windows
sign-in scheme. Windows Hello was faster and perceived as
more responsive than the traditional Windows login. How-
ever, participants tended to use PINs as a replacement for
their (longer) passwords instead of using biometrics. Lack
of hardware support (no biometric hardware available), the
form factor of device or setup of their workplace (e.g., bio-
metric hardware on the other side of the table) were some
reasons to not use biometrics but stick with a well-known
authentication method like a PIN.

1 Introduction

Replacing the omnipresent username and password scheme
for authentication has become an ongoing quest in the usable
security research community and parts of the software indus-
try. Still, passwords are the most common approach to au-
thenticate humans on digital devices, even though they have
substantial drawbacks in terms of both usability and security:

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
August 7–9, 2022, Boston, MA, United States.

Passwords can be phished or leaked, are often reused or hard
to remember, easily guessable for password-crackers, and
hard to use on devices without a physical keyboard [9, 31].

Despite the weaknesses of password-based authentication
only a few of the proposed alternatives found broader adop-
tion: Graphical passwords suffer from similar drawbacks as
text passwords, but are better in terms of memorability and
input behavior on small touchscreens, and are used for smart-
phone unlocking [4, 37]. Security tokens, typically in the
form of two-factor authentication (2FA), found some use in
corporate contexts where setup and management of the to-
kens are done by an IT department or for online services with
high security requirements (e.g., online banking). Regular
online services usually did not offer support for these tokens
because they need extra care in case of loss or theft, and in
the past were often incompatible when coming from different
vendors (this problem is probably solved through FIDO21),
and perhaps not wanted by the users [10]. Also, biometrics
are not well suited for authentication at online services, as
allowing the service provider to store biometric data poses a
privacy and security risk to the user because biometric fac-
tors can not be changed after a data leak or when using an-
other service. Furthermore, the provider requires access to
the biometric hardware to perform the authentication.

In contrast, biometric authentication is well suited for lo-
cal authentication such as smartphone unlock or sign-in on a
desktop computer and can be implemented without the bio-
metric data leaving the device. This local authentication can
then be used to unlock cryptographic secrets stored in a se-
cure enclave.

In recent years, this approach of unlocking stored login
credentials was adopted in several authentication protocols
(e.g., in FIDO2) and products, like for example Microsoft’s
Windows Hello for Business which was first introduced with
Windows 10. Windows Hello for Business replaces the tra-
ditional Windows login (i.e., with username and password)
with certificate-based authentication in which the private key

1https://fidoalliance.org/fido2/, as of June 9, 2022
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of the user is stored locally and unlocked via facial or finger-
print recognition, security token, or PIN. Since Microsoft
Windows still dominated the desktop operating systems mar-
ket in 2021 (approx. 75% market share2 of which roughly
82% was Windows 103) and Microsoft’s strategy of encour-
aging their customers to use the latest version of their oper-
ating system, we assume that Windows Hello for Business
will replace the traditional Windows login in companies in
the long run.

In this work, we accompanied the introduction of Win-
dows Hello for Business in a small company, investigat-
ing the usability and perceived security of the new sign-in
method. We were particularly interested in which benefits
and challenges participants see when using Windows Hello
and which authentication options (facial recognition, finger-
print, or PIN) they prefer to use and why. For our case study,
we recruited 13 employees to voluntarily participate during
their working hours. Over the course of five weeks, we fol-
lowed the transition from traditional Windows authentication
(with username and password or smart card) to Windows
Hello for Business.

In detail, we explored the following question:
RQ1 What are the usability differences between Windows

Hello for Business and the traditional Windows sign-
in? (Usability Comparison)

RQ2 What is the perceived security of Windows Hello for
Business? (Perceived Security)

RQ3 Which authentication options of Windows Hello for
Business are people willing to adopt and why?
(Use of Biometrics)

Our case study sheds some light on usability aspects that are
important when deploying a new sign-in method and pro-
vides insights into why people adopt (or not adopt) biometric
authentication in the corporate context which may also apply
to contexts other than Windows Hello.

2 Background: Windows Hello for Business

With the release of Windows 10 in 2015, Microsoft intro-
duced Windows Hello and Windows Hello for Business as
new options to authenticate on a Windows computer. Both
variants allow authentication using hardware tokens, biomet-
rics (e.g., facial or fingerprint recognition), or picture pass-
words4. Text-based passwords or six-digit PINs are still
available for cases in which biometric hardware is not avail-
able, is not accessible for certain user groups (e.g., people

2https://gs.statcounter.com/os-market-share/desktop/wor
ldwide/2021, as of June 9, 2022

3https://gs.statcounter.com/windows-version-market-shar
e/desktop/worldwide/2021, as of June 9, 2022

4https://docs.microsoft.com/en-us/windows/security/iden
tity-protection/hello-for-business/hello-overview, as of June
9, 2022

with impairments), or can not be used due to other restric-
tions (e.g., company policy).

As the name suggests, Windows Hello for Business in-
tegrates into Microsoft’s enterprise authentication solutions
while Windows Hello was designed for the consumer ver-
sions of Windows 10. Even though both variants provide
the very same user interface, the inner workings and security
features are quite different to meet the different use cases
(i.e., authenticating via an authentication server in an enter-
prise network versus local authentication on a personal de-
vice). Windows Hello unlocks a password, which is stored
encrypted, that is then used for authentication. In contrast
to that, Windows Hello for Business is built upon public-
key cryptography and uses certificates to authenticate against
a remote authentication server. A Trusted Platform Mod-
ule (TPM), when available, is used to securely store the login
credentials and to perform cryptographic operations.

Since the login credentials are stored locally on the de-
vice and unlocked via Windows Hello, every device must be
registered with a Windows account before Windows Hello
for Business can be used. This binding to a device marks
a paradigm shift from a knowledge-based authentication
scheme (i.e., username and password) to a combination of
several factors such as knowledge/biometrics and possession
(i.e., the device). Such a possession-based authentication
scheme is more secure because potential attackers have to
gain physical control over the device instead of simply steal-
ing the password remotely. However, requiring the use of a
specific device may not be feasible for every use case, espe-
cially, for people who frequently sign in to different devices,
Windows Hello for Business is not a usable solution.

3 Related Work

Windows Hello (for Business) has not been studied exten-
sively, especially there is little research with a focus on us-
ability. For completeness, we report the research on Win-
dows Hello and Windows picture passwords here. However,
the research is not comparable or closely related to our study.
Kim et al. [22] analyzed the security of Windows Hello and
propose a migration attack to compromise Windows Hello’s
authentication data. This attack is only applicable on devices
without hardware protection. In our study, all participants
used devices with TPMs where the attack is not applicable.

Issues with the Windows 8 graphical password scheme
were identified by Gao et al. [17]. They studied user choices
of graphical passwords in the lab and the field finding that
significant hotspots exist which can be exploited in an attack.

Studying the influences of human cognition on password
strength in picture passwords, Katsini et al. [21] conducted
an eye-tracking study using Windows Picture Passwords.
However, their goal was not to study usability or security
aspects of the authentication mechanism but just used it as a
working example of picture passwords for their research.
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Passwordless Authentication Since Windows Hello for
Business is an alternative to passwords and thus a form of
passwordless authentication, in the following, we discuss re-
cent literature in this field. The FIDO2 protocols are the lat-
est proposal for passwordless authentication. Most related in
terms of methodology is a study by Farke et al. [16] in which
they compared the use of security keys and passwords in a
small software company. The participants found the security
key to be slower than using their password manager and due
to further usability issues, several employees stopped using
the key despite its security benefits.

Lyastani et al. [26] compared user perceptions of pass-
wordless FIDO2 security key logins to signing in with a site-
specific password. While participants preferred the security
key over passwords, the hardware-related shortcomings like
account access on devices without USB ports questioned the
keys’ real-world suitability for passwordless authentication.
FIDO2-related issues like key recovery and account revoca-
tion in case the key is lost or stolen were also mentioned.

Passwordless biometric FIDO2 was first studied by
Oogami et al. [29] who documented the WebAuthn regis-
tration process with 10 participants on their existing Yahoo!
Japan accounts. Issues with the user interface design, like
a fingerprint icon being mistaken for the fingerprint reader,
were identified. These results, however, are mainly relevant
for the specific design of the Yahoo! Japan website.

Misconceptions about biometric FIDO2 and how to miti-
gate them was studied by Lassak et al. [24]. First, 42 crowd-
workers used biometric WebAuthn to log in to a website and
answered a questionnaire about misconceptions surrounding
the login. 67% of the participants assumed that the biomet-
ric information would be transmitted to the website. In focus
groups, the researchers then designed several notifications
and with 345 crowdworkers investigated how they could be
used to counteract users’ misconceptions. The researchers
found that some of the notifications partially addressed mis-
conceptions, but misconceptions about where the biometric
is stored partially persisted.

Less related but also focused on FIDO2 passwordless au-
thentication is research by Owens et al. [30]. 97 partici-
pants logged in to a fictitious bank website over the course
of two weeks with either a password or a smartphone as
a FIDO2 roaming authenticator (via a prototype protocol
called Neo). While Neo’s security benefits were recog-
nized by participants, login times with Neo were substan-
tially higher than for passwords. Participants also recognized
availability concerns regarding account recovery and avail-
ability of the phone.

4 Method

We designed our study to observe, in the context of a small
business, the benefits employees see in using Windows Hello
for Business but also what challenges they face. The em-

ployees voluntarily participated in the study using Windows
Hello for Business on their work computers during their reg-
ular work time. For five weeks, we gathered sign-in data
from each participant using a custom survey software appli-
cation installed on the participants’ work devices. Week one
captured their interaction and satisfaction with their previous
login method (password or smartcard). Week 2 to 5 did the
same for Windows Hello. To get in-depth feedback on their
experience with Windows Hello for Business, we conducted
interviews at the end of the study. In the following, we out-
line our study protocol and explain relevant aspects of our
survey application.

4.1 Study Procedure

The study procedure consists of three parts, where the second
part is subdivided into two phases: (i) An initial workshop,
in which we introduced the study, its procedure, and the par-
ticipants’ task; (ii) A five weeks long data collection phase,
in which we measured authentication timings and gathered
quantitative and qualitative feedback about logins consisting
of: (a) One week of using a traditional password or smart-
card-based login and (b) four weeks of using Windows Hello
for Business; (iii) Final interviews to learn about the partici-
pants’ experience using Windows Hello. An overview of the
study procedure can be seen in Figure 1.

Part of the quantitative feedback was a User Experience
Questionnaire (UEQ) [25]. We used the German version
consisting of 26 pairs of contrasting items describing as-
pects of usability and user experience. These items belong
to the six different categories Attractiveness, Perspicuity, Ef-
ficiency, Dependability, Stimulation, and Novelty. The only
modification we performed was replacing the term product
by sign-in method to fit the context of our study.

Initial Workshop To introduce our study, explain Win-
dows Hello, and recruit participants, we invited all eligible
employees to a 15-minute workshop. We began by commu-
nicating our study’s purpose, procedure, and the associated
risks. Since Windows Hello for Business requires to set up a
PIN, we proceeded by briefing the potential participants on
rules for choosing secure and memorable PINs.

By the end of the workshop, we handed out consent forms
for participants to read and sign if they agreed to participate.
Participation was voluntary and the entire time participants
had to invest in the study took place during their working
hours. In-person workshops are a typical format in which
new technology is introduced in this specific company.

Using the Established Mechanism (week one) In the first
week (Phase 1) of our study, we measured our baseline, with
participants continuing to use their established authentica-
tion scheme (passwords or smartcards). We collected data
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P9, P11, P12, P13P9, P11, P12, P13

~15 min ~15 min ~15 min

Figure 1: The study was divided into two phases: (1) The participants used the traditional Windows login for one week and
filled out an UEQ afterwards; (2) They used Windows Hello for Business for four weeks and again filled out an UEQ. We
conducted interviews with each participant after they finished Phase 2.

on the usage and experience with participants’ previous sign-
in methods via a self-developed survey pop-up we call Sur-
veyApp. It automates the process of a diary study which
was previously used in a paper-pencil format in similar stud-
ies [16, 23]. After every login, the SurveyApp appeared and
asked the participant to rate their satisfaction with the sign-
in on a five-point Likert scale. Additionally, participants had
the option to add a comment. We describe the SurveyApp in
more detail in Section 4.3. At the end of this week, partici-
pants filled in a UEQ as described above.

Using Windows Hello (week two to five) Following
Phase 1, Windows Hello for Business was enabled for the
participants’ user accounts. To keep the changeover time
as short as possible, all participants received individual as-
sistance from the IT department during the setup. This
approach ensured the best possible onboarding process and
thus the satisfaction in the early study stages might reflect an
upper bound. However, we think that it had little influence
on the longterm usage which was our main study focus.

Once Windows Hello was successfully configured, the IT
department disabled the ability to sign in with a password for
the participants, leaving Windows Hello for Business as the
only sign-in method available. Phase 2 was used to collect
data on the usage and experience with Windows Hello for
Business, in a rather normal usage context. Those partici-
pants whose devices had biometric capabilities could choose
freely between authenticating via PIN or with their biomet-
rics. Again, we collected the participants’ satisfaction with
the logins via our SurveyApp (cf. Section 4.3). This phase
lasted four weeks, subsequently, participants completed a
UEQ. Since users were free to choose between the differ-
ent Windows Hello sign-in options, the UEQ just represents
the overall experience with Windows Hello.

Interviews To gather more fine-grained feedback from
the participants, we followed up with 15-minute, semi-
structured, one-on-one interviews. We aimed to explore par-
ticipants’ impressions, feelings, and attitudes about and to-
wards Windows Hello in more detail. The interviews were
conducted and transcribed in German (see Appendix A).

We started the interviews by discussing the participants’
overall perception of the new sign-in method, as well as
the differences to the old, password or smartcard-based ap-
proach. For those with biometric sign-in options, we asked
the participants how of they have used biometic sign-in in
comparison to other sign-in options. We also asked for
participants’ opinions and potential general reservations to-
wards biometrics and whether any issues occurred during the
four weeks period. To compare participants’ impression of
authentication speed with our time measurements, we asked
the interviewees to gauge how much time they usually spend
per login with Windows Hello and whether this time differs
from the traditional Windows sign-in. This helped us to bet-
ter understand potential reasons for preferences of one or the
other sign-in option. Lastly, we were interested in the partic-
ipants’ security perception of Windows Hello compared to
their previous sign-in method. We concluded the interviews
with questions about the participants’ satisfaction with Win-
dows Hello, letting them specify pros and cons, whether they
would be use Windows Hello on their personal devices and
if they were willing to continue using Windows Hello.

Based on the interview questions, we used an a priori cod-
ing approach to analyze the interviews [12]. The researcher
who conducted the interviews created an initial set of codes
using the sections of the questionnaire (see Appendix A) as
themes under which one or more codes were grouped. We
discussed and refined this codebook as a group to specifically
focus the interview analysis on our Research Questions RQ2
and RQ3. One researcher coded all 11 interviews with the
initial codebook. During this coding sessions a few codes in
the Reservation Against Biometrics Section were added We
discussed the changes in the codebook and removed unused
codes (e.g., the code Password is faster or Prefers Finger-
print). The revised codebook is presented in Appendix B.

Using the revised codebook, another researcher coded all
interviews again. To determine the inter-coder agreement,
we used the coefficient Kappa of Brennan and Prediger [7]
(an improved version of Cohens’ Kappa). The second coder
reached a substantial agreement of κ = 0.72.
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4.2 Study Environment, Recruitment, and
Participants

The study was conducted at a small German company spe-
cialized in high-quality furniture, interior design, and store
fitting. This environment was particularly interesting to
study Windows Hello in because the needs in terms of au-
thentication are very diverse. Employees included those in
production where multiple users share a single machine, ex-
ecutives and sales personnel that often authenticate in public
while traveling, and accountants and draftsmen who work in
a regular office environment. Out of the 20 employees who
regularly access computer workplaces we invited 15 to par-
ticipate in our study. The remaining five were working part-
time or leaving the company soon so we excluded them from
our participant pool. Everyone who was invited agreed to
participate. We had technical issues with the Windows Hello
setup for one participant and another left the company during
the study so we excluded their data from our analyses.

Due to vacation or sickness, the study start and end dates
of the participants varied. The total time frame for the en-
tire study ranged from August 2021 when we held our initial
workshop to November 2021 when our last participant was
interviewed. The study was conducted during the Covid-
19 pandemic, however this did not specifically influence the
study environment or work flows in the company at that time.

Before the study, all except four participants had only used
passwords or smartcards to sign in at their workplace. The
four other participants had been part of a pilot test of Win-
dows Hello that had been carried out by the company before
our study. This pilot test solely tested the migration from
passwords to Windows Hello from a technical perspective
and was independent from our study. Since they already had
three to four months of experience with Windows Hello, they
did not participate in Phase 1 of the study as it would have
been confusing to switch them back to passwords just for the
purpose of the study.

Demographics Out of the 15 eligible employees, 13 par-
ticipated. Out of these, five were women and eight were men.
40% were aged between 18 and 29, 20% between 30 and 49,
and 40% were 50+. None of the participants had a back-
ground in IT. Participants’ job positions ranged from Engi-
neering and Design over Production Planning to Administra-
tion and Executive.

Computer Hardware and Password Policy The com-
puter hardware of our participants varied in terms of
model and also authentication capabilities. Most comput-
ers were Lenovo machines including different models of the
ThinkStation, the ThinkCentre, and the ThinkPad. Other par-
ticipants used a Microsoft Surface Pro 7+. All 13 computers
had a built-in TPM and could be unlocked via PIN. Addi-
tionally, four out of the 13 machines had a fingerprint reader,

3 offered fingerprint and face recognition, and one offered
only face recognition. During the study, all computers ran on
Windows 10 Professional with build number 19043 (21H1),
which was the latest release of Windows 10 at that time. The
machines received monthly security updates by Microsoft,
but no feature updates were installed during the time of the
study to obviate issues as much as possible. Per the com-
pany’s policy, all computers are locked automatically after
10 minutes of inactivity.

The company’s password policy only specified a length of
at least 10 characters. Further complexity requirements such
as the use of upper/lower case letters, numbers, or special
characters were not specified. Also, the company did not
enforce regular password changes.

4.3 Implementation
SurveyApp To collect satisfaction ratings from our partic-
ipants continuously during the entire period of the study, we
developed a GUI application (which we call SurveyApp). It
was displayed immediately after every sign-in the partici-
pants performed even before the actual desktop screen was
shown, and participants could rate their experience on a 5-
point emoji scale (cf. Figure 2). We chose emojis for their
intuitive meaning and quick interaction [1]. To unify the in-
terface and prevent misinterpretation due to differing render-
ings on different machines [27], we displayed the emojis as
images. To further prevent misinterpretation, each emoji was
equipped with a tooltip showing the satisfaction level as text,
they were displayed in ascending order, and explained dur-
ing our initial workshop. The SurveyApp also provided the
option to submit voluntary comments which was, however,
barely used by our participants.

Time Measurements To our knowledge, no Windows API
exists that provides data on the authentication of a user,
specifically the exact time frame when the user first starts the
sign-in to when the authentication is finished. The Microsoft
Windows lock screen LogonUI changes memory consump-
tion deterministicly depending on the user interaction. For
example, dismissing the lock screen and the submission of
credentials can be seen as separate events in the memory
traces. An example of such a memory trace can be seen in
Appendix C. We decided to use the memory profile as a side-
channel to measure the authentication timings. To capture all
sign-ins, our background application periodically checks the
process table for a running LogonUI process and when it is
present, records the processes’ memory usage every 250 mil-
liseconds. Since it is unlikely that a sign-in takes longer than
60 seconds and to limit the memory footprint of the back-
ground service itself we only preserved the last 60 seconds
of memory usage data.

We are aware that these timings are not entirely accurate
since users, e.g., might dismiss the lock screen by accident
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Figure 2: After each sign-in, the SurveyApp showed a win-
dow in which the participants were asked how satisfied they
were with the login procedure. To answer the question, par-
ticipants had to click one of the five emojis and the submit
button (in German: “Absenden”). Optionally, participants
could give additional feedback via the text field.

when not actually attempting a sign-in. Or its possible that
some time between dismissing the lock screen and sign-in is
not dedicated to authentication but might be spent talking to
a colleague coming by. Since in our study our main inter-
est surrounds the question of which method is faster and the
limitations apply to passwords and Windows Hello authenti-
cation equally, we consider this method valid to answer our
question. In short: it is important to acknowledge that our
time measurements are a valid means of comparing authenti-
cation timings within the scope of our study but they are not
an accurate representation of actual login times. LogonUI
also provides information on the used sign-in method which
allowed us to identify whether PIN or a biometric sign-in
was used during the Windows Hello phase.

Timing Data Analysis A challenge in the analysis of
the timing data we captured via the memory consumption
“sidechannel” is the fact that the individual memory profiles
differ on each machine and depend on the specific environ-
ment. For example, on some machines LogonUI’s memory
usage increases when the screensaver is disabled while on
others the memory usage decreases. These slight differences
make it difficult to automate the evaluation of sign-in timing
data. Additionally, specific memory profiles, like the first
sign-in after the machine has booted do not follow the typi-
cal memory profile pattern. For our timing data analysis we
therefore apply manual post-processing instead of an auto-

mated analysis. From the entire data set, we randomly sam-
pled time measurements and ensured that a similar amount
of timing data was analyzed for each participant. In total,
we selected and analyzed 66 time measurements of the 226
sign-ins from Phase 1 and 244 time measurements of 1,419
sign-ins from Phase 2.

4.4 Ethical Considerations
Our institution does not have an ethics board governing such
types of studies. We made sure to follow ethical principles
laid out in the Belmont report [28] and discussed the study’s
ethical perceptive with peers. We collected our participant’s
informed consent emphasizing that not participating or with-
drawing from the the study later on would not include any
negative consequences for them; neither personally nor for
their work. We made sure to reiterate this information dur-
ing every new phase of the study. We acknowledge that the
involvement of the employer in this study might pose more
pressure on subjects to participate, fearing negative conse-
quences for their regular work. To minimize this effect we
repeatedly emphasized how no negative consequences would
occur even if participants withdrew their consent. Moreover,
we thoroughly ensured that participants were aware that their
sign-ins are monitored during and only during the time frame
of the study. Participants did not receive any explicit com-
pensation because the study took part entirely during their
normal working hours so they did not have any additional
effort or workload. Participants’ data was pseudonymized
before analyzing and publishing the results. Basic data pro-
tection measures such as encrypting the data in transit and
access controls were applied to reduce the risk of a breach.

4.5 Limitations
We did an exploratory study of Windows Hello for Busi-
ness in a small company in Germany and due to the quali-
tative nature of the study, real-world setting, and the size of
the company, we could only recruit 13 participants (which,
nevertheless, is representative for this company). As four of
the participants already used Windows Hello before we con-
ducted the study, we could not collect the same data of their
use of the traditional Windows login as for the other partic-
ipants. Another participant (P5) used a smart card instead
of a password for sign-in, which is a very different authenti-
cation method that does not allow a direct comparison. All
these factors led to a small and heterogeneous sample. Thus,
study results are not generalizable to other authentication set-
tings or companies. Especially, the data on use of biometrics
is very limited and does not allow in-depth comparisons or to
draw conclusions for other environments. The specific work-
place setup also influenced the specific outcomes in prefer-
ences and authentication choices and is not representative for
different types of companies. Nevertheless, we consider the
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setup quite common for office and stationary desk focused
workplace settings. The company culture appeared fairly
trusting which might have had a positive influence on the par-
ticipants’ openness to changes so results are closely related
to trust, especially biometrics usage, should be interpreted
carefully and rather considered as an upper bound.

Moreover, as mentioned above, our time measurements
and analysis methodology do not allow statements about
real-world authentication timings but only comparisons
within the scope of our study.

5 Results

We structured this section along our research questions.
First, we show the results concerning the usability differ-
ences of Windows Hello for Business and the traditional
Windows login. Secondly, we present our findings on the
perceived security of Windows Hello. Finally, we illustrate
why participants used or not used Windows Hello with bio-
metrics. To provide context to the data that we gathered via
our SurveyApp, we present a brief summary of the number
of sign-ins we used in our analysis.

Frequency of Sign-ins Through the SurveyApp, we mea-
sure 226 sign-ins performed by the nine participants of Phase
1 and 1,419 uses of Windows Hello for Business in Phase
2 of the study. On average, each participant performed be-
tween 28 and 29 sign-ins via Windows Hello per week (SD:
10.8). However, due to different work routines, the number
of sign-ins greatly varies among the participants and over the
course of the study since some participants went on vacation
or got sick. Participant P5 had much fewer sign-ins (30 in
total) than all other participants, because they were a trainee
and attended school two days per week. During the four-
week period, P13 performed the most sign-ins with a total of
203 logins. Figure 7 in Appendix C shows the frequency of
sign-ins of the participants in more detail. A more detailed
description of the usage of different biometric methods can
be found in Section 5.3.

5.1 RQ1: Usability Comparison
To explore our first Research Question RQ1, we used the
results from the UEQs, the time measurements and ratings
from the SurveyApp, and the responses from the interviews.
As participants P9, P11, P12, and P13 already used Windows
Hello before the study, we could not gather bottom-line data
(i.e., login times, satisfaction ratings, and UEQ for the tra-
ditional Windows login) for these participants. We also ex-
cluded results of participant P5 from the UEQ comparison
because they used a smartcard instead of a password. How-
ever, we explicitly asked all participants in the interviews to
compare Windows Hello for Business with the authentica-
tion method they used before.

Perspicuity

Dependability

Stimulation

Efficiency

Novelty

Attractiveness

−3 −2 −1 0 1 2 3

Windows Hello Password

Figure 3: UEQ results for each of the six categories after
the first phase (Password) and the second phase (Windows
Hello). All boxes for Windows Hello are on the positive side
of the scale, indicating an excellent usability experience. In
contrast, ratings for password are more skewed to the nega-
tive side of the scale.

Usability Experience Questionnaires The evaluation of
the UEQs showed that Windows Hello for Business scored
better than the password-based Windows login across all six
UEQ scales. As mentioned before, we only used the re-
sponses from the participants that originally used passwords
(P1, P2, P3, P4, P6, P7, P8, and P9) for the comparison
shown in Figure 3.

Windows Hello was rated particularly well on the Per-
spicuity, Attractiveness, and Efficiency scales with average
scores higher than two. These high ratings indicate that
Windows Hello is even easier to understand than passwords
(which also receive fairly high ratings on the Perspicuity
scale) while being much more attractive and efficient to use
than passwords. Overall, the UEQ ratings for Windows
Hello were all above average, most of them even excellent,
compared to the UEQ benchmark data set [36]. In contrast,
the ratings for the password-based login are considered as
bad, except from Perspicuity which was rated above aver-
age. Comparing the UEQ results of password-based au-
thentication and Windows Hello via t-tests (as described in
the UEQ handbook [35]) reveals significant differences for
Attractiveness, Efficiency, Stimulation, and Novelty scales
(p < 0.01). The test results for Perspicuity and Depend-
ability (p < 0.02) are almost significant. Table 1 gives an
overview of the UEQ results of the two sign-in methods and
puts them in relation to the benchmark data set.
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Table 1: Comparison of UEQ results for password-based Windows login and Windows Hello for Business with the UEQ
benchmark dataset [36] and paired t-test for each scale [35]. The results were corrected via Bonferroni–Holm method.

Password Windows Hello t-test

Scale Mean Benchmark Mean Benchmark t Pr(>|z|)

Attractiveness -0.56 Bad 2.21 Excellent -8.86 <0.001 ***
Novelty -1.25 Bad 1.06 Good -4.76 0.001 **
Efficiency 0.00 Bad 2.16 Excellent -4.41 0.003 *
Stimulation -0.41 Bad 1.19 Above Avrg. -3.98 0.003 *
Dependability 0.75 Bad 1.66 Excellent -2.89 0.015 ·
Perspicuity 1.69 Above Avrg. 2.84 Excellent -2.97 0.019 ·

Signif. codes: *** =̂< 0.001; ** =̂< 0.01; * =̂< 0.05; · =̂< 0.1
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Figure 4: Average sign-in duration per participant and sign-
in method. Windows Hello for Business was faster for each
participant.

Authentication Speed Comparing the sign-in timings,
Windows Hello for Business was faster for all participants
in the study. The sign-in times for password ranged from
3.2s (P6) to 8.4s (P7), that is 5.7s on average. For Windows
Hello, the sign-in took 2.5s (P5) to 3.3s (P2 and P10), on
average 3.0s. These results indicate that authentication with
Windows Hello was on average 47% faster than password-
based authentication. Figure 4 shows the differences in the
duration of the sign-in process between password authenti-
cation and Windows Hello for each participant.

When we asked the participants in the interviews which
aspect of Windows Hello for Business they liked the most,
all of them mentioned the faster authentication speed.

Definitely, happier than with the password, be-
cause it’s simply faster. (P8)

This finding suggests that the usability of Windows Hello
greatly benefits from the gain in authentication speed. Some
participants attributed the speed gain to the shorter PINs.

Faster, because the PIN is obviously shorter than
my old password. (P11)

Previously, participants used passwords of a length of at
least 10 characters. The new PINs consist of 6 digits for all
participants. Many participants reported that they used long
and complex passwords which were hard to remember while
the PINs are easier to remember.

With the password, well I’ve used, I think, a
16-character password consisting of upper/lower
case letters, numbers, and special characters.
Once you’ve learned it by heart, than it’s fine but
if you have to learn a new one then it takes some
time to memorize it. A six-digit PIN is easier to
learn. (P7)

Although, we did not measure authentication errors, the
error-rate is another factor influencing the authentication
speed and participants mentioned this aspect during the in-
terviews.

I mistype less, as with upper/lower case letters and
such, because it was just numbers. (P4)

Windows Hello also requires less interaction during the
authentication procedure than the traditional login. Instead
of waiting for confirmation after entering a PIN by clicking
a button on the user interface or pressing Enter, Windows
Hello tries to perform a sign-in after the correct number of
key strokes. Participants noticed this subtle difference be-
tween PIN entry and the traditional password entry and saw
it as a benefit.

I don’t have to press enter, so it’s a bit faster. (P7)

Another improvement of Windows Hello is that it ignores
the state of Num-Lock and always allows to enter numbers
on the number keypad.

I don’t have to check the keyboard, I can type right
away, even if that number light isn’t on, it still
worked, I liked that. (P4)
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Figure 5: Satisfaction ratings submitted via the SurveyApp
after each sign-in grouped by authentication method and par-
ticipant. Only participants using passwords in Phase 1 are
included in the bar chart. The numbers on the bars are the
absolute number of ratings per level of satisfaction.

This improvement also helps to avoid errors and thus in-
creases the authentication speed. One participant stated that
fingerprint recognition annoys her and that she prefers to
sign-in with her PIN because she feels it is faster and she
already has her hands on the keyboard.

No, fingerprint annoys me. If I don’t put my finger
correctly on the reader, I can sign-in faster with
the PIN, also because I can type quickly. In short,
fingerprint makes me uncomfortable and I already
have my fingers on the keyboard anyway. (P9)

Satisfaction Beside the time data that we gathered, we
asked the participants after each successful sign-in how sat-
isfied they were with it via the SurveyApp (see Section 4.3
and Figure 2). Figure 5 shows the satisfaction rating for the
eight password-using participants.

Overall, most of the ratings were positive or neutral and
participants ratings were mostly consistent over time (Partic-
ipant 6 being an exception). However, the ratings for Win-
dows Hello tend to be higher than for password-based au-
thentication. which is also confirmed by a Wilcoxon signed-
rank test (p< 0.01, V = 0). We used a Wilcoxon signed-rank
test since we could not assume equidistance for our satisfac-
tion items. The higher satisfaction with Windows Hello is in
line with our findings from the UEQs and the feedback from
the interviews.

5.2 RQ2: Perceived Security

In general, the participants were not aware of any of the secu-
rity features that Windows Hello for Business offers. How-
ever, the perceived security of the different sign-in options
provided by Windows Hello varied greatly among the partic-
ipants.

Facial Recognition When asked which of the three sign-
in options (i.e., facial recognition, fingerprint, PIN), eight
participants found facial recognition to be the most secure.
Participants trusted facial recognition more than fingerprint
recognition, for example, they argued that the facial recog-
nition software were more sophisticated, that it would in-
volve several features of the face, and were resistant to sim-
ple forgery attacks.

I’m not an expert in this area but I imagine that
facial recognition software can store several fea-
tures, eye distance, face shape, etc., and that this
may be even more secure than a PIN. (P2)

Perhaps facial recognition is even more secure, we
tested it once, with a photo and via FaceTime, nei-
ther was accepted by the system. (P10)

Fingerprint Recognition One participant stated that fin-
gerprint recognition is the most secure sign-in method but
could not explain why.

I think fingerprint is probably even more secure
than facial recognition. But it’s just a feeling. (P6)

PIN Another participant said PIN is the most secure sign-
in method, explaining that they did not trust the technology
and that one can make up their own PIN which would be
hard to guess.

I don’t know. Sometimes I don’t trust things, you
come up with a PIN yourself, it’s hard to steal but I
don’t know if there isn’t a vulnerability, especially
with the camera and the facial recognition, I’m not
so sure. (P5)

Biometrics in General Participant P9 considered both
biometric sign-in options more secure than PIN, but saw
no difference between facial recognition and fingerprint in
terms of security.

Fingerprints are not used without reason as a
unique identifier in identity documents, so in this
respect I think that such a fingerprint is really se-
cure. But basically, facial recognition and finger-
prints are equally secure. (P9)
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Windows Hello for Business in General Participant P11
stated that all options of Windows Hello were equally secure.
They explained in the interview that facial recognition and
fingerprints are more secure than a password. When asked
whether the PIN was more secure, less secure, or equivalent
to the biometric methods, the participant said the PIN was
equivalent to the biometric methods.

Passwords One participant considered facial recognition
to be less secure than PINs and would prefer to not use it for
more critical services like online banking.

I don’t think I’d do my online banking with facial
recognition now, because I just don’t know enough
about it, and if someone can fool it with photos or
whatnot. (P7)

Instead, the participant considers a long, complex pass-
word with upper/lower case letters, numbers, and special
characters to be the most secure.

A 16 character password with special characters,
upper/lower case letters, and numbers seems more
secure to me. (P7)

The participant has previously read up on secure pass-
words and learned that complex passwords are harder to
guess than less complex ones.

So, I was on a password test site where I can en-
ter a password, and the site tells me how long it
would take a computer to hack it. When I use a
longer, more complex password and more differ-
ent character types, then it displays that it takes a
million years to hack it. (P7)

However, guessing attacks are only one problem and
phishing or password reuse are still problematic even if a
complex password is used. This statement underlines, why
security literacy is an important factor when deploying a new
security feature since it helps people to better understand the
change and may increase acceptance.

5.3 RQ3: Use of Biometrics
As described in Section 4.2, only eight participants had de-
vices with biometric hardware compatible with Windows
Hello (cf. Section 4.5). We encouraged these eight partic-
ipants to try and use the different sign-in method available
on their devices when Windows Hello was enabled in the be-
ginning of Phase 2. Besides a PIN, which every participant
could use, Participants P6, P7, P8, and P9 could use facial
and fingerprint recognition. Participants P10, P11, and P12
had only fingerprint readers on their devices and P13 had a
face recognition camera available.

However, our results show that only two participants fre-
quently used the biometric sign-in option. Participant P13
used facial recognition most of the time (174 out of 203 lo-
gins; 86%), and P11, who used facial recognition sometimes

(21 out of 112; 19%). All other participants (almost) always
used PINs for authentication via Windows Hello. Using
PIN instead of biometric authentication is counter-intuitive
as people usually find biometric authentication more secure
than passwords or PINs [38].

5.3.1 Reasons Not to Use Biometrics

Influence of Workplace Setup While our participants did
use laptops as work stations, these were mostly used with ex-
ternal screens and docking stations. The laptops were often
placed on the far side of the desk with closed lid and hard to
reach. This prevented easy access to the fingerprint scanner
which was mostly located next to the laptop keyboard. Sim-
ilarly, the built-in cameras were located at the top or bottom
of the laptop display. Opening the laptop lid for each sign-in
cancels out the convenience that biometrics may have be-
cause it requires additional steps and thus protracts the sign-
in. We also found that for facial recognition, the angle and
distance at which the laptop was placed to the user highly
influenced the accuracy and success rate of the logins.

Maybe it’s because the computer is too far away.
About a meter on the right side and I have to face
at my laptop, so to speak, and then sometimes it
does not recognize me. (P12)

Participant P13, who used facial recognition most fre-
quently, had a different setup than P12. They used a con-
vertible device where the docking station is connected via
a cable instead of a fixed mount. In order to use the de-
vice it also cannot be closed but must sit in an upright po-
sition. These factors address the exact issues mentioned by
Participant P12; a closed laptop lid, a laptop positioned too
far away, and at the wrong angle. Participant P13 had the
flexibility to place the device closer and change the angle in
which the device is directed towards them which could ex-
plain their more extensive facial recognition usage.

Fear of Being Observed Four participants (P9, P10, P11,
and P12) reported a feeling of being watched by the camera
and preferred, for this reason, the PIN sign-in option.

With facial recognition, you’re always a bit more
skeptical, the camera is always on, and you’ve
heard stories that they can be hacked. (P11)

Participants who already used facial recognition sporadi-
cally were asked if they would use facial recognition more
often if they had a camera not only on their laptop, but also
on their main screen, which would be better oriented to-
ward them and could eliminate the workplace setup issues
discussed above. All three of these participants (P10, P11,
and P12) expressed their discomfort with the idea of having
a camera mounted on top of the main display.

But then I might feel like I’m being watched. (P10)
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On the contrary, other participants suggested that mount-
ing an external camera on top of the primary monitors could
be a could solution to workplace setup issues.

Fear of Being Locked Out Three participants (P2, P4,
P11) saw risks regarding availability if there were technical
problems with facial or fingerprint recognition. While those
participants did not consider their fear as a reason not to use
biometric authentication, they did emphasize the importance
of having the PIN at least as a fallback option. Specifically,
they feared that the camera could break or fail to recognize
them if features in their face changed.

Face recognition always requires a working cam-
era. Does it work when I shave off my beard? I
don’t know if it still works then, no clue. (P11)

5.3.2 Reasons to Use Biometrics

Most participants did express to not have a general aversion
against biometrics. Participant P3, for example, stated that
they also use fingerprint recognition on their personal laptop.
All five participants that used a PC without biometric capa-
bilities mentioned that they would use biometrics if it were
available on their PC, as well. Participant P13, who used
facial recognition regularly, underlines this positive attitude
towards biometrics, describing it as easier to use.

And with facial recognition, it’s just a much easier
recognition. (P13)

A situational preference for biometrics was described by
participant P12. Overall, they preferred the PIN for the
aforementioned reasons but used facial recognition in situ-
ations where other people are present in the same room or
behind them when signing in. The participant deliberately
used facial recognition to avoid other people being able to
see their PIN when they entered it.

I have both options, if I wish that no one can see
my PIN, then I just go to the camera, then I do not
have to enter anything. I can decide freely. (P12)

Arguments for fingerprint and facial recognition, that are
also commonly described in biometric authentication litera-
ture [3,11] were also mentioned by a number of participants,
for example, that facial recognition does not require anything
to be remembered, since it does not require entering a secret.
While this a valid statement, it should be noted that Win-
dows Hello for Business always falls back to the six-digit
PIN when facial or fingerprint recognition does not work
(e.g., when the camera is disconnected or the lighting condi-
tions have changed). Therefore, there is a risk that users will
sign-in exclusively with biometrics over an extended period
of time and then tend to forget their PIN over time, which
would potentially lock them out of their device when the bio-
metric recognition fails.

6 Discussion

Studying usability in the field instead of a lab or online set-
ting helps to better understand what works well of, in our
case, Windows Hello for Business and what obstacles people
encounter when using it on a daily basis. In our study, Win-
dows Hello for Business outperforms the traditional login in
most usability aspects. We found that the Windows Hello lo-
gin is on average 47% faster than the login with passwords.
This is also reflected in the employees’ satisfaction with the
new authentication mechanism.

Knowledge-based Authentication vs. Biometry Usually,
passwords are not very popular among users and suffer from
various well-studied usability and security issues [9, 20, 31].
In recent years, a multitude of efforts have tried to coun-
teract and overcome the password issues, trying to populate
the use of password managers [15,32], graphical authentica-
tion [4, 37], and Multi-factor authentication [19, 33, 34] are
just a few to mention in this list. Biometric authentication
has been one of the few approaches that have proven to be
a viable, accepted, but still secure alternative to knowledge-
based authentication – at least in certain authentication con-
texts [18]. Our results offer interesting insights into relevant
factors for the real-world adoption of biometric authentica-
tion in the context of a corporate environment. Contrary to
most findings in the literature, where users prefer biometric
authentication over knowledge-based variants [3, 11], in our
study, most participants resorted to using knowledge-based
authentication (PINs) instead of biometrics. While partici-
pants in our company worked mostly stationary, this is dif-
ferent in other work settings especially for those traveling to
customers and working on the go. One of our participants
mentioned resorting to face recognition whenever someone
was present nearby to prevent shoulder surfing. Compared
to passwords, where shoulder surfing in public places in in-
evitable, the biometric option in Windows Hello allows for
shoulder surfing prevention while on the go.

Recommendation: Companies considering a switch to
Windows Hello should take their employees work modali-
ties into account. For example, by only providing biometric
hardware for those in need of shoulder surfing protection.

Next, we discuss factors that played a role in participants’
decision to use PINs instead of available alternatives.

Both hardware availability and hardware placement
played an important role in participants’ decisions against
biometric authentication. As described in Section 5.3, the
participants mostly worked with external displays and dock-
ing stations for laptops. This is typical for office settings,
where laptops are placed outside of direct reach, and lids are
kept close. Consequently, built-in fingerprint readers are not
(easily) accessible, and the built-in cameras are either not
facing the user, or facing users from angles they typically are
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not looking at. Furthermore, lock screens are typically dis-
played on the main display, which often is not the one with
the camera, making face unlock awkward to use. This is
in sharp contrast to authentication on mobile devices, where
biometrics have a significant share (e.g., 80% consumer de-
vices in the USA had biometrics enabled in 2020 [13]). Here,
the sensors for fingerprint and face recognition are placed to
be reachable easily when using the device.

Recommendation: Biometric hardware can offer great
usability benefits but only in the correct usage setting. If it is
not essential for a company to offer biometric logins it can be
sufficient to offer Windows Hello with PINs since high user
satisfaction can be expected.

Privacy Issues While in recent years, most of the lap-
tops and convertibles come with built-in facial or finger-
print recognition capabilities, in office environments station-
ary computers are still broadly used which do not have these
functionalities built-in (five participants had such a device).
The aforementioned workplace setup can render some of
the built-in authentication hardware useless. Consequently,
additional hardware for biometric authentication needs to
be purchased and set up which is an investment that some
employees potentially disprove, either because they do not
want to use their fingerprints for authentication at work or
feel under surveillance when facial recognition cameras are
mounted to their displays. Such privacy-related concerns
with using biometrics are well-known in the literature [8]
but have more severe implications in the corporate context
than for private usage. The company we conducted our
study at was a small, family-owned business with a trust-
ing work climate so our participants did not strongly express
any explicit privacy concerns with regard to their company.
However, this might be different in larger corporations or in
less positive work climates, especially in cases where em-
ployee surveillance has already been an issue [2, 5, 14]. In
those cases, employees might feel like their privacy is in-
vaded when being encouraged or even enforced to use bio-
metrics. Facial recognition can even evoke a feeling of being
monitored. Part of the solution could be the use of cam-
eras with built-in shutters. However, since even PINs were
highly accepted, more usable, and much faster than the tra-
ditional Windows sign-in, it might be sufficient to rely on
non-biometric Windows Hello.

Recommendation: When choosing (biometric) hardware
for Windows Hello take your company culture and trust envi-
ronment into account to obviate employees feeling uneasy or
even monitored. For some companies it might be sufficient to
rely on PINs and not introduce biometric hardware after all.

Deployment of Windows Hello Even though Windows
Hello offers some strong usability benefits (like Quasi-
Memorywise-Effortless, Quasi-Physically-Effortless, Easy-

to-learn, Efficient-to-Use; cf. Bonneau et al. [6]) it intro-
duces extra effort in the deployment phase (Negligible-Cost-
per-User not fulfilled). As the login credentials of Windows
Hello are tied to a specific device, i.e., every device, a person
wants to use, has to be enrolled with the Windows account of
that person (cf. Section 2). In organisations in which people
share their devices, the default setup of Windows Hello for
Business, i.e., using the built-in TPM, is not feasible.

Smartcards or other hardware tokens (e.g., FIDO2 tokens
like YubiKeys5) have the advantage that they support roam-
ing. The same goes for passwords which are stored with the
user account on a server in the enterprise’s network and not
on the individual devices.

However, the authentication secret being bound to and
never leaving the device is an intentional security and
privacy-preserving feature of Windows Hello. This might
not be an issue or even beneficial in work environments
where every user has their own device and only uses that
but in many work settings with several shared computers,
Windows Hello will not provide the necessary flexibility a
password or roaming token does.

Recommendation: Windows Hello using the built-in
TPM is less suited for shared devices, especially with many
users. Relying on roaming authenticators or the traditional
password is a better choice in these cases.

7 Conclusion

We studied Windows Hello for Business, Microsoft’s latest
alternative to traditional password authentication. In a small
business, we measured authentication times of 13 employ-
ees, collected their experience, and conducted interviews to
understand their perceptions of and attitudes towards Win-
dows Hello in the wild. Our five weeks long study revealed
that, in general, participants like Windows Hello, finding it
more usable than the traditional Windows sign-in methods.
Windows Hello was measurably faster, perceived as more
responsive, and convenient to use. Contrary to findings on
biometrics usage in mobile devices, participants in our study
tended to use PINs most of the time. This was partially due
to a lack of availability of biometric hardware, the form fac-
tor of their device, and the setup of their workplace (e.g.,
biometric sensor not reachable).
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Appendix

A Interview Questions

General Perception of Windows Hello

• You’ve been using Windows Hello for the past four weeks, how happy are you with it?

• Can you explain the differences between password/smartcard login and Windows Hello?

• Did you encounter any problems logging on to the PC over the past four weeks?

– How have you solved them?

Use of Biometrics

Skip these questions if participant doesn’t have biometric hardware available.

• Your device has a facial recognition camera/finger print reader, have you used this/these feature(s)?

– How often have you used facial recognition/finger print recognition compared to the PIN?

• What stopped you from using facial recognition/finger print recognition?

• Which login method have you used most and why?

Perceived Authentication Speed

• How much time do you spend per login with Windows Hello compared to password/smartcard?

Perceived Security

• Please rate the security of Windows Hello.

– Do you think there is a difference between facial recognition, finger print recognition, and PIN in terms of security?

– Are there any security issues you see with the use of Windows Hello?

Satisfaction

• Windows Hello is available on many laptops and desktop computer, would you use it on your personal Windows computer?

• Is there anything you like in particular about Windows Hello?

• Is there anything you dislike about Windows Hello?

• Would you rather continue using Windows Hello or return to the traditional password/smartcard?
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B Codebook

Table 2: The codebook used to code the interviews.

Code IDs Description Example

General Perception of Windows Hello

Hello is fast P1, P2, P3, P4,
P5, P6, P7, P8,
P10, P13

Windows Hello is seen as a fast
way of authentication.

“The speed, I boot up and can start
working right away, wouldn’t know what
could make it better now.” (P13)

Uses / Considers to use
Hello personal devices

P1, P2, P3, P4,
P7, P8, P9, P10,
P13

Participant considers to use, or
already uses, Windows Hello with
his personal devices at home.

“On my private laptop I’m using the fin-
gerprint, that is also convenient.” (P3)

Continue using Hello <all> Participant wants to continue using
Windows Hello after the study.

“No, no, the number combination was
more appealing to me, I wouldn’t want to
go back to the password now.” (P8)

Hello is convenient P2, P6, P7, P11,
P12, P13

Windows Hello is seen as a
convenient way of authentication
(compared to the password).

“It was definitely more convenient than
before, I had a longer password before.”
(P7)

Hello is easy P1, P2, P3, P5,
P10, P13

Windows Hello is easy to learn
and easy to use (compared to the
password).

“It was easier with the PIN. So, I found
the handling better than before.” (P3)

Preferred Sign-in Method

Prefers Face P13 Participant prefers facial
recognition over all other methods.

“And with facial recognition, it’s just a
much easier recognition, you know, you
are signed-in through then just the facial
recognition.” (P13)

Prefers PIN P7, P8, P9, P10,
P11, P12

Participant prefers PIN over all
other methods.

“The number combination. Yes, because
as I said, it was a tad faster.” (P12)

Reservation Against Biometrics

Availability risks P2, P4, P11 Participant describes risks
regarding the availability of the
authentication method (e.g.
camera is not working, fingerprint
is not detected).

“The fingerprint recognition, I could
imagine, if you have wet hands, so that’s
not the case with us now, but if your
hands are wet or have a possible in-
jury, then you would have maybe prob-
lems with the sign-in.” (P2)

Accustomed to PIN P8, P8, P9, P10,
P11

Participant is used to use the PIN
and prefers it over other methods.

“Yeah, I’m kind of used to typing.” (P10)

Laptop lid closed P6, P7, P10 The laptop is docked and the lid is
usually closed which covers the
biometric sensors of the device
and makes them unavailable until
the lid is opened manually.

“I tried it once, but yes, by the fact that
I actually always have the laptop closed,
that would have been a circumstance for
me to use it that way.” (P7)

Laptop too far away P11, P12 The laptop is docked and on the
other side of the desk which brings
the biometric sensors out of reach.

“What is a bit stupid is that the notebook
is not frontal to the monitor, if I now had
a camera directly on the monitor it would
certainly be a bit better.” (P11)

Too secure /
unnecessary

P6, P8, P11 Windows Hello is seen as too
secure and unnecessary for this
type of scenario it is used in.

Personally, I don’t see this as a necessity.
(P11)
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Table 2: Continued from previous page

Code IDs Description Example

Fear of being observed P9, P10, P11,
P12

Participant feels observed through
the web cam pointing at them.

“Then I have the feeling that I am am be-
ing watched.” (P12)

Perceived Authentication Speed

Hello is faster <all> Authentication can occur faster
using Windows Hello compared to
the password.

“Yeah, between half and 3/4 as long as
the password, around the twist, I’d say.”
(P6)

Perceived Usability

Hello nothing to carry P5, P12, P13 Participants do not have to carry
an additional token/device.

“You don’t always have to carry the stick
with you and you can’t forget it.” (P12)

Hello fewer errors P2, P3, P4, P6,
P8, P9

Participant faces fewer
authentication failures when
signing-in (e.g. due to mistyped
password).

“I mistype less, with upper and lower
case letters or something, because it was
just numbers.” (P4)

Hello memory-wise
less effort

P4, P7, P8, P11,
P13

Participant needs to remember less
information to sign-in, a six-digit
PIN is always shorter than a
password with minimal length of
10 characters.

“And I can remember it better, because
sometimes, especially after a vacation,
you kind of forget the password.” (P4)

Perceived Security

Biometrics most
secure (no difference
between
face/fingerprint)

P9 Participant considers biometrics as
most secure authentication
method, fingerprint and facial
recognition are seen as equally
secure sign-in options.

“But basically, the two sign-in options
seem to be equally secure to me.” (P9)

No difference between
Hello methods

P11 Participant considers all sign-in
options of Windows Hello as
equally secure.

“Yes, I would put them in the same cate-
gory.” (P11)

Facial recognition
most secure

P1, P2, P3, P4,
P8, P10, P12,
P13

Participant considers facial
recognition as most secure sign-in
option.

“If you now take facial recognition again
and also the fingerprint, I also have the
impression that facial recognition is eas-
ier, better and more secure.” (P13)

Password most secure P4, P7, P11 Participant considers traditional
passwords as most secure sign-in
option.

“So I suppose it’s also secure, but yes, in
theory it seems more insecure than a long
password.” (P7)

Fingerprint most
secure

P6 Participant considers fingerprint as
most secure sign-in option.

“Yeah, I think fingerprint is probably
even more secure than facial recognition,
so purely emotionally, but yeah.” (P6)

PIN most secure P5 Participant considers PIN as most
secure sign-in option.

“No, I think the PIN is even more secure.”
(P5)
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Figure 6: Example of a memory profile of Microsoft’s LogonUI used to determine the sign-in timings.
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Figure 7: Sign-ins of the participants over the course of the study.
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Abstract
Password managers help users more effectively manage their

passwords, yet the adoption of password generation is

minimal. One explanation for this problem is that websites’

password composition policies (PCPs) can reject generated

passwords, creating a usability impediment. To address this

issue, we design a PCP language that websites use to

describe their PCP and that managers use to generate

compliant passwords. We develop this language using an

iterative process involving an extensive collection of PCPs

scraped from the Web. We provide libraries for adopting our

PCP language into websites and password managers and

build proof-of-concept prototypes to verify the real-world

feasibility of our PCP language. Using a 25-person user

study, we demonstrate that our language and libraries are

easy to pick up and correctly use for novice developers.

Finally, we replicate and extend past research evaluating Web

PCPs, showing that half of PCPs fail to require passwords

that resist offline attacks when considering that users prefer

certain character classes when selecting their passwords.

1 Introduction

Despite their problems [7–9, 27, 30, 34, 37], passwords

remains the dominant form of authentication [5]. Password

managers strengthen password-based authentication by

helping users generate, store, and enter passwords, making it

easier to adopt strong, unique passwords [19, 27]. Still,

research has shown that password manager users underutilize

password generation [19, 28]. One potential explanation for

Copyright is held by the author/owner. Permission to make digital or hard

copies of all or part of this work for personal or classroom use is granted

without fee.

USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.

August 7–9, 2022, Boston, MA, United States.

this phenomenon is that websites’ password composition

policies (PCPs) can reject generated passwords, decreasing

the usability and utility of the generator. [16, 25].

To address this issue, we design a PCP language that

websites can use to encode and publish their PCP, with

password managers downloading the PCP to ensure that they

only generate compliant passwords. To inform the design of

this PCP language, we extract 270 PCPs from a

geographically diverse set of 626 popular websites. Using

this dataset, we build an initial PCP language, then iteratively

refine it as we encode the gathered PCPs, stopping once all

PCPs in our data set can be efficiently and useably encoded.

Our final PCP language is more feature-rich than previous

efforts and is the first PCP language that can represent the

full range of PCPs found in our dataset.

To demonstrate the feasibility of our proposed language,

we (i) build proof-of-concept websites that publish their PCP

using our language; (ii) modify BitWarden, a popular

password manager, to download these PCPs and generate

compliant passwords; and (iii) create Python and JavaScript

libraries that make it easy to use our PCP language in server-

and client-side code. Next, we conduct an online usability

study with 25 participants, measuring their ability to author

PCPs using our language and tools. Our results show that

most participants can rapidly comprehend our language and

author PCP descriptions, even for complex policies.

Finally, we replicate and extend prior work analyzing Web

PCPs [10, 20]. In contrast to prior efforts that use a simple

heuristic that only considers the minimum length and

allowed characters for measuring PCP strength, our analysis

takes into account all requirements of the PCP. Additionally,

our analysis includes both upper- and lower-bound estimates

for PCP strength that take into account how users select

passwords [18, 36]. This improved analysis shows that most

PCPs in our dataset fail to require passwords that resist

offline attacks. Furthermore, for users that prefer passwords

comprised primarily of digits [18], nearly half of the

evaluated PCPs fail to require passwords that resist online

attacks.
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Research Artifacts: Our data, scripts, and prototypes are

available at https://userlab.utk.edu/publications/
gautam2022improving.

2 PCP Dataset

To inform the design of our PCP language, we gathered an

extensive corpus of PCPs deployed on the Web. Our sample

is demographically diverse, including websites from

highly-populated countries in each of the six inhabited

continents: Africa—Nigeria, Asia—India,

Europe—Germany and the United Kingdom (UK),

Oceania—Australia, North America—United States (US),

South American—Brazil. We also measured PCPs from

China, Iran, and Russia to see if their high levels of Internet

censorship [15] impacted PCP selection.

2.1 Sources

We used the Alexa and Quantcast lists of the most popular

websites to select websites for each country. In January 2019,

we downloaded the Alexa lists of the 250 most popular US

websites and the top 50 lists for the remaining nine countries

we examined. As we began to analyze these websites, we

noticed a high overlap between the websites listed for each

country. To obtain more unique websites for each country,

in February 2019, we downloaded the Quantcast lists of the

top 50 most popular websites for each country. We selected

Quantcast as its country-specific lists had minimal overlap

with global and US-specific websites from Alexa. We also

analyzed the websites listed in the Quantcast top 50 global

lists. In total, these lists identified 626 unique websites.

Next, we removed websites that do not support account

creation, delegate all authentication to single sign-on (SSO)

providers, or require resources we do not have to create an

account (e.g., a bank account). For the remaining 320

websites, we identify websites that use the same

authentication backend (e.g., google.com and youtube.com),

keeping only a single representative website. We then

extracted PCPs from the remaining 270 websites.

2.2 Analysis

To extract the PCP for each website, we took the following

steps. First, we would look for PCP components described

textually on the account creation web page or elsewhere on the

domain. Second, we would examine the HTML form, looking

for validation attributes that restricted what users could enter

for their password. Third, we evaluated any JavaScript used

to validate the password, identifying restrictions enforced

therein. Fourth and finally, we manually tried to enter various

passwords of different lengths and compositions.

2.3 Limitations
While our data collection resulted in a large and rich corpus,

we recognize there are limitations to our methodology. First,

while covering more features than past efforts [10, 14, 20],

our data is not comprehensive. Still, we believe our dataset is

sufficient for our purposes as we achieved saturation [2]—i.e.,

we stopped discovering new PCP features at the latter end of

our analysis.

Second, it is likely that we missed some PCP edge cases.

Only by investigating the server-side code would it be possible

to identify the exact PCP definitively. Automating the process

to check more password combinations would be problematic

as this would involve flooding the website with passwords.

3 PCP Description Language

Using our PCP dataset, we design a language for describing

PCPs. Our language has two key design goals: (1) describe

the PCPs in our dataset and (2) be simple to read and write

for administrators and machines. To achieve these goals, we

followed an iterative design process:

First, we created a draft version of our PCP language

based on prior research (§9) and PCP features in our dataset.

Second, we encode the PCPs in our data set using this

language. When we encountered a PCP that was onerous to

encode, we modified our draft PCP language to address pain

points. We would then re-encode all prior PCPs to ensure

that our change did not cause a usability regression. Third,

after encoding all PCPs, we reviewed our language with

others from our research group, focusing on improving the

language’s readability and identifying PCP features they had

encountered in the wild but are absent in our PCP dataset.

Based on their feedback, we updated our language and

re-encoded the PCPs in our dataset (continuing to look for

usability issues). After making a full pass encoding PCPs

without changing our language, we considered it finished.

3.1 PCP Language
A PCP in our language is composed of two components: (a)

a set of characters allowed in a password and (b) rules about

password composition.

The allowed characters are grouped into named, disjoint

sets of characters—a charset. By default, the PCP uses the

following four default charsets: lowercase English letters

(lower), uppercase English letters (upper), Arabic numerals

(digits), and the OWASP password symbols [26] (symbols).

Our language allows these default charsets to be modified,

new charsets to be added, and default ones to be removed.

Our language also provides an alphabet charset that, if used,

merges and replaces the default lower and upper charsets.

A PCP composition rule is a set of requirements that

passwords must comply with to be valid. If a PCP contains
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multiple rules, a password need only satisfy the requirements

for a single rule to be valid (the overwhelming majority of

PCPs only have one rule). For example, if one rule specified

that passwords must be eight characters long and contain

lowercase letters and symbols and another rule specified that

passwords must be fifteen characters long, fifteen character

passwords of only digits would be valid, whereas fourteen

character passwords of only digits would not.

The possible requirements in each rule are as follows:

• min_length is a positive integer specifying the

password’s minimum length (inclusive). All rules

require that min_length is set, with all other

requirements optional.

• max_length is a positive integer specifying the

password’s maximum length (inclusive).

• max_consecutive is a positive integer indicating the

maximum number of times the same character can

appear consecutively in a password. For example, to

prevent passwords such as AAA or ZZZ,

max_consecutive would be set to 2.

• prohibitted_substrings is a set of strings that may not

appear anywhere in the password. When used, this

commonly includes the website name and other related

words. For example, to prohibit the string "google",

prohibited_substrings would be set to ["google"].

• require is a list of charsets that must appear in the

password. For example, to require that a password must

have letters and digits, require would be set to

["alphabet", "digits"].

• require_subset is an object containing a list of charsets

(options) from which count of those options must

appear in the password. For example, to require that a

password must have digits and symbols, but not

necessarily both, require_subset would be set to

{"options": ["digits", "symbols"], "count": 1}. If not set,

options defaults to using all the PCP’s charsets; count
defaults to one.

• charset_requirements is a map between charset names

and requirements for the named charset. For example,

to add additional requirements for digits,

charset_requirements would be set as such:

{"digits": {requirements}}. Possible requirements

include:

– min_required is a positive integer specifying the

minimum number of times this charset must appear

in the password.

– max_allowed is a positive integer specifying the

maximum number of times this charset may appear

in the password. For example, if set to two for the

digits charset, passwords containing 111 or 123
would be rejected.

{
"charsets": {

"name": "characters", . . .
},
"rules": [{

"min_length": Z
+,

"max_length": Z
+,

"max_consecutive": Z
+,

"prohibited_substrings": ["substring", . . .],

"required": ["charset_name", . . .],
"require_subset": {

"options": ["charset_name", . . .],
"count": Z

+

},

"charset_requirements": {
"charset_name": {

"min_required": Z
+,

"max_allowed": Z
+,

"max_consecutive": Z
+,

"required_locations": [Z+, . . .],
"prohibited_locations": [Z+, . . .],

}, . . .
}

}, . . .]
}

Listing 1: JSON schema for our PCP language

– max_consecutive is a positive integer indicating the

maximum number of times this charset can appear

consecutively in a password. For example, if set to

two for the alphabet charset, passwords containing

abc or ddd would be rejected.

– required_locations is a list of indices for the

password at which this charset must appear.

Passwords are zero-indexed and negative indices

are supported (i.e., reverse string indexing). For

example, to require a password that starts and ends

with a symbol, required_locations for the symbols

charset would be set to [0, -1].

– prohibited_locations is a list of indices for the

password at which this charset must not appear.

Passwords are zero-indexed and negative indices

are supported (i.e., reverse string indexing). For

example, to prevent a password from having the

last two characters as digits, prohibited_locations
for the digits charset would be set to [-1, -2].

A JSON schema for our final PCP language is given in

Listing 1. Examples of real-world PCPs encoded using our

language are given in Listing 2.

Examining the JSON-encoded PCPs in our dataset, we find

that they are 17–205 characters long, with a median length of

36 characters. These small sizes are evidence that our PCP

efficiently encodes passwords. Lastly, we note that while

we used JSON to encode policies, they could also easily be

encoded in a wide range of data-interchange formats (e.g.,

YAML, protobuf).
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# Passwords of length six to twleve (walmart.com)
{"min_length": 6, "max_length": 12}

# Password must include at least one digit, symbol, and
alphabetic character (facebook.com)

{
"min_length": 6,
"require": ["digits", "alphabet", "symbols"]

}

# Custom definition for symbols that are allowed
(macys.com)

{
"charsets": {"symbols": "!\"#\$%&'()*+:;<>?@[]^`{}~"},
"rules": [{"min_length": 7, "max_length": 16}]

}

# Password must have at least one alphabetic character
and either a digit or a symbol (bbc.com)

{
"min_length": 8,
"max_length": 50,
"require": ["alphabet"],
"require_subset": {

"count": 1,
"options": ["digits", "symbols"]

}
}

# Password can be eight characters if it contains a
lowercase character and a digit. Otherwise, it must
be fifteen characters long. (github.com)

{
"rules": [

{"min_length": 8, "require": ["lower", "digits"]},
{"min_length": 15}

]
}

Listing 2: PCP examples encoded in our language

4 PCP-Compliant Password Generation

To demonstrate the feasibility of our proposed language, we

(1) created libraries for using our PCP language, (2) built

proof-of-concept websites that publish their PCP using our

language, and (3) modified a password manager to generate

PCP-compliant passwords.

4.1 Library Implementations

We constructed Python1 and JavaScript2 libraries to support

our PCP language. These libraries enable the programmatic

creation of PCPs, encoding PCPs to JSON, and parsing PCPs

from JSON. They also automatically validate PCPs to ensure

they are both semantically correct—e.g., that min_length is

appropriately set and that character sets do not overlap—and

logically consistent—e.g., that a policy does not

simultaneously require and prohibit a character class.

These libraries also support checking passwords against

a PCP. Finally, they can evaluate the strength PCPs, giving

administrators an idea of how likely a PCP is to result in

1https://pypi.org/project/password-policy/
2https://www.npmjs.com/package/password-composition-

policy

passwords that resist online and offline guessing attacks (see

Appendix B for more details).

4.2 Website Implementation

We built five proof-of-concept websites, each with a PCP of

varying complexity. We implemented these websites using

Flask (Python) on the backend and JavaScript on the frontend.

Each website publishes its PCP and provides a form where

passwords can be generated, submitted, and verified.

We identified three approaches for publishing PCPs:

1. HTML: A new attribute could be added to the password

field, which would be set to the JSON-encoded PCP.

Alternatively, the PCP could be encoded as XML within

the HTML, adjacent to the password field.

2. HTTP header: An HTTP header (e.g., X-PCP) can

specify the JSON-encoded PCP for relevant pages.

3. File: The JSON-encoded PCP could be available at a

known URL (e.g., domain.tld/pcp.json). If there are

multiple PCPs for a domain, this file could contain a

mapping between URLs and PCPs.

Our websites use the third approach as it is the easiest to

implement and the only approach which can work with

non-browser-integrated managers. We checked the validity of

submitted passwords on the client-side using our JavaScript

library and on the server-side using our Python library. A
significant benefit of publishing PCP and using our tool to
validate them is that if the PCP is ever updated, there is no
need to separately update the validation code, simplifying
developer workloads and preventing situations where the
client- and sever-side validation may become out of sync.

4.3 Password Manager Implementation

We modified BitWarden, a popular open-source password

manager, to check if a domain hosts a /pcp.json file, and if

so, to use it to generate PCP-compliant passwords. The actual

generation is handled by our JavaScript library and occurs

over three phases:

In the first phase, we set the password length to the smallest

min_length (if there are multiple rules). Next, we use our

JavaScript library to check if passwords of this length using

this PCP will be offline-resistant password [11]. If not, we

choose the smallest length that would result in an offline-

resistant password.

In the second phase, we create an array of length equal

to our calculated minimum length. Each position within the

array contains an (initially empty) list of which charsets can

appear at that position. To fill these lists, we first satisfy

required_locations by setting the list at the specified index to

its respective charset. Next, we set the remaining empty lists

as necessary to satisfy min_required and required. Lastly, the
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remaining empty lists are set to include all allowed character

sets unless doing so would violate max_allowed.

In the third phase, we shuffle all indices not set due to

required_locations. We then generate a password by

randomly selecting a character at each index from the

charsets in the list at that index. We then check the generated

password against the other requirements in the PCP. If it is

not, we repeat phase three until we generate a valid password.

In addition to ensuring that generated passwords are

PCP-compliant, we also follow recommendations by Oesch

et al. [24] and ensure that generated passwords are not

randomly weak. This is done by checking passwords using

zxcvbn and ensuring that the generated passwords receive the

highest strength rating (4).

5 Usability Study

To evaluate the usability of our developed language and

libraries, we conducted an IRB-approved user study wherein

participants authored five PCPs of varying complexity using

our PCP language. This section gives an overview of the

study and describes the tasks and study questionnaire. In

addition, we discuss the development and limitations of the

study. The study instrument is given in Appendix A.

5.1 Study setup
The study ran for three weeks starting Friday, January 28,

2022, and ending Tuesday, February 15, 2022. In total, 25

participants completed the study. The study was designed

to take about thirty to forty minutes and participants were

compensated with a $25 Amazon gift card. Participants were

required to have Python 3.6.1 or higher installed on their

system. The study was administered online using Qualtrics.

Participants were recruited from the EECS department at

our local university using posters, email invitations, and class

announcements. We also asked researchers at other

universities to share the study with their students. We chose

to use EECS students as we felt they were a good

representation of novice developers, and we hypothesized

that our language and libraries would be sufficiently usable

to support novice developers.

5.2 Study tasks
Participants started by reading and accepting an informed

consent statement. Next, participants installed our Python

library and executed a Python instruction that allowed us to

confirm that the library was correctly installed. They then

entered basic demographic information (class standing, major,

gender).

Participants were told that in the study they would be

authoring five PCPs. They were given a link to

documentation for the Python library and informed that this

link would also be provided with each task. The

documentation included a description of our language,

source code examples, and JSON-encoded PCPs.

Participants encoded five PCPs:

1. The password must be at least 8 characters.

2. The password must be at least 8 characters and contain at

least two of the following: uppercase, lowercase, digits,

symbols.

3. The password must be at least 12 characters, contain a

letter and a number, and not contain whitespace.

4. The password must be at at least 8 characters long and

contain a letter and a number. Alternatively, the

password must be at least 15 characters.

5. The password must be at least 8 characters, contain at

least two symbols, contain either an upper or lowercase

letter, not contain the string "mywebsite", and none of

the following characters: ^'";/\

Upon submitting a PCP, the survey checked whether the

submitted PCP was parsed correctly. It also verified that

the PCP was correct by checking two valid and two invalid

passwords. Participants were allowed to continue when they

submitted a correct PCP description or once two minutes

had passed (to prevent participants from becoming stuck).

After submitting their policy, participants completed an After-

Scenario Questionnaire [31] (ASQ) about their experience.

Upon completing all five policies, participants were asked

to fill out the System Usability Scale [6] (SUS) regarding

their overall experience. They were also asked what they

liked most and least about the system and library. Finally,

they were asked to provide any other feedback they had.

5.3 Demographics
Participants were largely male: male (19; 76%), female (6,

24%). All students studied computer science (23; 92%) or

electrical engineering (2; 8%). Participants were all more

senior students: juniors (2; 8%), seniors (10, 40%), graduate

students(13, 52%).

5.4 Study Design
Initially, we structured study compensation as a raffle, where

five participants would receive a $50 Amazon gift card. Under

this incentive scheme, only two participants completed our

study. This led us to revise our study to compensate every

participant (including the two who had already completed it).

After making this revision, re-obtaining IRB approval, and

re-launching the study, we quickly gathered our remaining 23

participants.

We also changed our documentation between the two

iterations of our study. Initially, the survey provided a link to

the documentation explaining how to author policies in

JSON, with that documentation providing a link the Python
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Policy Correct
JSON

mistakes
Minor
errors

Major
errors

Mean time
in minutes

Mean
ASQ

1 92% 0 0 2 1.5 7.0

2 92% 1 0 1 1.4 6.7

3 88% 1 2 1 4.6 5.7

4 96% 1 1 0 0.6 6.3

5 64% 3 7 0 4.0 6.0

Table 1: Quantitative results by policy

library’s documentation. However, after looking at the first

two participants’ results, it became clear that they lacked

proficiency in JSON. To encourage participants to use the

Python library, we changed the survey’s documentation link

to point to the Python library’s documentation, with that

documentation providing a link to the JSON documentation.

Participants could still directly author JSON, and eight (40%)

did for at least one task.

5.5 Limitations

Our students do not have the same experience as the

administrators responsible for authoring PCPs. Similarly,

participants had less incentive to learn and correctly enter

policies than administrators trying to use these tools. As

such, our results may not fully represent the usability of our

tooling for the target audience. However, past research has

shown that students can serve as a reasonable approximation

for developers [22, 23].Lastly, our study only measured the

ability of participants to author policies, not to read them.

6 Study Results

In this section, we report the significant findings of our user

study. Quantitative results for each policy are given in Table 1.

Mean completion times use the geometric mean [31].

6.1 Success Rates

Overall, participants did very well at encoding policies. Two

participants struggled at nearly all tasks, only correctly

encoding a single PCP. Excluding them from our data,

completion rates move to 100%, 100%, 96%, 100%, and

68%, respectively.

In policies, we detected three types of errors. First,

incorrectly formatted JSON (6 total), likely stemming from

unfamiliarity with JSON. Second, minor errors (10 total),

such as forgetting to include a prohibited character or

including a rule from a previous policy. We only classify

errors as minor if users showed comprehension of the tested

language and library features but made an error with the

values used. Third, major errors (4 total) resulting in an

entirely incorrect submission. These errors indicate that

participants failed to understand how to use the language and

library.

Looking at Policy 5’s results more closely, we see that three

errors (12%) arose due to incorrectly encoded JSON, with the

remaining seven (28%) arising due to participants forgetting

to include one or more of the prohibited characters. This

happened even though these same participants had properly

excluded characters in Policy 3.

6.2 Completion Times

Participants generally completed tasks quickly, with

(geometric) mean times ranging between 36 seconds and 4

minutes. However, we note that these times are lower bounds

as they do not include time participants may have spent

reading documentation between tasks and before they started

interacting with the task. Still, these times suggest that it is

easy to pick up and use our language and library with no

prior experience.

Using a two-way ANOVA, we find that while there is a

statistically significant difference between how long each

policy took to create (F(4,170) = 8.731, p < 0.001), though

this is not surprising given the difference in difficulty between

policies. We do not find a statistically significant difference

between time taken to author PCPs using JSON or our library

(F(1,170) = 0.109, p = 0.74), nor for the interaction effect

(F(4,170) = 0.027, p = 1.00). This is a surprising result as,

based on our first two respondents, we expected participants

to struggle authoring JSON.

6.3 Perceived Usability

Overall, policies received good ASQ scores (see Table 1),

indicating that it was easy and relatively quick to author

policies. The mean SUS score was 65, which can be

interpreted as “Good” usability [3], receives a C grade [31],

and is just above the 40th percentile of systems studied with

SUS. While this is an acceptable score for our language and

library to be used in the wild [3], it still fell short of our

initial expectations.

Looking into the qualitative feedback, we discovered three

primary critiques of our tooling. First, many participants felt

that JSON was confusing. Second, participants wanted

additional documentation. While we provided one example

for every PCP feature, they wanted even more. Third,

participants were confused by our library providing two ways

to create PCPs: (a) a class exactly matching the JSON

schema and (b) a simplified class that could be used to

encode simple PCPs more directly. While we created this

second method to reduce the amount of code participants

needed to write for simple PCPs, it ended up causing

unneeded confusion and is a prime candidate to remove from

our library.
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6.4 Takeaways

Overall, our results show that our proposed language is

promising, though it has room for improvement. Other than

the two participants who failed all but one task, every other

participant correctly encoded Policies 1–4, except for one

mistake in Policy 3.

However, of these 23 participants, nine (39%) submitted

incorrect solutions for Policy 5. One-third of these errors (3)

arose from improperly encoded JSON. This suggests that in

line with participant feedback, it might be worthwhile to

consider other more developer-friendly encodings (e.g.,

YAML) or supporting multiple encodings, allowing

developers to choose which they will use. Alternatively,

pushing for programmatic specification of PCPs could be

used to avoid encoding issues entirely.

Two-thirds of the errors (6) for Policy 5 arose from minor

issues with the PCP. Half of these issues (3) involved the

participants removing some but not all of the prohibited

characters from the symbols list. This may have arisen as the

textual policy described a denylist for restricted characters,

whereas participants chose to create an allowlist of symbols.

To address this, the library could allow users to specify a

denylist for characters and then have the library generate the

appropriate character set, though further research would be

needed to measure the efficacy of this approach.

The other issues with Policy 5 (3) arose from participants

failing to include the list of restricted characters, even though

the other requirements for this policy were included. This

happened even though these same participants had properly

excluded characters in Policy 3. It is unclear whether this

issue stems from something in the design of our language, the

general challenge of remembering all the requirements in a

complex policy, or study fatigue.

7 Website Analysis

Using the PCP dataset we collected to build our language,

we replicated and extended prior work analyzing website

PCPs [10, 20]. Our analysis covers (1) the strength of PCPs,

(2) the requirements used in PCPs, and (3) additional non-PCP

authentication-related details.

To estimate PCP strength, we calculate the average

number of guesses an adversary would need to discover a

password that (a) complies with the PCP and (b) is of the

smallest allowed length. In contrast to previous work [10, 20]

which calculates strength based only on the smallest allowed

length and count of allowed characters (i.e.,

#characterslength), our estimates take into account all PCP

features. First, we create a canonical representation of the

PCP. Second, we enumerate all unique password

compositions—a password composition specifies the number

of characters from each character class that makes up a

password. Third, for each password composition, we

Country Count

Global 65

Australia 13

Brazil 14

Germany 17

India 9

Nigeria 13

UK 8

US 72

China 28

Iran 12

Russia 19

Popularity Count

Top 10 8

Top 50 24

Top 100 25

Top 500 59

Top 1000 25

Top 5000 79

5000+ 50

Use case Count

E-commerce 58

Finance 10

News 72

Social media 55

Software 13

Streaming 28

Other 34

Ad
Provider Count

Yes 158

No 112

Public
username Count

Yes 43

No 227

Past
breach Count

Yes 51

No 219

Table 2: Number of PCPs in each category

calculate the number of unique passwords that exist for that

composition, reducing this number to account for passwords

that fail to meet the various chartset_requirements. Finally,

we sum these counts. A more detailed description of this

algorithm is given in Appendix B.1.

In addition to estimating PCP strength based on password

chosen entirely at random (as is done in previous

research [10, 20]), we also consider PCP strength under

conditions where users prefer characters from certain

character sets: (a) preferring alphabetic (particularly

lowercase) characters over non-alphabetic characters (as

commonly seen in the US [18]) and (b) preferring numeric

characters (as commonly seen in China [18, 36]). These

changes help our analysis to more accurately measure the

strength of PCPs under a range of usage scenarios. These

calculations are performed by modifying our enumeration of

password compositions only to include compositions that use

the most preferred character classes unless the PCP

specifically requires another character class. A more detailed

description is given in Appendix B.2.

Throughout our analysis, we categorize PCPs by (i) the

country where they are popular, (ii) their Alexa global rank,

(iii) their use case, (iv) whether they generate revenue by

displaying ads, (v) whether usernames on the website were

publicly available or easily guessed, and (vi) whether a data

breach had been reported for the website. All categorizations

are mutually exclusive, with PCPs popular in multiple

countries categorized as “Global”. Table 2 lists these

categories and the number of PCPs in each.

7.1 PCP Strength

Figure 1 gives the distribution of password strengths. If

passwords are generated entirely at random, nearly all PCPs

are strong enough to resist online attacks (106 guesses [11]),

though only about 40% are strong enough to resist offline
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(a) CDF of PCP strengths

(b) Distribution of PCP strengths

106 and 1014 are estimates of the number of guesses a password

should resist to survive online and offline attacks, respectively [11].

Figure 1: PCP Strengths

attacks. For passwords where alphabetic characters are

preferred, nearly all PCPs fall into the online-offline

chasm [9]—strong enough to resist online attacks but not

offline attacks(surviving 1014 guesses [11]). This chasm is

problematic because PCPs in it impose a usability burden to

pick more complex passwords than necessary to resist online

attacks, but which are still too weak to resist offline attacks.

For passwords where numeric characters are preferred, half

of the analyzed PCPs are insufficient to prevent online

attacks, and none are strong enough to resist offline attacks.

Comparing mean PCP strength under different password

generation strategies, we find that passwords generated at

random (3.5 ∗ 1017) are roughly two orders of magnitude

stronger than alphabetic-preferred passwords (2.3∗1015) and

six orders of magnitude stronger than numeric-preferred

passwords (2.1∗1011). This highlights the benefits of using a

password generator to create passwords. It also demonstrates

why it is crucial to consider generation strategy when

estimating PCP strength, as assuming passwords are selected

Figure 2: PCP strength by Alexa global rank

entirely at random can significantly overestimate the

protectiveness of PCPs.

7.1.1 Strength by Category

Figure 2 shows the correlation between PCP strength and

a website’s Alexa global ranking. In general, we find that

higher-ranked websites have stronger PCPs. Using Pearson’s

r and log scales for both rank and PCP strength, we find

a medium effect size for entirely random (r = −0.30, p <
0.001), alphabetic-first (r =−0.34, p < 0.001), and numeric-

first (r =−0.34, p < 0.001) strengths.

We found a statistically significant difference between

strengths based on country for generation at random and

alphabetic first generation, but not for numeric-first

generation (one-way ANOVA—entirely

random—F(10,259) = 1.87, p < 0.05;

alphabetic-first—F(10,259) = 2.05, p < 0.05;

numeric-first—F(10,259) = 0.29, p = 0.98), We did not

find any meaningful pairwise differences for the statistically

significant results using Tukey’s test. There was no

significant difference based on use case (entirely

random—F(5,263) = 1.04, p = 0.40;

alphabetic-first—F(5,263) = 0.59, p = 0.74;

numeric-first—F(5,263) = 0.40, p = 0.88).

Figures showing strength differences based on country,

global rank, and use case can be found in Appendix D. We

also tested whether (i) ads, (ii) public usernames, (iii) or data

breach history impacted PCP strength, finding no statistically

significant differences.

7.2 PCP Features
The most common minimum lengths for PCPs are

6 (128; 47%) and 8 (100; 37%) (see Figure 3a). Just over a

tenth of PCPs (29; 11%) allowed passwords with fewer than

6 characters, with five (5; 2%) allowing passwords with a

single character. These low length requirements are not only

problematic for user-generated passwords but also for
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(a) Histogram of minimum lengths

(b) CDF of maximum lengths

Figure 3: PCP lengths

password generators, which are known to occasionally

generate random but weak passwords at shorter password

lengths [24].

Most PCP rules (195; 72%) set a maximum length for

passwords, with a wide range of values (see Figure 3b). Just

over a tenth (28; 10%) limit passwords to 16 or fewer

characters, with four (4; 1%) limited to 12 or fewer

characters.

The next most common requirement was having required

character classes (51; 19%): digits (42/51; 82%),

alphabet (37/51; 73%), lower (12/51; 24%),

upper (10/51; 20%), and symbols (4/51; 8%). This was

followed by requiring a subset of character classes (43; 16%):

at least one (5/43; 12%), two (14/43; 33%), or

three (13/43; 30%) characters from all character classes; at

least one symbol or digit character (9/43; 21%); at least one

upper or symbol character (1/43; 2%); or at least one upper,

digit, or symbol character (1/43; 2%).

The remaining requirements only appeared rarely. For

prohibited substrings (11; 4%), websites primarily restriction

personal information (10/11; 91%): name (6/11; 55%),

email (5/11; 45%), username311, birthday211, website

name (1/11; 9%). Rules also included max consecutive

characters (9; 3%) with values of one (1/9; 11%),

two (2/9; 22%), three (4/9; 44%), and seven (1/9; 11%).

Finally, one PCP (1; 0%) required two lower case letters and

two digits.

7.2.1 Multi-Rule PCPs

Of particular interest, we discovered three PCPs (3; 1%) that

had more than one rule.

gumtree.com.au Required twenty-character passwords

unless the password included an alphabetic character

and either a digit or symbol, in which case ten-character

passwords were allowed.

github.com Required fifteen-character passwords unless the

password included both a lowercase character and a digit,

in which case eight-character passwords were allowed.

yy.com Required nine-character passwords unless the

password included an alphabetic character, in which

case an eight-character password could be used. This

could be to encourage Chinese users to pick

non-digit-only passwords, which is common in that

culture [18, 36].

Ignoring specific requirements, these PCPs all share a

common goal: allow users to choose between short but

complex or long but simple passwords.

7.2.2 Features by Category

We find statistically significant difference for minimum

length by country (one-way ANOVA—F(10,259) = 2.74,

p < 0.01), global rank (Pearson’s-r—r =−0.30, p < 0.001),

and use case (one-way ANOVA—F(6,263) = 3.57,

p < 0.01). Within these categories, high-ranked websites are

much more likely to allow passwords shorter than six

characters (see Figure 4b). Similarly, “streaming” websites

have lower minimum length requirements (see Figure 4a),

with the difference being statistically significant for

“Ecommerce” (p < 0.01) and “Other” (p < 0.05).

We did not find statistically significant differences in

maximum length by country (one-way

ANOVA—F(10,259) = 1.05, p = 0.40), global rank

(Pearson’s-r—r = 0.01, p = 0.88), or use case (one-way

ANOVA—F(6,263) = 1.40, p = 0.21). We did not see any

meaningful difference for other restrictions, though we did

not test for statistical significance.

Figures showing differences for minimum and maximum

length based on country, global rank, and use case can be

found in Appendix E. We also tested whether (i) ads, (ii)

public usernames, (iii) or data breach history impacted PCP

minimum and maximum length, finding no statistically

significant differences.

USENIX Association Eighteenth Symposium on Usable Privacy and Security    549



(a) By use case

(b) By Alexa global rank

Figure 4: PCP minimum lengths

7.3 Website Analysis
We also examined the following items for each website:

(a) whether account creation and login required HTTPS,

(b) which SSO providers, if any, were supported, and

(c) whether a password strength meter is shown to users.

For most websites (255; 94%) HTTPS was required to

view the account creation and login pages. Still, there were

fifteen (15; 6%) websites where we could access the account

creation or login interface over HTTP.3

A third of websites (92; 34%) support at least one single

sign-on (SSO) provider for account creation and

authentication. The most popular SSO providers are

Facebook (82/92; 89%), Google (65/92; 71%),

Twitter (21/92; 23%), VK (10/92; 11%), and

mail.ru (6/92; 7%), with the remaining 20 SSO providers

being represented on fewer than five websites.

We find that just over a tenth (35; 13%) of websites show

users a strength meter when they are creating passwords. We

also find that just under a tenth (22; 8%) use a strength checker

as part of their password policy—i.e., passwords must be a

certain strength to be accepted.

3The list of websites is given in Appendix C.

7.3.1 Websites by Category

For websites whose account creation or login pages can be

accessed over HTTP, the majority were in China:

China (8/15; 53%), Russia (2/15; 13%), and one

each (1/15; 7%) for India, Iran, Nigeria, Brazil, and the US.

It is unclear why China is so different, but we find this

correlation troubling. These types of websites are most likely

to occur in less popular websites.3

Within certain countries we see much higher rates of

adoption of SSO: Russian (11/19; 58%), Nigeria (6/13; 46%),

Brazil (6/14; 43%), Australia (5/13; 38%), UK (3/8; 38%),

India (3/9; 33%), Global (21/65; 32%), US (21/72; 29%),

China (6/28; 21%), Iran (2/12; 17%). We also see a trend that

the less popular sites are more likely to adopt 2FA: Top

10 (1/8; 13%), Top 50 (7/24; 29%), Top 100 (4/25; 16%),

Top 500 (17/59; 29%), Top 1000 (6/25; 24%), Top

5000 (37/79; 47%), 5000+ (20/50; 40%). For categories,

SSO is more evenly dispersed, though news (35/72; 49%)

sites have higher support for SSO.

We do not find any meaningful effect from the categories

on strength meters or internal strength checks for passwords.

8 Discussion

In this section, we discuss observations from our research.

8.1 PCP Recommendations
Of all the PCPs encountered in our analysis, we were most

interested in the multi-rule PCPs, which allowed users to

choose between short but complex or long but simple

passwords. This ensures that passwords will resist offline

attacks without causing unnecessary usability burdens.

Moreover, this approach returns the locus of control to

users—i.e., while PCPs are often viewed as restrictive, and

therefore less usable [17, 32, 33], multi-rule PCPs give users

a choice of which PCP is most appropriate for them. We

hypothesize that by giving this control back to users, not only

will they be more satisfied with the PCP, but they will also

create stronger passwords. Future work could validate this

hypothesis and try to determine what the ideal multi-rule

construction is. For example, would more rules be even

better, providing even more fine-grained control of the types

of passwords users can select?

Another observation from our analysis is the importance

of PCP design for ensuring the security of passwords not

generated entirely at random. Whereas PCP requirements

reduce the strength of passwords generated entirely at

random (by shrinking the search space), they increase the

strength of passwords generated with preferences to a given

character class. Thus there is an interesting interplay between

PCPs and passwords based on how they are generated. More

specifically, we note that increasing length is the easiest way
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to improve strength, regardless of generation strategy.

Similarly, we find that it is likely advantageous to limit users

from having too much of their password be composed of

digits (or symbols), as this significantly weakens those

passwords and may lead to passwords vulnerable to online

guessing attacks. As such, we recommend that

administrators use a multi-rule approach that allows users to

choose between long but simple passwords or short but

complex passwords. This allows machine-generated

passwords to be short but ensures that human-generated

passwords are strong enough to resist attack.

8.2 NIST Guidelines
NIST provides PCP guidelines (i.e., non-compulsory

recommendations) for US companies and organization [12].

While our dataset includes a wealth of PCPs for global and

non-US websites, we still think it is interesting to see which

of these PCPs conform to the NIST guidelines.

We find that less than half of PCPs (106; 39%) meet

NIST’s recommended minimum length of eight characters.

Similarly, we find that most (195; 72%) implement

unnecessary maximum length requirements.

In line with NIST recommendations, most

PCPs (177; 66%) do not have any composition requirements

(this would be more positive if they met the minimum length

requirements). Similarly, only a small fraction (8; 3%) reject

specific symbols, which can be an indication of improper

password hashing.

9 Related Work

This section discusses related work on password generation,

PCP languages, analysis of Web PCPs, and PCP usability.

9.1 PCP Languages
There have been previous proposals for building PCP

languages, with each providing a different subset of the

features used in our PCP language (see Table 3). Two

proposals involve adding additional HTML attributes to input

fields to specify PCP requirements [4, 21], though they only

cover a small subset of the most common PCP features.

Horsch et al. developed an XML-based PCP language by

automatically scanning and extracting PCPs for 72,125

services. Based on a sample of 200 manually verified PCPs,

they estimated that their algorithm correctly extracted PCPs

in just over four out of five cases, with the remaining cases

evenly split between mostly correct and incorrect. Their

resulting PCP language has most of the features found in our

language. However, it is missing support for multiple rules,

requiring a subset of character classes, limiting maximum

consecutive characters from the same character class, and set

required and prohibited locations based on distance from the
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]

Define character sets � � � �
Multiple rule sets �

min_length � � � �
max_length � � � �
max_consecutive � � �
prohibited_substrings � �

required � � � �
require_subset � �

charset_requirements
.min_required � �
.max_allowed � �
.max_consecutive �
.required_locations � �
.prohibited_locations � �
reverse indexing �

Table 3: Comparison between PCP languages

end of the password. This demonstrates the limitation of this

type of automated PCP extraction—i.e., it can only find PCP

features that the automated tool expects to find.

Examining our data, none of these PCP languages can

encode all the PCPs in our dataset. However, these proposals

could be extended to support the features identified in our

research. During our PCP language generation process (see

§3), our team built and tested several versions of our PCP

language that were HTML- and XML-based. Ultimately, we

rejected these approaches because our team felt that

encoding policies in these languages was cumbersome and

that the resulting policies were difficult to read. Still, the

results of our user study show that there is significant room

for improving our proposed language, and future work could

explore integrating paradigms from these prior proposals

with our language or testing whether, contrary to our team’s

perceptions, HTML- or XML-based would be better received

than our JSON-based approach by developers. In this regard,

the main contribution of our paper is the identification of

features that must be included in such PCP languages.

9.2 Web PCP Analysis

In 2010, Florêncio and Herley [10] retrieved PCPs for 75

websites in the US. They found that contrary to their

intuition, the importance of a website had little correlation to

the PCP used on that website. In many cases, the largest,

most important websites had the weakest PCPs. They

suggested that the reason for this was that due to market

economics, these larger websites needed to be more

concerned with usability than security, being able to absorb
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the security cost of weak PCPs more readily than smaller

sites.

In 2016, Mayer et al. [20] replicated and extended the work

of Florêncio and Herley. In addition to re-examining 70 of the

websites used in the original study (five did not work), they

also analyzed 67 German websites. They find that overall,

PCP strength has been increasing, though German PCPs, on

average, are weaker than US PCPs.

In this paper, we replicate and further extend this work.

We collect a dataset that is roughly twice as large and five

times more geographically diverse than Mayer et al.’s dataset.

Compared to this prior work, we gather more features of the

PCPs used on these websites and develop a more fine-grained

estimation of PCP strength.

For the most part, our results are similar to past findings.

Overall, PCP strength (for random generation) is similar in

all studies. However, as our improved strength calculation

results in lower estimates of PCP strength, the similarity of

our results suggests that PCPs have continued to get stronger

over time, though that progress is slow and the delta is not

that meaningful. When using PCP strength estimates based

on random generation (as the prior work does), we find that

PCP strength has become more bimodal, with a clear contrast

between websites that require passwords to be offline-resilient

and those that only require online-resilience. While this may

only be an artifact of our increased precision in plotting PCP

strength (the prior worked binned strength into large ranges),

we do not believe so and think it is an area that could be

explored more in future research. Like the prior work, we

find that most PCPs reside within the online-offline chasm

identified by Florêncio and Herley [11].

Like prior work, we find no statistically significant

correlations when comparing PCP strength based on country,

use case, public usernames, and past breaches. However,

unlike the prior work, we find a correlation between a

website’s popularity and the strength of its PCPs. This

difference is most likely explained by (a) our larger data set,

(b) the increased fidelity of our strength estimates, and (c) the

use of log adjusted strength and global ranks. Also, whereas

prior work found a negative correlation between whether a

website served ads and its PCP strength, we find no

statistically significant correlation.

9.3 PCP Usability

Several studies have examined the effect of password policies

on user behavior. These studies have shown that while strong

PCPs make passwords harder to crack, they also make

passwords harder for users to remember [29]. Furthermore,

as the number of passwords a user needs increases, their

ability to remember them decreases [1, 35]. This helps

explain why when Florêncio and Herley [9] studied

password behavior of half a million users, they found that

users had on average 25 passwords and reused any given

password on an average of 6.5 different websites.

Other research explores what PCP features make

passwords harder to remember, with most research finding

that it is complex character class requirements that cause the

most difficulty [17, 32, 33]. In contrast, minimum length is

not nearly as significant of an impediment, leading

researchers to suggest favoring longer but less complicated

passwords. More recently, we have seen these suggestions

reflected in NIST guidelines [12].

Our research finds that length has the greatest impact on

PCP strength for both passwords generated at random and

using an alphabetic-first approach. As such, we echo prior

recommendations for PCPs to focus on length as opposed to

complexity. For those that want the best of both worlds, multi-

rule PCPs can be used that allow short but complex or long

but simple passwords, giving users the locus of control for this

decision and thereby increasing usability. Similarly, due to the

weaknesses of digit-first generated passwords, PCPs should

likely restrict the usage of too many digits in a password.

10 Conclusion and Future Work

In this work, we developed a PCP language that websites and

password managers can use to support the generation of

compliant passwords. We hope that our work will signal to

both communities that adopting a PCP language has tangible

benefits. For websites, it allows them to unify their PCP

specification and checking, allowing changes to the PCP file

to automatically update how checking happens on both the

client and server. For password managers, it not only

improves the usability and utility of password management

but also supports opinionated generation algorithms (e.g.,

mobile-aware generation [13], security-focused

generation [24]), which would otherwise frequently generate

non-compliant passwords.

While we are encouraged by the positive results of our

user study, they also indicated that there is room for

improvements. Future work could expand our PCP language

by identifying and adding support for rarely used PCP

features, such as restricting sequences of characters (e.g.,

“abcde”) or keyboard patterns (e.g., “qwerty”). Similarly, our

language could be enhanced to allow Unicode characters.

Future research could also examine how to allow our PCP

language to handle dynamic strings (e.g., usernames). One

potential solution is to use placeholders in the

prohibited_substrings requirement, providing appropriate

values to the library at password validation. Finally, research

could explore automatically identifying PCPs, both in

whitebox scenarios, helping web developers identify their

website’s PCP, and blackbox scenarios, helping password

managers identify PCPs for websites that do not publish it,

with care taken to avoid flooding servers with passwords

guesses (approximating a DoS attack).

552    Eighteenth Symposium on Usable Privacy and Security USENIX Association



References

[1] Anne Adams and Martina Angela Sasse. Users are not

the enemy. Communications of the ACM, 42(12):40–46,

1999.

[2] Khaldoun M Aldiabat and Carole-Lynne Le Navenec.

Data saturation: The mysterious step in grounded theory

methodology. The Qualitative Report, 23(1):245–261,

2018.

[3] Aaron Bangor, Philip T Kortum, and James T Miller. An

empirical evaluation of the system usability scale. Intl.
Journal of Human–Computer Interaction, 24(6):574–

594, 2008.

[4] Daniel Bates. Proposal: Html passwordrules

attribute. https://github.com/whatwg/html/
issues/3518, 2021.

[5] Joseph Bonneau, Cormac Herley, Paul C Van Oorschot,

and Frank Stajano. The quest to replace passwords:

A framework for comparative evaluation of web

authentication schemes. In 2012 IEEE Symposium
on Security and Privacy, pages 553–567. IEEE, 2012.

[6] John Brooke. Sus: a “quick and dirty’usability.

Usability evaluation in industry, 189(3), 1996.

[7] Anupam Das, Joseph Bonneau, Matthew Caesar, Nikita

Borisov, and XiaoFeng Wang. The Tangled Web of

Password Reuse. In Network and Distributed System
Security (NDSS), volume 14, pages 23–26, 2014.

[8] Matteo Dell’Amico, Pietro Michiardi, and Yves Roudier.

Password strength: An empirical analysis. In 2010
Proceedings IEEE INFOCOM, pages 1–9. IEEE, 2010.

[9] Dinei Florencio and Cormac Herley. A large-scale

study of web password habits. In Proceedings of the
16th international conference on World Wide Web, pages

657–666, 2007.

[10] Dinei Florêncio and Cormac Herley. Where do security

policies come from? In Proceedings of the Sixth
Symposium on Usable Privacy and Security, pages 1–14,

2010.

[11] Dinei Florêncio, Cormac Herley, and Paul C

Van Oorschot. An administrator’s guide to internet

password research. In 28th Large Installation System
Administration Conference (LISA14), pages 44–61,

2014.

[12] Paul A Grassi, James L Fenton, Elaine M Newton,

Ray A Perlner, Andrew R Regenscheid, William E Burr,

Justin P Richer, Naomi B Lefkovitz, Jamie M Danker,

YeeYin Choong, et al. Nist special publication 800-

63b: Digital identity guidelines. National Institute of
Standards and Technology (NIST), 27, 2016.

[13] Kristen K Greene, John Michael Kelsey, Joshua M

Franklin, et al. Measuring the usability and
security of permuted passwords on mobile platforms.

US Department of Commerce, National Institute of

Standards and Technology, 2016.

[14] Moritz Horsch, Mario Schlipf, Johannes Braun, and

Johannes Buchmann. Password requirements markup

language. In Australasian Conference on Information
Security and Privacy, pages 426–439. Springer, 2016.

[15] Freedom House. Freedom house (fh) freedom of the

press report. https://freedomhouse.org/reports/
publication-archives.

[16] N. Huaman, S. Amft, M. Oltrogge, Y. Acar, and S. Fahl.

They would do better if they worked together: The case

of interaction problems between password managers and

websites. In 2021 2021 IEEE Symposium on Security
and Privacy (SP), pages 1626–1640, Los Alamitos, CA,

USA, may 2021. IEEE Computer Society.

[17] Saranga Komanduri, Richard Shay, Patrick Gage Kelley,

Michelle L Mazurek, Lujo Bauer, Nicolas Christin,

Lorrie Faith Cranor, and Serge Egelman. Of

passwords and people: measuring the effect of password-

composition policies. In Proceedings of the sigchi
conference on human factors in computing systems,

pages 2595–2604, 2011.

[18] Zhigong Li, Weili Han, and Wenyuan Xu. A large-scale

empirical analysis of chinese web passwords. In 23rd
USENIX Security Symposium (USENIX Security 14),
pages 559–574, San Diego, CA, August 2014. USENIX

Association.

[19] Sanam Ghorbani Lyastani, Michael Schilling, Sascha

Fahl, Michael Backes, and Sven Bugiel. Better managed

than memorized? studying the impact of managers

on password strength and reuse. In 27th {USENIX}
Security Symposium ({USENIX} Security 18), pages

203–220, 2018.

[20] Peter Mayer, Jan Kirchner, and Melanie Volkamer. A

second look at password composition policies in the

wild: Comparing samples from 2010 and 2016. In

Thirteenth Symposium on Usable Privacy and Security
(SOUPS 2017), pages 13–28, Santa Clara, CA, July

2017. USENIX Association.

[21] Isiah Meadows. Add password restriction attributes.

https://discourse.wicg.io/t/add-password-
restriction-attributes-to-input-type-
password/4767, Sep 2020.

USENIX Association Eighteenth Symposium on Usable Privacy and Security    553



[22] Alena Naiakshina, Anastasia Danilova, Eva Gerlitz, and

Matthew Smith. On conducting security developer

studies with cs students: Examining a password-

storage study with cs students, freelancers, and company

developers. In Proceedings of the 2020 CHI Conference
on Human Factors in Computing Systems, pages 1–13,

2020.

[23] Alena Naiakshina, Anastasia Danilova, Eva Gerlitz,

Emanuel Von Zezschwitz, and Matthew Smith. "

if you want, i can store the encrypted password" a

password-storage field study with freelance developers.

In Proceedings of the 2019 CHI Conference on Human
Factors in Computing Systems, pages 1–12, 2019.

[24] Sean Oesch and Scott Ruoti. That was then, this is now:

A security evaluation of password generation, storage,

and autofill in browser-based password managers. In

USENIX Security Symposium, 2020.

[25] Timothy Oesch. An Analysis of Modern Password
Manager Security and Usage on Desktop and Mobile
Devices. PhD thesis, The University of Tennessee, 2021.

[26] OWASP. Password special characters.

https://owasp.org/www-community/password-
special-characters, 2021.

[27] Sarah Pearman, Jeremy Thomas, Pardis Emami Naeini,

Hana Habib, Lujo Bauer, Nicolas Christin, Lorrie Faith

Cranor, Serge Egelman, and Alain Forget. Let’s go in

for a closer look: Observing passwords in their natural

habitat. In Proceedings of the 2017 ACM SIGSAC
Conference on Computer and Communications Security,

pages 295–310. ACM, 2017.

[28] Sarah Pearman, Shikun Aerin Zhang, Lujo Bauer,

Nicolas Christin, and Lorrie Faith Cranor. Why people

(don’t) use password managers effectively. In Fifteenth
Symposium On Usable Privacy and Security (SOUPS
2019). USENIX Association, Santa Clara, CA, pages

319–338, 2019.

[29] Robert W Proctor, Mei-Ching Lien, Kim-Phuong L Vu,

E Eugene Schultz, and Gavriel Salvendy. Improving

computer security for authentication of users: Influence

of proactive password restrictions. Behavior Research
Methods, Instruments, & Computers, 34(2):163–169,

2002.

[30] Shannon Riley. Password security: What users know

and what they actually do. Usability News, 8(1):2833–

2836, 2006.

[31] Jeff Sauro and James R Lewis. Quantifying the
user experience: Practical statistics for user research.

Morgan Kaufmann, 2016.

[32] Richard Shay, Saranga Komanduri, Adam L Durity,

Phillip Huh, Michelle L Mazurek, Sean M Segreti,

Blase Ur, Lujo Bauer, Nicolas Christin, and Lorrie Faith

Cranor. Can long passwords be secure and usable?

In Proceedings of the SIGCHI Conference on Human
Factors in Computing Systems, pages 2927–2936, 2014.

[33] Richard Shay, Saranga Komanduri, Adam L Durity,

Phillip Huh, Michelle L Mazurek, Sean M Segreti,

Blase Ur, Lujo Bauer, Nicolas Christin, and Lorrie Faith

Cranor. Designing password policies for strength and

usability. ACM Transactions on Information and System
Security (TISSEC), 18(4):1–34, 2016.

[34] Blase Ur, Fumiko Noma, Jonathan Bees, Sean M

Segreti, Richard Shay, Lujo Bauer, Nicolas Christin,

and Lorrie Faith Cranor. ‘I added ‘!’ at the end to make

it secure’: Observing Password Creation in the Lab.

In Proceedings of the Eleventh Symposium On Usable
Privacy and Security, 2015.

[35] Kim-Phuong L Vu, Robert W Proctor, Abhilasha

Bhargav-Spantzel, Bik-Lam Belin Tai, Joshua Cook,

and E Eugene Schultz. Improving password security

and memorability to protect personal and organizational

information. International Journal of Human-Computer
Studies, 65(8):744–757, 2007.

[36] Ding Wang, Ping Wang, Debiao He, and Yuan Tian.

Birthday, name and bifacial-security: understanding

passwords of chinese web users. In 28th USENIX
Security Symposium (USENIX Security 19), pages 1537–

1555, 2019.

[37] Ke Coby Wang and Michael K Reiter. How to

end password reuse on the web. arXiv preprint
arXiv:1805.00566, 2018.

A Study Instrument

Setup For this study, you will be using a python library we

developed. Please install this library using pip: python3 -m
pip install -user -upgrade password-policy. If for

some reason, you don’t have pip installed, you can install it

using: python3 -m ensurepip -user -upgrade.

After installation is complete, check that everything is

working correctly by copying and pasting the following

command into your terminal. Enter the resulting output

below: python3 -c "import password_policy;
print(password_policy.__version__)".

Q1. Enter version
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Demographics
Q2.1. What is your class standing?

◦ Junior ◦ Senior ◦ MS student ◦ PhD student

Q2.2. What is your major?

◦ Computer Science ◦ Computer Engineering ◦ Electrical
Engineering ◦ other [Enter here]

Q2.3. What is your sex?

◦ Male ◦ Female ◦ Non-binary ◦ Prefer not to answer

Tasks Different websites have different requirements for

passwords. For example, some websites may require

passwords to have a minimum length, include certain types

of characters, and avoid using other characters. In our

research group, we are studying a system for describing

password policies using JSON. We are also studying libraries

that can be used to construct these JSON policy descriptions

and validate passwords based on these descriptions.

In this study, you will use this system and a python library

to encode several password policies. Our goal is to understand

how usable this system and library is.

To help you learn about this system and the python library

you installed, please click [this link to view the relevant

documentation]. You will be using the knowledge from this

documentation for the rest of the study. Feel free to refer to it

throughout the study. A link to this documentation will

always be available on the pages describing your tasks for

this study.

When you feel ready to use this system, click continue to

be given your first task.

The following questions were the same for each policy, except
for the policy requirements. We give the full text for Policy 1’s
questions, and only the policy requirements for Policy 2–5.

Q3.1.1. Using the python library, please write a policy

description for the following password policy. When finished,

encode it in JSON and enter it into the text field below. We

will validate the entered policy description to make sure it is

correct. You may also directly write the policy as JSON (not

using the library) if desired.

Password policy:

• The password must be at least 8 characters long

[Documentation link]

Q3.1.2. Did you manually write the JSON policy description,

or did you generate it using the python library?

◦ Generated it using Python library ◦ Manually entered the
JSON policy

Q3.1.3. Based on your experience authoring the JSON policy

description, indicate to what extent you agree with the

following statements. Options:Strongly disagree-1..Strongly

agree-7

◦ Overall, I am satisfied with the ease of completing this task.
◦ Overall, I am satisfied with the amount of time it took to
complete this task. ◦ Overall, I am satisfied with the support
information (on-line help, messages, documentation) when
completing this task.

Q3.2.1. Password policy:

• The password must be at least 8 characters long

• The password must contain characters from at least two

of the following: uppercase letters, lowercase letters,

numbers, symbols

Q3.3.1. Password policy:

• The password must be at least 12 characters long

• The password must contain at least one letter and one

number

• The password must NOT contain space

Q3.4.1. Password policy:

• The password must satisfy one OR the other of the

following policies:

– The password must be at at least 8 characters long

– The password must contain at least one letter and

one number

• OR

– The password must be at least 15 characters long

Q3.5.1. Password policy:

• The password must be at least 8 characters long

• The password must contain at least two symbols

• The password must contain at least one uppercase letter

and one lowercase letter

• The password must NOT contain space, the carrot

symbol (ˆ), quotes (’), double quotes ("), semicolons

(;), slashes (/), or backslashes (\).

• The password must NOT contain the substring

"mywebsite"

Post-Study Questionnaire That was the last policy you

will need to write for this study. We will now ask you a

few questions about your experience the password policy

description system and python library.
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Q4.1. Please answer the following question about your

experience. Try to give your immediate reaction to each

statement without pausing to think for a long time. Mark the

middle column if you don’t have a response to a particular

statement.

Options: Strongly Disagree, Disagree, Neither Agree nor

Disagree, Agree, Strong Agree

1. I think that I would like to use this system frequently

2. I found the system unnecessarily complex

3. I thought the system was easy to use

4. I think that I would need the support of a technical person

to be able to use this system

5. I found the various functions in this system were well

integrated

6. I thought there was too much inconsistency in this

system

7. I would imagine that most people would learn to use this

system very quickly

8. I found the system very cumbersome to use

9. I felt very confident using the system

10. I needed to learn a lot of things before I could get going

with this system

Q4.2. What did you like the most about the system and

library?

Q4.3. What did you like the least about the system and

library?

Q4.4. Is there any other feedback you would like us to know

about the system or library?

B PCP Strength Calculations

We measure the strength of password composition policies

(PCPs) by estimating how many passwords exist that (a)

satisfy the PCP and (b) are of the shortest possible length.

We then divide this number by two to estimate the average

number of guesses an adversary needs to find a user’s

passwords. This approach gives an exact estimate of strength

when passwords are generated entirely at random. To

estimate strength for human-generated passwords, we allow

our strength estimates to be parameterized by what character

classes are preferred [18].

B.1 Algorithm

Step 1—Preprocessing First, we filter the rules and only

consider those that have the smallest min_length (there may

be multiple). Next, we simplify require_subset, creating a

new rule with require set for each possible combination of

the listed options of length count. Lastly, we simplify the

shortcut rules require, setting min_require for each charset

listed in the requirement.

Step 2—Enumerating Password Compositions In this

step, we enumerate all possible password compositions for the

rules identified in Step 1. A password composition is simply a

list specifying how many characters from each character class

are used to make up a password. For example, for a PCP that

(a) only allows lowercase letters and digits and (b) has a rule

that sets min_length to 2 (but no other requirements), there

are three password compositions: (1) two lowercase letters,

(2) two digits, (3) one lowercase letter and one digit. Note,

we only consider compositions where the sum of character

counts equals min_length.

We take the following steps to derive the password

compositions for a rule. First, we create a password

composition with values set based on min_required for each

charset. We also calculate required_chars, which tracks the

total number of required characters (sum of the calculated

password composition). Second, we create a list of length

min_length− required_chars. At each index i (one-indexed)

of this new list, we include a list of which character classes

could appear i more times in the password composition

without violating max_allowed for each charset (if set).

Third, we calculate the full factorial combination of items in

this list of lists. For each such combination, we create a new

password composition that takes the original password

combination and adds the character classes in the

combination. For each composition, we also store any

restrictions related to that composition that may not yet have

been handled (e.g., max_consecutive).

For example, consider a policy with min_length set to 3,

which requires the alphabet character set to be used once and

has at most one digit. Our initial password composition

would be [1,0,0] representing 1 alphabet character, 0 digits,

and 0 symbols; required_characters would be 1. Our list of

lists would be [[alphabet,digit,symbol], [alphabet,symbol]].

In total, there are six (3∗2) possible combinations of this list,

which after added to initial password composition result give

the following password compositions:

[[3,0,0], [2,0,1], [2,1,0], [1,1,1], [2,0,1], [1,0,2]].

This method will not result in overlapping compositions

within a given rule but can between rules. If this occurs,

duplicate compositions are trimmed.

Step 3—Calculating Combinations and Permutations
For each composition, we will calculate the number of

passwords (i.e., size of the search space) represented by each

composition that also satisfy the PCP. As a password only

maps to a single composition, the sum of search space sizes

for each composition is the size of the overall password

search space. For each composition, we take the following

steps to calculate its search space size:
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We start by calculating the number of combinations of

characters from the charsets that make up the composition:

∏
i

charset_sizecompositioni
i (1)

We then multiply this value by the number of unique

permutations in the composition:

(∑i compositioni)!

∏i(compositioni!)
(2)

If there are no additional requirements to be considered,

this value is used as the composition’s search space size. If

there are additional requirements, we will reduce this

calculated by value by the number of passwords removed by

each requirement.

First, we consider the required_locations requirement. If

used, we recalculate our baseline using the same calculations

above, except that we reduce the permutation calculation to

only consider character classes not at fixed positions due to

required_locations.

For the remaining four requirements, we take an approach

wherein we create one or more invalid compositions that

violate the requirement, calculate the search space for the

invalid composition, and subtract the invalid composition’s

search space size from the overall composition’s search space

size (calculated above). We continue doing so until there are

no more requirements to handle. We generate these invalid

compositions as follows:

• For max_consecutive, we identify all charsets which

have enough occurrences in the composition to violate

this rule. For each of these charsets, we create a new,

invalid composition that removes (max_consecutive +

1) occurrences from matched charset and adds a single

occurrence of a new charset of size equal to the matched

charset (representing the repeated character).

• For max_consecutive in charset_restrictions, we do

much the same as above, except that the size of the new

charset in the invalid compositions will equal

matched_charset_sizemax_consecutive+1, representing

all possible combinations of the charset.

• For each substring in prohibited_substrings, we create a

new, invalid composition that removes the appropriate

charset for each character in the substring. We then

append a charset of size 1 to the composition,

representing the prohibited string.

• For each location in prohibited_location, we do not

modify the current composition but instead calculate its

search space as if the prohibited location were required.

B.2 Estimating Human-Generation
Prior research has shown that when generating passwords,

humans prefer characters from specific character classes,

though this preference can differ based on country [18, 36].

Our PCP strength estimation can be parameterized based on

what character classes users prefer to represent this behavior.

For example, American users’ preferences might be

lowercase, uppercase, then digits [18]. For Chinese users,

their preferences are more likely to be digits, lowercase, then

uppercase [18, 36].

We handle these preferences in Step 2 of our calculations.

We initially execute step two as described up through

calculating the list of lists representing characters that can

occur in the remaining spots of the initially calculated

password composition. For each sublist of charsets, we check

to see if any of those charsets appears in the list of preferred

charsets. If one or more do, we replace the sublist with a new

list with a single element matching the highest-ranked

matching charsets. After this modification, calculations

proceed as described.

Note, these preference-based calculations are Fermi

approximations, underestimating character class diversity in

user passwords and overestimating diversity of character

selection within a character class, with the two errors

hopefully canceling out. Even though these are not exact

estimates for human-generated passwords, they are sufficient

to help administrators and researchers estimate the overall

strengths and weaknesses of a PCP.

B.3 Limitations

For PCPs that do not use any of the final four requirements

discussed in Step 3, our method precisely calculates the

PCP’s search space. Our calculation is also correct if only a

single one of these requirements are used for a composition.

Of the 270 PCPs in our dataset, 260 do not use any of the five

requirements, and of the ten that do, each uses only a single

requirements. This means that calculations used in our

analysis are all precise, and it suggests that most PCPs will

have their search space calculated precisely.

Still, more complicated PCPs that use multiple of the five

requirements could have their search spaces underestimated.

This occurs because these requirements have the possibility

of removing the same passwords. To our knowledge, the only

way to prevent this would be to enumerate the password

combinations and permutations–as we did with

compositions—but this is not tractable for any meaningful

length of passwords. However, as the reduction to the search

space for each of these requirements will generally be small

compared to the overall size of the composition’s search

space, we believe that the underestimates should be minimal.

Additionally, in terms of strength estimates, underestimates

are safer than overestimates.
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C Webpages Accessible with HTTP

The following is the list of website for which we were able to

access the account creation or login page using HTTP:

Website Country Popularity Category

weibo.com China Top 50 Social

babytree.com China Top 100 Social

usatoday.com US Top 500 News

yaplakal.com Russia Top 5000 Social

ig.com.br Brazil Top 5000 Social

wikidot.com China Top 5000 Other

fb.ru Russia Top 5000 News

javlibrary.com China 5000+ Stream

dwnews.com China 5000+ News

metacafe.com India 5000+ Social

eskimi.com Nigeria 5000+ Social

ci123.com China 5000+ Stream

sinovision.net China 5000+ News

sugardaddyforme.com China 5000+ Social

mydiba.xyz Iran 5000+ Stream
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D PCP Strength By Category

E PCP Features by Category
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Password policies of most top websites fail to follow best practices

Kevin Lee Sten Sjöberg Arvind Narayanan
Department of Computer Science and Center for Information Technology Policy

Princeton University

Abstract
We examined the policies of 120 of the most popular web-

sites for when a user creates a new password for their account.
Despite well-established advice that has emerged from the
research community, we found that only 13% of websites
followed all relevant best practices in their password policies.
Specifically, 75% of websites do not stop users from choos-
ing the most common passwords—like “abc123456” and
“P@$$w0rd”, while 45% burden users by requiring specific
character classes in their passwords for minimal security ben-
efit. We found low adoption of password strength meters—a
widely touted intervention to encourage stronger passwords,
appearing on only 19% of websites. Even among those sites,
we found nearly half misusing them to steer users to include
certain character classes, and not for their intended purpose
of encouraging freely-constructed strong passwords.

1 Introduction
Passwords remain the most common means of authenti-

cation on the web, despite their shortcomings. According to
industry estimates, close to half of data breaches involved au-
thentication failures [13, 14]. As such, the need to use strong
passwords remains unchanged [15]. To encourage this, web-
sites mainly use three types of interventions during password
creation: blocklists, password composition rules / policies
(PCPs), and strength meters (Fig. 1). All three interventions
have been extensively researched in the information security
community.

Prior research has generally concluded that blocklists and
strength meters—when configured correctly—lead users to
create stronger passwords without significantly burdening
them [3, 6, 16]. However, PCPs that require specific character-

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
August 7–9, 2022, Boston, MA, United States.

(a) A website preventing us from using a password (“passer2009”)
that was leaked in a data breach.

(b) An example of a password strength meter. Its colored bar and
text feedback changes in response to the entered password.

(c) A 3class8 character-class PCP, which requires passwords be at
least 8 characters in length with at least 1 lowercase, 1 uppercase,
and 1 number.

Figure 1: Examples of the three interventions we studied:
blocklists, PCPs, and password strength meters.

classes (i.e., lowercase, uppercase, digits, and symbols) are
not recommended. That’s because users fulfill requirements
in predictable ways like capitalizing the first letter or placing a
“!” at the end, negating the putative security benefits [17–19].
Additionally, character-class PCPs have consistently received
poor usability ratings; in those same studies, users needed
more attempts to create a compliant password and had dif-
ficulty recalling the password. Instead, websites should set
only a minimum-length requirement while complementing it
with a blocklist check or minimum-strength requirement [3].

The research is clear; what is less clear is whether these
best practices are actually being followed. There has been no
comprehensive study to understand how online services guide
their users in setting up passwords (although previous studies
have looked at narrow aspects of this question [5, 20]). We
aimed to fill this gap by examining password policies of 120
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Best practices from prior research Our key findings

Blocklists (§ 3) • Do check users’ passwords against lists of
leaked and easily-guessed passwords [1–
4].

• Do reject the password if it appears on a
blocklist, prompt the user to select a dif-
ferent password [1, 4].

• More than half (71 / 120) of websites do not check
passwords at all, allowing all 40 of the most common
passwords we tested (e.g., “12345678”, “rockyou”).

• 19 more websites block less than half of the most com-
mon passwords we tested.

Strength meters
and min-strength
reqs (§ 4)

• Do provide real-time password strength
estimates [5–7].

• Do set minimum-strength requirements
by estimating guessability (the number of
guesses it would take for an adversary to
crack the password) [3, 8–11].

• Only 23 / 120 websites used password strength meters.
• Of those 23, 10 websites misuse meters as nudges

toward character-class PCPs and do not incorporate
any notion of guessability.

Composition
policies (§ 5, § 6)

• Do not require specific character-classes;
let users freely construct passwords [2, 3,
7, 12].

• NIST: Do set a minimum-length of at least
8 characters [1].

• 54 / 120 sites still use character-class PCPs.
• We devised a new method to measure the security and

usability of all 120 PCPs. Based on our method, we
found that all PCPs performed poorly, none provided
≥ 60% security and usability simultaneously.

Table 1: We contrast our key findings with established best practices for encouraging strong passwords.

of the most popular English-language websites in the world.
By signing up for accounts and manually testing requirements
for password creation, we discovered each website’s blocklist
strategy, PCP, and strength meter implementation (if any). We
asked the following research questions:

1. Are websites preventing users from using the most com-
mon passwords? (§ 3)

2. Are websites using password strength meters to encour-
age strong passwords? (§ 4)

3. What PCPs are used by top websites? What are the
security-usability tradeoffs of those PCPs? (§ 5, § 6)

We considered a website to be following best practices if it
simultaneously satisfied the following security and usability
criteria:

• Security:

– Allowed 5 or fewer of the 40 most common leaked
passwords and easiest-to-guess passwords (e.g.,
“12345678”, “rockyou”) we tried.

– Required passwords be no shorter than 8 characters
OR employed a password strength meter that accu-
rately measured a password’s resistance to being
guessed by an adversary [7].

• Usability: Did not impose any character-class require-
ments.

We found that only 15 websites were following best prac-
tices. The remaining 105 / 120 either failed to adhere or
explicitly flouted those recommendations in their policies,

leaving users at risk for password compromise or frustrated
from being unable to use a sufficiently strong password. We
compare our key findings with the best practices for all three
interventions in Table 1.

We further devised a method to measure the security and
usability of PCPs using a large corpus of breached pass-
words. Past studies have typically examined a small number
of different PCPs due to constraints with hiring participants,
which motivated us to design a method that could scale to
the large number of PCPs we examined. These studies have
also systematically neglected to investigate PCPs with short
minimum-length requirements, which we frequently found
during our study (the following paragraph suggests a reason
why previous studies may have excluded these PCPs). While
we were able to analyze the PCPs of all 120 websites we vis-
ited, we note that our strategy has limitations and should be
used to complement findings from previous user studies. We
found that no PCP had more than 60% security and usability
simultaneously. These results further call into question some
of the recommendations on PCPs that have been taken at face
value, without any evidence.

While there is broad consensus on best practices in the
prior literature, it is sometimes unclear exactly where to draw
the line. For instance, the National Institute of Standards and
Technology (NIST) recommends an 8-character minimum-
length requirement in its current version of Digital Identity
Guidelines—a widely relied-upon resource by both practition-
ers and researchers [1]. Yet, that recommendation does not cite
any research. Even though we performed a thorough literature
search and failed to find any research that had investigated
the usefulness of setting an 8-character minimum-length, we
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decided to count that recommendation as a best practice. Here,
we have used our best judgment in defining what constitutes
best practice, erring on the side of being lenient. While our
exact number might change if we change our definition of
“best practices”, our qualitative finding—that most websites
are not following best practices—does not change.

Our findings reveal a disconnect between industry and the
research community. Passwords have been heavily researched,
yet few websites have implemented password policies that
reflect the lessons learned. Researchers should make sure
their findings have societal impact by engaging in outreach to
website operators about their password practices.

2 Overview of password best practices
Websites mainly have three different ways to encour-

age users to create more secure passwords, as outlined by
NIST [1]. Here we discuss previous research on the methods
and their best practices.

2.1 Blocklists work, but need to be carefully configured

One simple way for websites to encourage more secure
passwords is to keep a list of common insecure passwords
(e.g., “123456”, “!QAZ1qaz”) and deny users from choosing
passwords from that list (Fig. 1a). Prior research has found
that password blocklists work. Kelley et. al (2012) created
a blocklist of five billion passwords returned by a cracking
algorithm created by Weir et. al (2009), and tested it in a
subsequent user study [2, 21]. They found that users created
passwords that were significantly harder-to-guess, compared
to passwords created under four other widely-used but smaller
blocklists. Shay et al. (2015) found that blocklists generally
increase security without sacrificing password recall among
users [7]. Habib et al. (2017) also supported using blocklists,
and further recommended that websites also restrict users
from submitting simple modifications to blocklisted pass-
words [16].

Blocklists may consist of common passwords gathered
through different strategies, including commonly used pass-
words that have been exposed in data breaches and passwords
that are likely to be guessed easily by password cracking tools.
Websites may also have different approaches to checking pass-
words against the blocklist; for instance, some may perform
exact matching while others strip out symbols before match-
ing. While NIST recommends that websites block common
passwords, it is neither prescriptive on which lists to use nor
on the comparison method [1].

The National Cyber Security Centre (NCSC) provides more
concrete guidance [4]. In collaboration with Have I Been
Pwned? (HIBP)—an online service that allows users to check
whether their credentials have been compromised in data
breaches—the NCSC has released a list of the 100,000 most
common passwords for websites to use as a blocklist (which
we refer to as NCSC-HIBP-100k later on in the paper). NCSC
guidance reasons that blocking the top 100,000 passwords

prevents users from “making poor password choices, whilst
not making it too difficult for them to choose one.”

Tan et al. (2020) later investigated the security-usability
tradeoffs of blocklist requirements and found that blocklists—
while effective—can cause user frustration if not properly
configured [3]. They recommend blocking passwords that
appear in NCSC-HIBP-100k or blocking common passwords
that appear in a corpus of 10 million leaked passwords, both
of which we used in our experiments.

In this study, we empirically examine whether websites
follow the best practices for blocklists established by prior
work.

Compromised credential checking. In addition to block-
ing the most common passwords, some websites may em-
ploy compromised credential checking, which checks whether
a username-password pair has been exposed in a previous
breach [22, 23]. Websites can more accurately measure the
risk of account compromise to the user because they addition-
ally consider whether her full login credentials are already
available to cybercriminals.

We did not test for compromised credential checking by
websites in our study because it presents practical difficulties.
Using other people’s compromised credentials raises ethical
concerns, whereas using our own compromised credentials
may be unreliable due to the small sample size. While not
listed by NIST as a best practice, some websites in our study
may check for compromised credentials due to its known
effectiveness.

2.2 Min-strength requirements and strength meters are
both effective and user-friendly

A newer approach to encourage strong passwords is to
set minimum-strength requirements. When a user submits a
candidate password, the website estimates the strength for the
submission, and if it is greater than the minimum threshold,
the candidate password is accepted. A strength meter that
updates in real-time is often shown to nudge users as they
craft their passwords (Fig. 1b).

To measure strength, researchers recommend and typically
use adversarial guessing—the number of guesses needed to
crack a password (i.e., the guess number or guessability). Pre-
viously, strength was often modeled using Shannon entropy—
a function of the length and number of character-classes
present in a password, or its complexity. However, complexity
has since been deprecated since it is not a good proxy for
guessability (see Appendix F for further background).

Estimating password strength is difficult, especially con-
sidering that users expect near-instantaneous feedback when
setting a password. Previous research has found that among
the password-strength meters in use on the web, most actu-
ally measured complexity instead of guessability, and were
actually inconsistent with one another (de Carnavalet and
Mannan, 2014) [5]. There was an open-source implementa-
tion that were found to be reliable, however: zxcvbn outputs
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accurate strength estimates through 106 guesses, the threshold
for online attacks [24].

In 2017, Ur et al. designed a data-driven strength meter
that estimates password strength using a client-side neural-
network created in a prior study (Melicher et al., 2016) [10].
Their meter received positive feedback from participants in
the following user study, and was accurate when compared
with results from password cracking tools, which were used
as ground truth [6]. Tan et al. (2020) later updated the meter to
enforce blocklists and minimum-strength requirements, while
also making the meter freely available to use [3]. They con-
cluded that minimum-strength requirements are the best way
to encourage strong passwords, and recommend setting the
minimum-strength threshold to at least 106 to prevent online
guessing attacks [3]. Since their password-strength meter di-
rectly estimates guessability—as opposed to PCPs indirectly
using complexity as a measure of strength—websites need
only set a minimum-guesses threshold instead of character-
class requirements, such as 106 for online attacks and 1014

for offline attacks. They further highlight that the meter’s un-
derlying neural network can be “easily retrained to reflect
changing patterns in passwords over time” and that its con-
figurable integration with blocklists can penalize common
passwords.

2.3 Character-class PCPs should not be used

To enforce the use of strong passwords, websites have em-
ployed password composition policies (PCPs). PCPs are rules
which users must follow in creating their passwords. These
rules most often include a minimum password length require-
ment along with character-class requirements (Fig. 1c). PCPs
fall into two categories: ones with character-class require-
ments (which we’ll refer to as “character-class PCPs” through-
out the paper) and ones without (PCPs that only have a mini-
mum length requirement, which we’ll refer to as “minimum-
length PCPs”).

As a vestige of when password strength was modeled by
Shannon entropy, character-class PCPs force users to cre-
ate complex passwords.1 While prior empirical research has
found that passwords containing multiple character classes
were generally more resilient to password-guessing attacks,
employing character-class PCPs is a hardly ideal solution (Ko-
manduri et al., 2011), (Kelley et al., 2012) [2, 12]. Character-
class PCPs have poor usability; users have found it difficult
to comply with the complex rules and to remember the pass-
word they have created. Moreover, character-class PCPs do
not account for a significant subset of users, who respond
predictably to comply with character-class requirements (e.g.,
adding numbers at the end, capitalizing the first letter). These
behaviors reduce the benefits of adding complexity (Shay et

1Modeling password strength with Shannon entropy is different from
using guess numbers. Fig. 4 in § 6 illustrates this; character-class PCPs not
only reject most weak passwords, but most strong passwords as well. See
Appendix F for further discussion on the differences.

al., 2010), (Weir et al., 2010), (Ur et al., 2015) [18, 19, 25]
As studies that have found that increasing minimum-length

requirements while reducing character-class requirements
can lead to strong passwords without decreased memora-
bility, NIST has also updated its guidance to recommend
websites remove character-class requirements (Kelley et al.,
2012), (Shay et al., 2014) [2, 17]. It further recommended that
websites require passwords be at least 8 characters long [1].
Tan et al. (2020) actually found that character-class PCPs do
not make it harder for attackers using modern-day cracking
tools anymore, since users now tend to incorporate multiple
character-classes of their own accord. Still, they recommend
against using character-class PCPs because users still find
them annoying and some users will still fulfill requirements
in predictable ways [3].

Even with the updated recommendations, character-class
PCPs may remain ubiquitous, though they are largely unmea-
sured; the only previous study that explored PCPs on the web
was from 2010 [20]. In our study, we measured the state of se-
curity and usability of PCPs present on the web by extracting
them from websites we visited.

3 Study 1: password blocking
We measured whether popular websites prevent users from

choosing the most common insecure passwords and found
most of them insufficiently block users’ choices. We selected
common passwords to test based on two different strategies:
blocking the 100,000 most frequently-used passwords found
in password breaches (NCSC-HIBP-100k) and blocking pass-
words guessed early on by state-of-the-art cracking tools.

3.1 Method

3.1.1 We tested 120 of the top websites

Figure 2: A breakdown of the 262 websites we attempted to
study. We skipped 59 websites that did not fit our selection
criteria. 83 websites either could not be analyzed or were
already represented among our corpus of 120 websites.

In this study, we are concerned with password policies at
the most popular English-language websites so our findings
could be verified by all co-authors (who are all fluent in En-
glish). We focused on popular websites because previous
research has shown that they generally have better security
policies [20], which means that our results can be seen as
an underestimate of conformity with best practices. Further,
we wanted to hold these specific websites to account because
they affect more users. Using an actively maintained ranked
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list provided by other researchers [26],2 we tested the top
120 websites that were accessible to us. We skipped some
websites for the reasons shown in Fig. 2; we reached our total
of 120 websites after trying the top 262 listed entries.

Before the tests, we extracted the PCP on each website and
encoded them in a regular expression (detailed in § 5.1). This
allowed us to select PCP-compliant passwords for testing.

3.1.2 Testing common passwords leaked in breaches
We sampled 20 passwords from the NCSC-HIBP-100k list,

which was ordered from most common to least common. We
started by removing passwords that did not fit the website’s
PCP (with the aforementioned regular expressions) and sam-
pling candidates to test at each website. In order to evenly
represent the most frequently-leaked passwords along with
the long tail of rest of the passwords in the list, we used a strat-
ified sample based on powers-of-10 (1-10, 11-100, 101-1,000,
1,001-10,000, and 10,001-100,000). We randomly sampled
candidates weighted by their position on the list ( 1

position ),
which gave us—in expectation—four passwords in each stra-
tum. In order to ensure fair comparisons, websites with iden-
tical PCPs were tested with the same 20 passwords (e.g., all
websites with a 1class8 PCP were tested with “babygirl23”,
“lifeisgood”, etc.) We refer to these tested passwords as
leaked passwords hereinafter.

Using the accounts we had set up, we attempted to change
our password to each of the leaked passwords. If the change
was successful, we logged out and logged back in with the
new password to confirm, then noted that the password was
accepted.

3.1.3 Testing common easy-to-guess passwords
In addition to restricting leaked passwords, websites should

discourage users from selecting common passwords that are
easily guessed (e.g., block “Blink182”, which can be guessed
in ∼ 9 tries, or “Hello123”, which can be guessed in ∼ 316
tries). Here we tested the first 20 passwords that were guessed
by state-of-the-art cracking tools at each website. We refer
to these tested passwords as easiest-guessed passwords here-
inafter.

We used Password Guessability Service (PGS)—offered
by the Passwords Research Team at Carnegie Mellon
University—to find these passwords to test [27]. PGS sim-
ulates a real attacker guessing passwords; it leverages mul-
tiple (5, at the time of our study) cracking tools to arrive
at the user-provided plaintext password, returning the guess
number (i.e., the number of guesses needed to find the pass-
word) as the password’s strength rating. PGS also offers the
min_auto configuration, which returns the minimum guess
number for each password across all 5 tools. Previous research
has found that the min_auto approach provides a conservative
estimate for the performance of an unconstrained professional
attacker [27]. Therefore, we referred to the min_auto guess

2Available at https://tranco-list.eu/list/VJ5N. Generated on
29 July 2021.

number for all of the passwords in this study.
Since PGS requires its users to provide passwords in plain-

text in order to receive results, we selected passwords to use
from the Xato 10-million password dataset [28]. To the best
of our knowledge, the dataset—which we will refer to as the
Xato passwords hereinafter—represents the largest and most
recent corpus of real-world passwords accessible to academic
researchers, and has been widely used in previous work [3, 6,
16, 24]. We did search for newer password dumps to comple-
ment the Xato passwords, but found they were either available
only on the dark web or offered in hashes rather than plaintext
(to prevent large-scale cracking) [29, 30].

With all of the Xato passwords rated, we used the 20 pass-
words with the lowest guess numbers as our easiest-guessed
passwords, and tested whether websites allowed them to be
used. As with our testing of leaked passwords, we only se-
lected passwords that fit the website’s PCP. We excluded pass-
words that were already in the leaked passwords, and selected
the password with the next-lowest guess number instead. Here,
we also tested the same 20 passwords across websites with
identical PCPs to ensure fairness (e.g., all websites with a
DigSym6 PCP—6+ characters with 1 digit or symbol—were
tested with “jordan23”, “jessica1”, etc.). Every selected
password could be guessed within 104.9 guesses, well within
the threshold of online guessing attacks.

3.2 Results

1. Most websites do not block leaked or easiest-guessed
passwords at all. 71 / 120 websites accepted all 40 pass-
words we tested. By allowing both leaked and easiest-
guessed passwords, these websites put their users at risk
of password compromise and subsequent account hijack-
ings. Additionally, accounts at other websites may be
at risk for compromise too; users often practice poor
security hygiene by reusing their passwords across the
web, so this misconception that their password was not
blocked and therefore suitable can have widespread in-
security.

These 71 websites span different industries, including
e-commerce (Amazon), social media (TikTok), enter-
tainment (Netflix), and news (Wall Street Journal). Ama-
zon, for instance, allowed us to change our password
to “123456”, the most common password on the web.
TikTok—despite requiring users to choose a 3class8
password—allowed us to use “p@ssw0rd” (guessed by
PGS in 7 tries, the fourth-most common 3class8 pass-
word) on our account.

2. Additionally, several websites had insufficient block-
ing. In addition to the 71 websites which accepted all
40 passwords, 19 sites accepted more than half of the
leaked or easiest-guessed passwords tested. In some of
these cases, this was likely due to insufficient block-
lists. For example, IBM seemed to only block choices
containing the word “password”, which only blocked 1

USENIX Association Eighteenth Symposium on Usable Privacy and Security    565

https://tranco-list.eu/list/VJ5N


(“Password1”) of the 40 passwords we tested on its site.
Samsung only blocked number sequences (e.g., “123”),
and Salesforce only blocked “password”. While this
may prevent users from using the most guessable pass-
words, the majority of the most common passwords still
get accepted.

3. 10 websites seemed to be using a shorter leaked pass-
words blocklist. We found 10 websites that blocked
most of the tested leaked passwords from the higher-
rank strata (e.g., 1-10, 11-100) but then allowed a major-
ity of leaked passwords from the lower-rank strata (e.g.,
10001-100000). This could indicate that these websites
are using a truncated version of the NCSC-HIBP-100k
list to check passwords, sacrificing security for usability.
Spotify, for instance, blocked all leaked passwords up
to the 101-1000 stratum but allowed all passwords be-
yond that point, which suggests that it only checks for
the top 1000 leaked passwords. Our finding here is tenta-
tive, however, since we assumed websites were using the
NCSC-HIBP-100k list. Table 5a in Appendix D shows
the breakdown by stratum for the 10 websites.

4. 7 websites blocked easiest-guessed passwords, but
not leaked passwords. 7 websites disproportionately
accepted more leaked passwords than easiest-guessed
ones (Microsoft: 14 leaked accepted / 0 easiest-guessed
accepted, LinkedIn: 14 / 0, WeTransfer: 19 / 4, Roblox:
18 / 6, Reddit: 16 / 4, Twitter: 12 / 2, and Indeed: 9 / 1).

These 7 websites might have been using a minimum-
strength requirement instead, since passwords they ac-
cepted generally had higher guess numbers than the pass-
words they rejected. If true, none of the websites set their
minimum-strength requirement to prevent the threat of
online guessing attacks (106 guesses). For example, Mi-
crosoft accepted one leaked password cracked with 251
guesses, and WeTransfer allowed one leaked password
cracked with 32 guesses. Table 5b in Appendix D shows
the minimum-strength cutoffs we found in our testing.

5. Few websites prevented us from setting leaked
and easiest-guessed passwords. Only 15 websites—
including Google, Adobe, Twitch, GitHub, and
Grammarly—blocked all 40 passwords we tried. 7 more
websites—including Apple, Canva, and VK—performed
moderately well, allowing 5 or fewer tested passwords.

6. Websites that allowed leaked and easiest-guessed
passwords hold sensitive user information. 38 of the
71 websites that allowed all 40 passwords store user pay-
ment information such as credit card or banking details,
including Amazon, Netflix, GoDaddy, and Squarespace.
64 / 71 websites store PII about users, including Line,
Intuit, Zoom, and MySpace. For each of the websites we
analyzed, we checked whether it stored sensitive infor-
mation using the test account we created earlier.

While some websites could be low-risk, the majority of
websites (70 / 120) we studied collect payment informa-
tion and thus are potentially high-risk.

Appendix G presents a risk categorization of these 120
websites based on PII and payment information collection,
along with the number of accepted leaked and easiest-guessed
passwords.

4 Study 2: strength meters
In 2014, de Carnavalet and Mannan investigated 11 pass-

word strength meters that were used in practice, and found
most were estimating password complexity instead of guess-
ability [5]. We wanted to know if there had been any changes;
are meters at top sites now estimating guessability when a user
chooses a password? To answer this, we reverse-engineered
their patterns by testing different passwords.

4.1 Method

We considered all form elements on the password update
page that updated in real-time to give feedback about the
strength of the input on the password field. We then ran two
tests on each of the strength meters to learn its patterns. First
we investigated whether the meter was consistent in discour-
aging insecure choices; we tested the 100 easiest-guessed
passwords from Xato that fit the website’s PCP and noted
the feedback received on each password. Next we tried to
reverse-engineer the mechanics of the meter through bound-
ary testing. We tested passwords with different lengths and
number of character-classes, as well as passwords that were
not compliant with the website’s PCP. We selected passwords
from Xato and also used passwords generated from password
managers—Lastpass and 1Password—and noted movement
patterns along the strength meter.

4.2 Results: most websites are not using strength meters
to measure guessability

(a) “bkmmafwexucnvnsgppdk”
(1 class, randomly generated)
rated as Weak (1/3).

(b) “Passw0rd” (3 classes)
rated as Strong (3/3).

Figure 3: Despite having a 1class6 PCP, Facebook’s password
strength meter is driven by adding more character-classes, and
not password strength.

1. Password strength meters are not widely used. We
found only 23 websites using password strength meters
of any sort. Despite previous research touting the added
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Password strength
meters at websites with:

Our finding(s) Implications on users Prevalence

Minimum-length PCPs • Encourages complex passwords over
passwords that are harder-to-guess.
Rates easiest-guessed passwords that
have more character-classes higher than
passwords with high guess numbers but
fewer character-classes.

• Discourages users’ choices by nudging
them toward fulfilling character-class
PCPs.

• Password strength feedback does not
reflect password guessability.

• Possible usability issues similar to
when fulfilling character-class PCPs.

6 / 18

Character-class PCPs • Encourages more complexity than
required. Meter tops out only if pass-
words include more character-classes
than required by the PCP.

• Password strength feedback does not
reflect password guessability.

• Potential usability issues when a can-
didate password meets all stated re-
quirements but does not fill the meter.

4 / 5

Table 2: Of the 23 websites that used password strength meters, 10 used those meters to encourage more complex passwords. 6
websites with minimum-length PCPs were actually using their meters as proxies for character-class PCPs.

security and usability benefits of using strength meters
and robust open-source implementations like zxcvbn,
most websites have not updated their password change
procedures.

Regarding recommended strength meters, we found only
two websites using zxcvbn; Dropbox (the organization
behind the meter) and CPanel. The rest of the websites
were using black box implementations that may not have
been rigorously tested by the research community.

2. 10 / 23 websites misuse strength meters to measure
complexity instead. Rather than measuring password
guessability, we found meters were actually being used
as proxies for character-class PCPs. We break down our
results by PCP here and in Table 2:

6 / 18 websites with minimum-length PCPs use
strength meters as character-class PCP nudges.
Their strength meters would only increase if a pass-
word had more character-classes than the one entered
prior, and not if it had a higher guess number. Despite
Facebook’s 1class6 PCP, its 3-point strength meter—
shown in Fig. 3—considered all-lowercase passwords
weak; “zcdplgbtqldecfrzdqrw” (randomly generated)
was considered Weak (1/3) while “Password1” was
considered Strong (3/3). The strength meter at Yelp
(1class6 PCP) unconditionally considered 16-character
passwords strong, while requiring shorter passwords con-
tain all four character-classes to be considered as such;
“123456789123456789” (guess number∼ 631) was con-
sidered Great (4/4) while “WzNGVE5uuWHd” (randomly
generated) was considered only Good (3/4). Since these
meters measured complexity instead of estimating guess-
ability, their readings were not reflective of how diffi-

cult it would be for an adversary to crack the password.
Furthermore, users are nudged into creating complex
passwords at these sites. The other 12 websites with
minimum-length PCPs—including Google, Yahoo, and
Twitch—had strength meters that more closely corre-
sponded with password guessability; they rated all 100
passwords we tested as weak (<50% on their respective
meters), and we did not find any insecure patterns when
testing passwords with different character-classes and
length.

4 / 5 websites with character-class PCPs use their
meters to encourage further complexity. They re-
served the highest ratings on their meters for passwords
that went beyond the required character-classes. Ap-
ple’s strength meter, for instance, would only reach
100% if the password was 16-characters long and con-
tained a symbol, despite its corresponding 3class8 PCP
not requiring symbols. Aliexpress’s 3-point meter only
topped out if all 4 character-classes were included, de-
spite a 2class6 PCP; “jmDy&!py$Df&ˆtw*iBYy” (ran-
domly generated 3-class) was rated Middle (2/3), yet
“Abc123!@#” (guess number ∼ 53) evaluated to High
(3/3). Since users may already be led by these sites
to believe that compliance with character-class require-
ments would automatically yield strong passwords, they
may find it frustrating when their password does not
top up the strength meter. We only found one website—
ScienceDirect—which did not encourage further com-
plexity, only because its meter already filled up com-
pletely upon PCP-compliance.

3. 12 / 23 websites were inconsistent between meter
feedback and password acceptance. We then raised
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the question: is the feedback from the meter on the
user-side consistent with the ultimate decision by the
website to accept or reject a user’s chosen password on
the server-side? Here, we used findings from our pass-
word blocking analysis—in which we had selected the
20 easiest-guessed Xato passwords that were compliant
with a website’s PCP and tested whether the website
would accept them (§ 3)—and compared them with feed-
back given by the website’s password strength meter.
We now focused on feedback given by the website’s
strength meter right before submitting each password
to the server. For each password, if feedback from the
strength meter was negative (i.e., <50% of the scale), we
coded user-side feedback as “unacceptable,” otherwise,
we coded the feedback as “acceptable.”3

12 / 23 websites had varying levels of inconsistency. 5
websites rated all 20 passwords as “unacceptable,” yet
the server allowed all of them to be used; these websites
rely solely on their strength meters, and do not perform
additional checks before updating passwords. At CPanel,
all 20 tested passwords were “unacceptable” (we found
it was using zxcvbn), yet the server only rejected 13,
which had all-letters or all-repeating-digits (e.g., rejected
“66666666” but accepted “12345”).

Only 11 / 23 websites were consistent between their
strength meter feedback on the user-side and acceptance
on the server-side. 8 of those sites—including W3C,
Tumblr, and TechCrunch—rated all 20 passwords as
“unacceptable,” and all 20 were ultimately rejected. The
other 3 sites were consistent in the opposite manner; they
rated all 20 passwords “acceptable,” and all 20 were ulti-
mately accepted. Overall, these inconsistencies can lead
to insecurity stemming from users unknowingly setting
easiest-guessed passwords, as well as frustration when a
user is told a password is good enough but is rejected.

Our key finding is that despite the usefulness of password
strength meters being established in the research literature,
adoption has remained low, and 10 / 23 of the sites that have
them—6 of which have minimum-length PCPs—actually mis-
use them as proxies for character-class PCPs.

5 Study 3: composition policies
5.1 Method

5.1.1 We extracted the PCPs on 120 of the top sites
Using the aforementioned Tranco list (§ 3.1), we visited

the top 120 websites that were accessible to us. At each web-
site, we created an account and subsequently navigated to the
password change page to reverse-engineer the website’s PCP.
We chose to use the password change page over the account

3Fortunately, we did not have to deal with any ambiguity between scale
readings and labels on the meters we saw; all points below 50% had negative
feedback, and all points 50% and above had neutral or positive feedback.

creation page in order to avoid the need to repeatedly create
new accounts and enter sign-up information (e.g., usernames,
email addresses, names).

We noted the static creation rules that loaded on the form,
then extracted dynamic rules by varying the password input
with sample strings we had prepared in advance. We varied
our sample strings to include strings with 1 class only (all
lowercase letters, all digits, etc.) and strings with multiple
classes (uppercase, lowercase, digits, and symbols). For sym-
bols (i.e., special characters), we limited our permutations
to the 33 ASCII characters that could be typed on a stan-
dard U.S. keyboard (shown below; note presence of the space
character):

!"#$%&’()*+,-./:;<=>?@[\]^_‘{|}~

We prioritized completeness in our method. For each PCP,
we input and submitted non-compliant sample strings to make
sure the website was enforcing its shown PCP. We also
tested classes and characters that were not explicitly stated
(e.g., for a hypothetical “include at least one number”
character-class PCP we tested a sample string with only
numbers to make sure there was no letter requirement, for a
vague “include a special character such as !#@( ”
PCP we tested all 33 symbols and occasionally found web-
sites that 1) counted other symbols towards the requirement,
2) allowed but did not count other symbols towards the re-
quirement, or 3) disallowed other symbols entirely. The entire
extraction task was done by hand and recorded in a spread-
sheet (see Appendix C for a discussion of our attempts at
an automated pipeline) by one of the co-authors and verified
for correctness by a second co-author. After verification, we
encoded the raw text of each website’s PCP into a regular ex-
pression (which was also verified by at least two co-authors).
The regular expressions were later used for other analyses in
our study. We ended up with 73 different regular expressions
(hence, 73 distinct PCPs among the 120 websites).

5.2 Results: character-class PCPs are still widely used

Character-class requirement Websites (N=54)

Lowercase letters 31 (57.4%)
Uppercase letters 30 (55.6%)
Letters (case-insensitive) 19 (35.2%)
Digits 53 (98.1%)
Symbols (special characters) 37 (68.5%)

Table 3: Character-class requirements on the 54 websites
with character-class PCPs. Nearly all require that passwords
include a digit.

Our findings are as follows:

1. Character-class PCPs are still widely used. 54 web-
sites (45%) still require users to include specific charac-
ter classes in their password, despite recommendations
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against these requirements. As found in previous studies,
character-class PCPs impose a huge usability cost for
a minimal security benefit [17, 19]. Table 3 shows the
breakdown of the required character-classes. Almost all
character-class PCPs require a digit, and symbols were
the second-most popular requirement.

2. Websites with character-class PCPs are more likely
to allow the most common insecure passwords. Cross-
referencing our findings from § 3.2, we found that 38
of the 54 websites (70.4%) with character-class PCPs
accepted all 40 of the leaked and easiest-guessed pass-
words we tried, compared with 33 of the remaining 66
websites (50%) with minimum-length PCPs. This may
suggest that websites believe that complexity require-
ments are sufficient in getting users to create strong
passwords, so they do not need to check passwords on a
case-by-case basis.

3. The most common minimum-length requirement is
now 8 characters. In 2010, Bonneau and Preibusch
found that 52% of websites studied were using 6-
character minimum length—followed by 4 characters
(14%) and 5 characters (10%)—and that less than
5% of websites studied had an 8-character minimum
length [20]. In our results over a decade later, we found
that 66 / 120 websites studied (55%) have an 8-character
minimum length, followed by 6 characters (35 / 120) and
5 characters (7 / 120). Perhaps this is a result of updated
guidance from NIST in 2017, which now recommends
an 8-character minimum length for passwords, up from
its previous recommendation of 6 characters [1, 31].

4. 9 websites had inconsistencies between the PCP and
text shown. 1 website mentioned only a minimum-
length requirement, but we were unable to save our
password unless it contained a digit or a symbol. 2
other websites similarly failed to mention an additional
character-class requirement in their text, which we un-
covered through our testing. On the flip side, 4 web-
sites did not enforce all of the character-class require-
ments mentioned. For example, Canva seemed to re-
quire us to include “a mix of letters, numbers &
symbols” in our password, but we found that there were
actually no character-class requirements. 1 website men-
tioned that whitespace characters were not allowed, but
still accepted our password containing it. Lastly, 1 web-
site with a 2class8 PCP had no text at all. We were only
able to reverse-engineer its PCP after opening up devel-
opment tools on our browser to view the server responses
and making multiple attempts with different character-
class combinations. Overall, these inconsistencies can
lead to a confusing user experience.

Our key finding is that character-class PCPs are still be-
ing used on 45% of popular websites, burdening users while

providing minimal security benefit. Even with the research
against these complexity requirements, websites continue to
force users to include extra characters like digits or symbols
in their passwords, which some users may respond to in pre-
dictable ways. Furthermore, over 70% sites that continue to
use character-class PCPs do not have any other password
checks in place, allowing leaked and easiest-guessed pass-
words to be used.

We document several additional findings in Appendix E.

6 Study 4: PCP security and usability
In previous studies on PCPs, researchers typically con-

ducted user studies by recruiting thousands of participants
online (e.g., on Amazon Mechanical Turk) to perform pass-
word creation tasks on a testbed website. They would then
analyze the passwords created for each PCP, such as mea-
suring the complexity (entropy) of passwords created under
each condition, the fraction of passwords guessed at a given
guessing threshold, number of failed attempts, user sentiment,
time taken to create a compliant password, and password re-
call rate [2, 12, 16]. These studies have influenced changes
in password best practices over the past decade, particularly
with the recommendation against character-class PCPs [1].

While it would certainly be useful to perform the same
kind of password creation study for real-world PCPs, this
was not feasible due to the large number of experimental
conditions. As mentioned in § 5, we uncovered 73 unique
PCPs among the 120 studied. For reference, in a previous
user study, the authors recruited 5,099 participants who were
assigned to 15 different PCPs; in order for us to replicate
that power, we would have to recruit nearly 5 times as many
participants [3]. These previous studies have also recognized
the same limitations, and have kept the number of PCPs tested
relatively small [2, 16, 17].

We therefore devised a different approach to measure the
security and usability of PCPs studied. As we will show, our
method has both advantages and limitations. Therefore our
findings are tentative, and are ultimately intended to comple-
ment the findings from previous studies by providing insight
into PCPs in practice.

6.1 Method

The fundamental insight of our method is to consider a PCP
as a binary classifier, whose goal is to reject weak passwords
and accept strong, hard-to-guess passwords. Here, we defined
a password as weak if PGS could guess it in an online attack
(within 106 guesses), and strong otherwise.

6.1.1 We assumed a corpus of passwords created with-
out constraint

Users have different ways of generating passwords that
are not influenced by a website’s PCP [32]. Some examples
include:

• Using a fixed password for all websites (password reuse)
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• Using a password manager to automatically generate
passwords

• Using a fixed heuristic (e.g., dictionary word + digit)

For our analysis we needed a sample of these “uncon-
strained passwords” to make unbiased comparisons of security
and usability across PCPs. Our sample used here is the Xato
10-million passwords set (56% / 44% split between strong and
weak passwords) [28]. Even though it did not meet our require-
ment of passwords generated without constraint—because
users were already subject to the PCPs of the breached web-
sites in this set—we still used it for analysis. We discuss the
implications of using the Xato passwords later on.

6.1.2 We used sensitivity as a proxy for security
We assumed that whenever a user sets a new password at

each of the 120 websites we studied, they initially generate
one using an unconstrained strategy. If allowed by the PCP,
the user will then confirm and set the password. Any PCP
will allow some fraction of weak passwords through, how-
ever, which is why we measured the sensitivity of the PCP.
We consider sensitivity—the percentage of weak passwords
rejected—as a proxy for security. A website that simply al-
lows any password to be used (i.e., no PCP), for example,
would have 0% sensitivity.

One advantage of using sensitivity is that it is unaffected
by outliers. Some generated passwords may have extremely
high guess numbers and thus skew the average strength of
passwords accepted by a PCP, for example. Since we used
PGS to obtain guess numbers for the Xato passwords, we also
benefited from accurate password strength ratings, as opposed
to using entropy [25]. Our method to measure security has
one disadvantage, however. Unlike in an intervention study,
we don’t know how users will react to any of the 120 PCPs,
such as whether users go on to create strong passwords [12].

6.1.3 We used specificity as a proxy for usability
Some users—given their strategy for unconstrained pass-

word generation—will be frustrated by the PCP and be forced
to pick a different strategy and password. While the usability
cost would be justified if their password was actually weak, it
would not be justified if it was strong. In the case of a pass-
word manager being incompatible with a PCP, they may be
forced to pick a password manually, making it both weaker
and less memorable (see § 2). Here, we used specificity to
measure this usability cost. We used this measure as a proxy
for usability of the PCP.

Specificity is an objective measure that complements other
usability measures, like recall, user dropout, and time taken to
enter a password. The main disadvantage to using specificity,
however, is our inability to gauge user sentiment. That is,
users may not necessarily feel frustrated by the PCP if their
unconstrained password generation strategy is unsuccessful,
especially if they have repeatedly encountered the same kind
of PCP and have (predictable) adaptation strategies, or if their
password manager accommodates them [33].

6.1.4 Limitations of using Xato passwords
Finally, we revisit the assumption about having a corpus

of unconstrained passwords. Unfortunately, the Xato pass-
words set does not satisfy this requirement. While it is incred-
ibly diverse—with weighted samples of over 1,000 password
dumps collected over at least 5 years—most of the passwords
were probably created by users reacting to some PCP [34].
One advantage to using the dataset, however, is that it doesn’t
contain passwords that required cracking [34]. This means
that there is no bias towards weaker passwords.

Ultimately, using the Xato passwords in our security / us-
ability evaluation means that we will overestimate usability
(e.g., the segment created under the same PCP as the one
being tested will have 100% usability) and underestimate se-
curity (e.g., the segment created under the same PCP as the
one being tested will have 0% security). We reiterate that
our findings in this section should be regarded as tentative;
yet the strong limitations of PCPs that they reveal call into
question the usefulness of PCPs and call for further research
using different corpora and/or methods. For instance, a future
user study could ask users to create passwords under no con-
straint (i.e., “include at least 1 character”) and make
that password set available for other researchers to use.

6.2 Results
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Figure 4: Scatter plot of security v.s. usability of PCPs for
120 websites. Each data point was plotted with 10% opacity,
so more opaque areas reflect higher concentrations of PCPs
with close scores.

Fig. 4 shows the scores of all websites we examined plotted
along security and usability scores. Most of the 120 websites
fall into one of three clusters: good security but poor usability
(on the top left), good usability but poor security (bottom
right), and average security and usability (in the middle of
the graph). For comparison to a baseline, we also plotted
a hypothetical PCP that rejects a random proportion α of
passwords (and accepts 1−α of passwords), the diagonal
line represents that PCP’s security and usability scores for
0 ≤ α ≤ 1. Our findings are as follows:
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1. No PCP simultaneously had more than 60% secu-
rity and usability. They either rejected too many strong
passwords or accepted too many weak ones. Note that a
hypothetical random PCP that blocks 50% of passwords
has 50% security and usability simultaneously.

2. PCPs fall on different parts of the security-usability
spectrum. Our results suggest a classic security-
usability tension among PCPs. 69 / 120 websites we
studied take opposite stances on the tradeoff; 33 have le-
nient policies (poor security cluster) and 36 have overly-
stringent policies (poor usability cluster). Unsurprisingly,
the PCPs within each of the 2 clusters are very similar to
one another, with 1class6 being the majority PCP in the
poor security cluster and 3class8 the majority in the poor
usability cluster. We hypothesize that any PCP cannot
be usable without allowing some weak passwords, and it
cannot be secure without rejecting some strong password
candidates.

1class8 policies make up most of the PCPs with middling
acceptance rates, rejecting only 62% of weak passwords
and accepting only 58% of strong passwords. While
considered to be a best practice, our results suggest that
the PCP alone is insufficient in preventing users from
choosing weak passwords; websites need to have addi-
tional safeguards—such as blocklists—to filter out the
remaining 38%. This was not the case at nine 1class8
websites, including SoundCloud, Eventbrite, and Trello;
they allowed all of the leaked and easiest-guessed pass-
words we tried, like “1234qwer”,“1234567890”, and
“babygirl23” (cross-referencing our findings from § 3).

3. Most websites with insecure PCPs do not prevent
insecure password choices. 22 / 33 websites in the
poor security cluster—including Amazon, Fox News,
Etsy, and Dropbox (all with a 1class6 PCP)—do not
block users from choosing passwords like “abc123” and
“qwerty”—which we found with our password blocking
analysis (§ 3)—and two more have insufficient blocking
strategies (Slack and Yelp).

Our key finding is that PCPs are unsatisfactory in one or more
ways. None of the 120 PCPs had more than 60% security
and usability simultaneously. We hypothesize that there is
no perfectly secure and usable PCP; all composition policies
must make a tradeoff between user convenience (minimum-
length PCPs) and strong passwords (character-class PCPs).
Future studies should further investigate this hypothesis with
different password corpora and methods. While websites with
lenient PCPs can moderate the security gap with additional in-
terventions like blocklists, we see this is not typically the case.
A majority of these sites allow leaked and easiest-guessed
passwords to be used.

7 Limitations

7.1 Limitations of analyzing the most popular websites

In these studies, we focused on the most popular websites.
Since we did not additionally examine password policies of
websites at the long tail (due to the work required to manually
visit each website), we cannot be confident that our findings
generalize to all websites. But note that previous research
suggests that long-tail websites are likely to have even weaker
security policies [20].

In Appendix B, we detail the access failures encountered at
142 websites in the ranked list we used. While future research
can make an effort to study some of their password policies
(like at government websites), we don’t believe their exclusion
here affects our overall finding: most top websites are not
following best practices in their password policies. Moreover,
83 / 142 excluded websites did not collect passwords, shared
authentication with a website we already analyzed, or were
unreachable (e.g., DNS, measurement links).

7.2 Limitations in the PCP security / usability analysis

In the PCP security / usability analysis, we rated the
strength of all 10 million Xato passwords using PGS under
no policy, which served as our ground truth. As PGS conser-
vatively simulates an adversary cracking passwords, it also
offers to configure guess number calculations under a par-
ticular PCP, since the adversary—who knows the website’s
PCP—can constrain their search space to guess passwords
more efficiently (the default option is no policy). Uploaded
passwords that were compliant with the selected policy (17
options at the time of writing) would then be guessed with
modified approaches using each of the cracking tools [27].
Since we did not select a policy to use, our results may lead to
slight overreportings of both the fraction of strong passwords
accepted and the fraction of weak passwords rejected for some
of the PCPs. Obtaining more accurate ground truth measures
would be challenging: PGS limits submissions to 30,000 pass-
words in order to ensure fair use of their free service, and their
cracking tools can take a few weeks to complete.4

We did, however, further investigate the ramifications of
using the no-policy guess numbers in our security / usabil-
ity analysis, and found our main findings still hold true. We
found that the false positive risk—the probability that a pass-
word rated strong was actually weak—was less than 4.56%
at the 106 guesses threshold we used, for all 120 PCPs.5 We
randomly sampled 30,000 compliant passwords—weighted
by their frequency—for each PCP and obtained their “PCP-
aware” guess numbers from PGS in order to make the pair-
wise comparisons.

4The Passwords Research Team allowed us to submit all 10 million Xato
passwords at once—for cracking under no policy—as a courtesy.

5Here we are concerned with the probability of a positive result being
false [35]. This is different from the type 1 error rate (the false positive rate).
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7.3 Limitations in scale

Our study required a significant amount of manual work to
learn all of the password policies. For example, in our block-
list analysis alone, we attempted 4,800 password changes
to determine whether websites allowed leaked and easiest-
guessed passwords (∼200 hours of work). Since we manually
visited each website to reverse-engineer their password policy,
we were only able to test 120 of the top English-language
websites. We hence did not try to draw statistically valid con-
clusions about differences between industry sectors (e.g. news
vs. social media websites) because of the small number of
websites. We leave those topics (e.g., how the rates of com-
pliance with best practices might vary by rank, geographic
location, or sector) as future research directions.

We initially attempted two automated approaches which we
ultimately abandoned due to concerns with completeness and
data quality. We include our experiences in Appendix C to
hopefully serve as useful notes for those who want to extend
our work.

8 Other related work
Some previous empirical works have partially looked at

password policies in practice. Bonneau and Preibusch (2010)
extracted the PCPs of 150 websites across 3 different site cate-
gories: identity providers, content providers, and e-commerce
sites [20]. They found that identity providers were signifi-
cantly more likely to have minimum-length requirements (>1
character password), character-class requirements, and basic
dictionary checks whenever a user changes their password.
Overall, they found poor adoption of industry standards for
password implementations, such as using TLS, CAPTCHA,
and rate-limiting password guesses.

de Carnavalet et al. (2015) studied the password strength
meters used at 11 popular websites [5]. They extracted or
reverse-engineered the meter implementation at each site to
local scripts and ran large-scale automated tests to get strength
readings of known passwords, running a total of 53 million
tests. They found most meters were only measuring password
complexity, with only one implementation—zxcvbn—going
beyond to penalize dictionary words. They also found that
among the password strength meters in use on the web, most
of them were inaccurate and inconsistent; passwords rated
weak were often rated strong at other websites, and vice versa.

We built on the work done in both studies to deliver new
additional insights. For password strength meters, we found
websites with minimum-length PCPs that were using their
strength meters as character-class nudges (§ 4). We also fo-
cused on investigating consistency between meter feedback at
the client and password acceptance at the server by attempt-
ing to set the 20 easiest-guessed passwords we tested, and
found more than half of websites were inconsistent. For PCPs,
we resurveyed the landscape over a decade later, and found
changes in the types of requirements used (§ 5). We also de-

veloped a new method to measure the security and usability of
PCPs, and tentatively found none of them had decent security
and usability simultaneously (§ 6).

9 Conclusion
Even with the gains in user authentication methods over

the past two decades, passwords remain essential for online
access, and replacing them in the near future seems improba-
ble [36]. For these reasons, online services—especially the
websites in which we found flaws—need to focus on password
security and usability. Websites with insufficient blocklisting
strategies, an outdated character-class PCP, or a misconfigured
password strength meter should review the best practices sum-
marized in Table 1 and make adjustments to their password
policies. We further encourage them to review the research
behind the guidelines in order to avoid misconfigured inter-
ventions that are inconsistent with one another (e.g., § 4).

We also suggest future research that directly engages with
system administrators, in order to understand their mindset
on password security. Researchers may then be able to un-
cover the reasons for the disconnect between industry and the
academic community, and take steps towards reconciling the
disparity. Some hypotheses include:

• Password policy is security theater: measures such as
character-class PCPs, even if ineffective, may give users
a false sense of security, and websites use them for this
reason.

• Websites have shifted their attention to adopting other
authentication technologies, such as multi-factor authen-
tication (MFA), and believe that it is unnecessary to
strengthen their password policies. (Note that there are
severe weaknesses in SMS-based MFA, so this view
might be overoptimistic [37, 38]).

• Websites need to pass security audits, and the firms who
do these audits, such as Deloitte, recommend or mandate
outdated practices.

• Websites face some other practical constraint that the
academic community does not know about.

We have made our dataset available for other researchers
at: https://passwordpolicies.cs.princeton.edu/.
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A Visualization of best practices
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Figure 5: Websites following best practices are in the shaded green area. Unlabeled areas contain 0 websites.

Fig. 5 shows the breakdown of websites we considered to be following best practices. We considered a website to be following
best practices if it allowed 5 or fewer of the 40 most common leaked passwords and easiest-to-guess passwords we tried, required
passwords be no shorter than 8 characters, and did not impose any character-class requirements. We also considered websites
with a shorter minimum-length requirement as following best practices if they satisfied the other two recommendations and
further employed an accurate password strength meter to guide users to choosing strong passwords.

B Access failure details

Reason Websites
(N=142)

Inaccessible 69
No registration page 26
No passwords for auth 3
Government website 2
University website 4
Purchase required 7
Never received registration SMS 1
Non-U.S. phone number required 1
Site unreachable from browser 25

Explicit material 6
Non-English 38
Shared reg page w/ already-visited site 29

Table 4: Breakdown of the websites we skipped in our study.

We tried visiting the top 262 websites on the Tranco list in
order to obtain the 120 websites for our study. Table 4 lists
the reasons we skipped the other 142 websites.

C Lessons from our attempts at automation
Some readers may wonder why we pursued manual data

sourcing methods in this study instead of an automated ap-
proach, since doing so may have enabled us to scale up the
number of websites tested. As a matter of fact, we initially
attempted two automated approaches which we ultimately
abandoned due to concerns with completeness and data qual-
ity. We include our experiences in this writeup to hopefully
serve as useful notes for those who want to extend our work.

We first tried building and using a Selenium-based web
crawler to automatically extract PCPs from websites. Our
crawler consisted of scripts tasked with parsing and navigat-
ing the sites of given domains to find the registration form
and the PCP on the form. We leveraged search engine key-
word searches to find registration pages (e.g., “join”, “create”,
“signup”), as well as pattern detection of HTML tags and key-
words to find and extract the PCP. However, we soon found
that it was practically infeasible to develop any general so-
lution; the unstandardized registration flows across websites
required us to constantly add code to handle an extremely
wide range of UI designs.

Our second approach utilizing MTurk was more successful,
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Fraction of accepted leaked passwords by stratum

1-10 11-100 101-1,000 1,001-10,000 10,001-100,000

bit.ly 0/2 1/3 1/4 1/6 3/5
chase.com 0/1 1/3 1/4 5/7 4/5
espn.com 0/2 1/3 2/4 6/6 5/5
facebook.com 0/2 1/3 0/4 3/6 4/5
instagram.com 0/2 1/3 0/4 3/6 4/5
slack.com 0/2 1/3 1/4 6/6 5/5
spotify.com 0/2 2/3 1/4 4/6 5/5
surveymonkey.com 0/2 2/3 1/4 4/6 4/5
tripadvisor.com 0/2 0/3 0/4 6/6 5/5
yelp.com 0/2 1/3 4/4 5/6 4/5

(a) Looking at accepted leaked passwords by stratum, we hypothesized 10 websites
were using shorter verisons of the NCSC-HIBP-100k list.

Hypothesized minimum-
strength threshold

indeed.com 103

linkedin.com 102.3

microsoft.com 102.4

roblox.com 101

reddit.com 101

twitter.com 103.4

wetransfer.com 101.5

(b) Minimum-strength thresholds we hypothesized
were being used at seven websites. For reference,
the threat of online guessing attacks ends at 106

guesses.

Table 5: We found 10 websites that seemed to be blocking passwords based on a shorter common passwords list, and found 7
websites that seemed to be blocking passwords that did not meet a minimum-strength requirement.

but still produced data of dubious quality. We developed and
published two separate MTurk Tasks to workers on the market-
place: one to identify registration pages from a given domain,
and a second to extract the PCP from a given registration
page. For each Task, the Worker—our hired user—was given
the domain or registration page, and given a form to input
information found such as the minimum-length requirement
and character-class requirements. We also included quality
assurance questions on the forms to confirm that the Worker
had understood the given task and was paying attention. De-
spite the additional quality assurance measures, we found
widespread inconsistency in the clarity of information col-
lected across websites and even at the same website (we made
sure to create two Tasks for each website). We concluded that
our assurances were not rigorous enough, and that we had
also underestimated the difficulty of educating Workers about
extracting PCPs.

D Password blocking trends from § 3
Table 5 shows two trends we found in our password block-

ing study (§ 3). In Table 5a, we hypothesized 10 websites
were using shorter versions of the most common passwords
list we used. In Table 5b, we hypothesized 7 websites had a
minimum-strength requirement.

E Additional findings from § 5
1. Symbol definitions varied among the 37 websites re-

quiring them. 13 websites counted all 33 symbols we
used towards their requirement, and half of the websites
counted all but one symbol. The remaining websites
below the median counted far fewer symbols, however,
including 1 website that counted only #, $, &, and @ (4
symbols), and 2 websites that counted only 9 and 10
symbols, respectively. The most commonly excluded

symbol was the space character, which counted at only
15 / 37 websites, followed by the ’, ", and ‘ characters,
each counted as symbols at 28 / 37 websites.

13 websites placed even more restrictions on certain sym-
bols by outright disallowing them in passwords, includ-
ing the 2 websites that counted only 9 and 10 symbols;
any symbol that did not count was not allowed to be in
the password.

2. 1class8 is the most common PCP. 24 / 120 websites
(20%) were using this PCP, followed by 1class6 (22 /
120). 3class8 is the most common character-class PCP
(and third-most popular overall), we found it on 17 web-
sites, followed by 4class8 and DigSym6, each found be-
ing used on 10 websites.

3. Some websites were using maximum-length require-
ments that are too short. 17 websites had a maximum-
length requirement below 64 characters—the baseline
recommended by NIST—including 1 website with a 14-
character maximum length, 3 with a 15-character maxi-
mum, and 4 with a 20-character maximum [1]. Setting
too short of a maximum length hurts security by pre-
venting users from choosing long passwords that are
hard-to-guess.

F Additional background
F.1 Password security is better modeled through adver-

sarial guessability

Password strength has traditionally been measured using
Shannon entropy, a function of the counts of lower- and up-
percase letters, digits, and symbols (LUDS). While previously
recommended by NIST, entropy—also commonly referred to
as complexity—turned out to be a poor proxy for password
security [31]. Researchers soon found mismatches between
password entropy scores and time needed for attackers to
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crack a password (or a set of passwords) [25]. The informa-
tion security community has since favored using guessability
as a measure of password security [8, 9].

Guessability more closely resembles the only practically
important sense of password strength: the actual number of
guesses an adversary would require to correctly guess the
password. Unlike Shannon entropy, guess number metrics
can factor in contextual information such as common pass-
words, human predictability and composition rules presented
at password creation [25]. However, the attack method and
configuration matters: many previous studies—facing time
and resource constraints—have only been able to model spe-
cific attackers by using only one attack method with limited
training data. A necessary drawback to the guessability ap-
proach is its inherent subjectivity. Whereas entropy is an
objective measure, there is no objective guess number for any
password; adversarial guessing is a strategic problem and dif-
ferent strategies will produce different results over the same
password set input. For this reason, comparisons between
studies using different guessing algorithms can be difficult at
best, and moot at worst.

In an effort to harmonize future studies, in 2015, the Pass-
words Research Team at Carnegie Mellon University released
Password Guessability Service (PGS)—a free service that
rates the strength of submitted passwords [27]. PGS simulates
a real attacker guessing passwords; it leverages multiple (5
at the time of our study) cracking tools to arrive at the user-
provided plaintext password. Using each tool, PGS calculates
the guessability (i.e., the guess number) as the password’s
strength rating. PGS also offers the min_auto configuration,
which returns the minimum guess number for each pass-
word across all 5 tools. Previous research has found that the
min_auto approach provides a conservative estimate for the
performance of an unconstrained professional attacker [27].
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G Overall findings for all 120 websites
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Abstract
Passwords are the most popular authentication method due to
their simplicity and widespread adoption. However, the preva-
lence of password reuse undermines its security. A promising
strategy to mitigate the risks of password reuse is to use ran-
dom passwords generated and stored by password managers,
yet many users do not use them. Many web browsers have
built-in password managers that employ nudges at the time
of password creation. These nudges aim to persuade the se-
lection of more secure random passwords; however, little is
known about which designs are most effective. We study
(n = 558) the efficacy of nudges used by three popular web
browsers: Chrome, Firefox, and Safari. Our results suggest
Safari’s nudge implementation is significantly more effective
than the others at nudging users to adopt a randomly gener-
ated password. We examine factors that may contribute to the
adoption of randomly generated passwords, reasons that peo-
ple adopt a randomly generated password (or not), as well as
discuss elements of Safari’s nudge design that may contribute
to its success. Our findings can be useful in informing both
future password manager nudge designs and interventions to
encourage password manager use.

1 Introduction

Authentication with passwords, despite its security [14,52]
and memorability [21, 38] shortcomings, remains widespread
with applications such as online banking, e-commerce, per-
sonal devices, servers, etc. The average person is estimated
to have at least 26 accounts [38] and possibly more than 100

*Contact author: Samira Zibaei <samira.zibaei@ontariotechu.ca>.
Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
August 7–9, 2022, Boston, MA, United States.

accounts [1]. The burden of remembering many passwords of-
ten leads users to rely on insecure coping methods [33], such
as using the same, simple, or similar passwords [48]. To pre-
vent these insecure coping mechanisms, password managers
have become an instrumental tool for storing and generating
random, complex passwords to assist users with password
security and memorability. The passwords generated by pass-
word managers are expected to be less vulnerable to credential
stuffing [50]—a serious concern due to password leaks [18]—
and to password guessing attacks [54]. However, password
managers have not fully delivered their security promises in
practice [5, 39].

Password managers, despite being recommended by secu-
rity experts [20], are still not adopted by many users [39, 48].
Even when people make use of password managers, only a
minority use the random password generation feature that
enables its secure use [39]. One might wonder how to further
encourage users to adopt password managers and also to ac-
cept randomly generated passwords as their password. One
potential promising solution is nudging techniques [16] to
influence adoption of password managers and their security
features (e.g. randomly generated passwords) without limit-
ing user choices [29]. While nudging has been explored in
human-computer interaction [9] and some computer security
contexts [58], research on nudging in the context of adopting
password managers or their security features (e.g., randomly
generated passwords) is sparse.

In this paper, we initiate studying the effect of nudging
on the adoption of security and storage features of password
managers. In particular, we explore how effective current
browser-based password managers are at nudging users to
adopt their randomly generated passwords and storage fea-
tures. We also aim to gain a deeper understanding of why
people choose to adopt generated passwords (or not). Our
specific research questions are:
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Q1 How do the three most popular browser-based password
managers (Chrome, Firefox, and Safari) compare to each
other in nudging users to adopt randomly-generated pass-
words?

Q2 Does the complexity of a website’s password policy con-
tribute to the adoption rate for randomly generated pass-
words?

Q3 What factors contribute to the adoption rate for randomly
generated passwords and saving passwords in the pass-
word manager?

Q4 What are the rationales of users to (not) adopt a randomly
generated password?

To investigate these questions, we conducted a user study
(n = 558) to evaluate the effectiveness of the generated pass-
word nudges employed by Chrome, Firefox, and Safari. Par-
ticipants were asked to register for a new website, so we can
observe their interaction with the password managers. Fol-
lowing registration, participants complete a questionnaire that
asks their reasons for adopting the generated password (or
not). Our website assigned participants one of two password
policies (1C8 and 3C12)1 to evaluate its impact on users’ de-
cisions when confronted with simple or complex password
requirements. We perform both quantitative and qualitative
analyses on our collected statistics and participant’s free-form
comments regarding their use of the randomly generated pass-
word during their account registration.

Our contributions and findings include: (i) Analysis of
which browser password manager nudges are most effective.
We discuss differences between the nudge designs of the
password managers we study, and possible reasons for our
findings, which can be useful in informing future password
manager nudge designs. (ii) Identification of a number of
factors that influence users’ decision to adopt a randomly gen-
erated password, such as previous use of a password manager,
former familiarity/use of a generated password, and whether
they noticed the nudge. (iii) Investigation of reasons why peo-
ple believe they did (not) use the generated password. This
information can also be useful in informing both future pass-
word manager nudge designs and interventions to encourage
password manager use.

The paper is structured as follows. Section 2 discusses pre-
vious work that relates to our research. Section 3 elaborates
on the purpose of our study, how we recruited our participants,
our study’s structure, how we collected our data, statistical
testing methods, and qualitative analysis methods employed.
The results of our study are presented in Section 4, as well as
participant demographic information. We discuss the results
and limitations of our study in Section 5, and conclude in
Section 6.

11C8 is a password policy that only requires a minimum of 8 characters.
3C12 is a password policy that requires a minimum of 12 characters and
at least 3 character classes. Character classes include lowercase characters,
uppercase characters, special characters, and numbers.

2 Related Work

We first briefly review password shortcomings, then discuss
related work on password managers and nudging.

Many passwords to manage. Passwords remain the most
popular authentication method for computer systems [8]. Un-
fortunately, with the proliferation of online services, the num-
ber of passwords that each user needs to remember has in-
creased exponentially. The average person has between 70–
80 passwords [56]. Creating strong, unique, and complex
passwords that are easy to remember is an unavoidable chal-
lenge for users. As a result, users resort to making weak
passwords that are easy to remember (sometimes, with their
personal information) or reuse their passwords for multiple
accounts [15, 31]. Both of these practices yield lower secu-
rity. With password reuse, the leak of a password from one
account renders other potentially high-risk accounts vulner-
able [48]. Passwords with personal information are more
vulnerable to guessing attacks [54]. Also, recently many
advances have been made towards more effective guessing
attacks, which leverage the reoccurring password patterns in
large-scale leaked password datasets and machine learning
techniques [22, 25, 32, 35, 36, 53, 54].

Password managers and usability. Password managers can
generate, store, and remember random passwords for users
to enhance their password security. Several usability issues
have been reported in studies conducted on password man-
agers such as poor user interface design [3] and lack of im-
portant functionalities (e.g., recovering changed or deleted
credentials) [5]. It is shown that the use of technical terms
when describing features (e.g., “password generator”) makes
password managers seemingly complicated for users [47].
Recently, a cognitive walkthrough indicated some features of
password managers (e.g., autofill, user interface design, and
linking credentials to multiple sites) might help foster their
adoption [46]. Some attempts have been made to improve
overall usability of password managers by minimizing the
user’s action and enhancing their user interfaces [7, 49].

Adoption of password managers. The adoption of password
managers has faced challenges beyond their usability issues.
The low adoption rates of password managers is blamed on
the lack of: user’s trust [5, 45] in this technology, willingness
to be dependent on technology [41], and awareness of its
benefits [12, 45]. Convenience is yet another reason found
for users not using password managers [24]. Other research
found that a barrier to password manager adoption was not
having enough accounts to protect, believing their accounts
are not valuable enough to require using a password manager,
lack of accessibility of passwords on multiple devices, and
concern of the password manager’s single point of failure [39].
Older adults (above 60) were found to have low adoption
of password managers due to concerns about where their
password is stored, and whether others might have access
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to their accounts [41]. Also, impediments to adoption of
standalone password managers include users not having time
to install the software [6], not understanding the sense of
its urgency [6], or being unwilling to hand over the control
of their own passwords [10]. Other research indicates that
cybersecurity knowledge is an important factor in the adoption
of a password manager [5].

Adoption of randomly generated passwords. The low adop-
tion of randomly generated passwords from password man-
agers is a concern, which has downgraded the potential se-
curity impact of password managers. The under-deployment
of randomly generated passwords might be due to a lack of
awareness, interest, or trust [45]. Pearman et al. [39] in an
interview study (n = 30) found that only one out of 12 par-
ticipants who used a “built-in” or browser-based password
manager adopt randomly-generated passwords, whereas all 7
participants with stand-alone password managers adopt ran-
dom passwords.

Nudging. Nudging, a concept in behavioral science, aims to
influence decisions without limiting people’s choices [23].
Nudging has been employed in many contexts, and is of in-
terest to a broad range of human-computer interaction (HCI)
topics [9]. In cybersecurity, it has been used in many se-
curity decisions [58], including which Wi-Fi network to
join [57], social network posts to make [55], and emails
to trust [11]. Nudging has also been applied to tackle the
problem of password creation in alphanumerical passwords
(through password strength meters [43, 44]) and graphical
passwords [37, 51], and password manager adoption [2, 4].
Nudging has also been studied in the context of promoting
users to accept randomly-generated passwords [23]; although
the studied nudges were unsuccessful, they were quite differ-
ent than those employed by current password managers.

Our work. Nudging is employed by a number of popular
browser’s built-in password managers: Chrome, Firefox, and
Safari (see Figure 1b-d). However, the efficacy of these
nudges has not yet been studied, to the best of our knowl-
edge. In this paper, we study the efficacy of these browser
nudges, factors that may influence their efficacy, and users’
reasoning for accepting (or not accepting) the nudge. Our
goal is to deepen our understanding of what nudges work best
in this context, and why, which can be used to help improve
the state-of-the-art.

3 Methodology

Our primary goal is to evaluate the effectiveness of nudges
employed by the three most popular browsers: Chrome, Fire-
fox, and Safari, in terms of their ability to encourage the use
of randomly generated passwords. We review the browser
nudges studied in Section 3.1. We created a mock-up of a
new e-commerce website for purchasing local produce (Fig-

ure 1a) to examine user behavior when creating an account
on the website. We collected and analyzed quantitative data
composed of users’ decisions while creating an account (e.g.,
if a randomly generated password is adopted) and both quan-
titative and qualitative data from users’ responses to a ques-
tionnaire. Our study was reviewed and approved by our in-
stitution’s Research Ethics Board. We explain the structure
of our study further in Section 3.2. Our recruitment method
is described in Section 3.5 and resulting demographics are
summarized in Section 3.6. We outline our analysis approach
in Section 3.7.

3.1 Nudges in Chrome, Firefox, and Safari
Each browser uses nudges to encourage people to use a ran-

dom password generator. Chrome’s just-in-time nudge (see
Figure 1b) is displayed when a user clicks the password field.
This nudge suggests the user a 15-character randomly gener-
ated password to encourage its adoption. Chrome displays
the suggested random password with the message of “Use
suggested password”, and includes the following statement,
“Chrome will save this password in your Google Account.
You won’t have to remember it." The focus of the nudge ap-
pears to be more on convenience than on security with an
emphasis on remembering passwords for user. Chrome’s
nudge is simple and does not seek to grab the user’s attention.
Firefox’s nudge (see Figure 1d) is also a just-in-time nudge
and very similar to that of Chrome, even in terms of the length
of passwords. Firefox uses the term “Securely” in its message
of “Use a Securely Generated Password”, followed by the
statement of “Firefox will save this password for this website.”
The main difference in word choice is that Firefox’s nudge
puts emphasis on security as well as convenience.

Safari (Figure 1c) uses a different method of nudging
known as a default nudge. A default nudge works by selecting
the desired option by default. To encourage the selection of
a random password, Safari automatically populates the pass-
word field with an 18-character random password when the
user clicks in it. Safari’s nudge is accompanied by a pop-up
message of “Safari created a strong password for this web-
site—This password will be saved to your iCloud Keychain
and will AutoFill on all your devices. Look up your saved
passwords in Safari Password preferences or by asking Siri”.
Safari’s nudge is the most visually diverse and puts emphasis
on both password strength and convenience. Safari’s use of
color and a default nudge is a clear attempt to grab user’s
attention. Furthermore, Safari’s description of its password
manager’s functionality aims to educate users and persuade
them to use it.

3.2 Study Structure
We designed our study to employ deception in order to

keep our website registration as realistic as possible, without
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(a) Designed e-commerce website (b) Employed nudge in Chrome

(c) Employed nudge in Safari (d) Employed nudge in Firefox

Figure 1: Our mock-up website for which study participants were asked to register an account is shown in (a). The browser
nudges studied are: (b) Chrome, (c) Safari, and (d) Firefox.

drawing additional attention to the nudge. The users are first
falsely informed that the purpose of our study is evaluating
the user interface and functionality of our (fake) e-commerce
website. However, participants were debriefed with the actual
purpose of the study in a secondary consent form and partici-
pant data is only collected if they agree to it; otherwise, they
were considered to have opted out. For our study, participants
were specifically required to do the following tasks:
Task 1: First consent form. Participants were provided with a
deceptive consent form that explained the purpose of the study
is to help evaluate the usability of our website’s registration
and login processes (see Appendix A). It did not reveal the
study’s true focus on passwords and nudging.
Task 2: Account registration. The participants were asked to
test the usability of our website’s registration and login pro-
cess by creating an account using a valid email and a password
that conforms the password policy. Users have the freedom
to create their own passwords or use the browser’s password
manager for a randomly generated password. Regardless of
how users create their passwords, users are given the option to
store their passwords using their browser’s password manager.
Task 3: Post-registration questionnaire. We asked participants

to answer 5 demographic questions including their age, gen-
der, education, their primary area of study or work, and their
first language. See Appendix B for full details.
Task 4: Login. Participants were asked to log in to their ac-
counts created in Task 2 using their email address and chosen
passwords. If the users have stored their passwords in the
browser’s password manager, the password manager would
autofill their stored password.
Task 5: Post-study questionnaire. Participants were asked
to answer questions focusing on users’ behavior relating to
the nudges, password managers, and password creation. See
Appendix C for full details.
Task 6: Second consent form. Participants were provided with
a second (real) consent form (see Appendix D) that explains
the true purpose of the study before submission.

3.3 Ethical Considerations
If participants initially knew the purpose of our study, it

would bring unrealistic focus to the randomly generated pass-
word nudge. Therefore, we used deception by telling partici-
pants that they are testing the usability of a new e-commerce
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website’s registration and login process. Participants were
debriefed through a secondary consent form (see Appendix
D), which they were asked to read carefully before agreeing
to submit their data. Participant data is only stored after they
agree to this secondary consent form. To mitigate the risk of
users reusing one of their passwords, we only collect/store
passwords/data with anonymous identifiers, and only after
obtaining secondary consent. Our study was reviewed and
approved by our institution’s Research Ethics Board.

3.4 Implementation Details
For the account registration task of our study, the password

policy for a user is randomly set to be either a 1C8 or 3C12
password policy. A 1C8 policy only requires a minimum of 8
characters, whereas a 3C12 policy requires a minimum of 12
characters with at least 3 character classes of lowercase char-
acters, uppercase characters, special characters, and numbers.
We used these two different password policies to analyze
users’ password decisions when confronted with simple and
complex password requirements. Based on the user’s browser
(Chrome, Firefox, or Safari), our website shows a simula-
tion of the browser’s password manager and records their
interactions with the simulated password manager. We also
ensure the actual password managers are not invoked when
the simulated password managers are presented to the user.
The simulated password managers are designed to appear
identical to the actual password managers, but are intended
to facilitate data collection of user’s interaction with the pass-
word manager. Figure 1b-d are taken from our simulated
password managers, which show how carefully they were
designed to be identical to the actual password managers.

Our system enforced a number of rules relating to study
completion. To improve data quality, users can only have
one tab/instance of our study running at a time and are only
able to complete our study once. These rules are to prevent
biased results from users who have already completed our
study. For ethical reasons, we only collect data once users
have submitted both consent forms. This means participants
who leave the study before providing the final consent will
have their data deleted after 10 minutes of inactivity. Once
the data is removed from our servers, users will have to restart
our study. However, before the 10 minutes is up, users have
the option of continuing our study by restoring their closed
tab. Between starting the study and seeing the second consent
form, a total of 100 participants opted out. To ensure partic-
ipants’ anonymity, we do not collect their emails, we only
collect their passwords.

3.5 Recruitment
We tested our study through a pilot study with 5 partici-

pants and asked them to provide us with their feedback. We
improved our study’s design and user interface based on their

comments. Our user study was conducted with 561 partici-
pants recruited through Amazon’s Mechanical Turk (MTurk)
website. Participants were limited to those living in the United
States. The estimated completion time for this study was
about 5 minutes. To be consistent with minimum wage in
the United States ($7.25 USD per hour), participants were
compensated $0.60 USD for the completion of our study. Par-
ticipants could choose to sign up for any one of the three
MTurk groups, and we used the user-agent header to deter-
mine the correct browser is in use.

3.6 Participant Demographics
Table 1 presents an overview of the participant demograph-

ics for our study collected through the post-registration ques-
tionnaire (see Appendix B). Our participants were composed
of 48.4% female, 49.6% male, and 2% who preferred not to
specify their gender.

Participants’ ages range from 18 to over 50 years old. The
majority of participants (39.6%) fell within the 26–35 age
group, followed by the age group of 36–50 making up 27.8%
of participants. Regarding participants’ education level, most
participants (54.1%) had a Bachelor’s degree, followed by a
high school degree (26.3%). The majority of participants in
our study (30.1%) belonged to the business and IT field of
education or work.

3.7 Analysis
We analyze our results to find whether there are significant

differences between the adoption rate of randomly generated
passwords for: (1) the three browsers studied, (2) the two
implemented password policies (1C8 and 3C12), (3) partici-
pants who noticed the nudge vs. those who did not notice the
nudge, (4) participants who used a password manager before
vs. those who have not, (5) participants who used a random
password generator before vs. those who have not, (6) partic-
ipants who are using their main (daily use) browsers in our
study vs. those who did not. We also analyze our results for
whether there are significant differences between the rate of
saving passwords in the password manager for: (7) the three
browsers studied, and (8) participants who noticed the nudge
vs. those who did not notice the nudge. Since all of these
analyses involve comparing proportions, we use the χ2 test to
find whether there are significant differences between them.
Tests were conducted using Bonferroni adjusted alpha levels
of 0.006 per test (0.05/8).

We performed a qualitative analysis on the free-form data
from our post-study questionnaire, to find underlying rea-
sons participants did (or did not) use randomly generated
passwords. We asked our participants, “Can you describe
the reason why you used/did not use the random password
generator?” Participants’ comments were analyzed using an
emergent coding approach, and two researchers coded all
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Chrome Firefox Safari Chrome Firefox Safari

Gender
Female 45.5% 41.5% 58.7%

Study/Work

Social Sci. & Humanities 5.2% 8.5% 6.7%
Male 52.4% 56.9% 39.1% Science 6.3% 5.9% 7.8%
N/A 2.1% 1.6% 2.2% Health Science 7.9% 4.3% 13.4%

Age

18-25 11.5% 12.8% 27.4% Engineering & Applied Sci. 8.9% 9.6% 4.5%
26-35 42.4% 38.8% 37.4% Energy & Nuclear Sci. 0.0% 1.1% 1.1%
36-50 25.7% 30.9% 26.8% Education 8.4% 5.3% 14.5%
50+ 19.4% 16.5% 8.4% Business & IT 38.2% 30.9% 20.7%
N/A 1.0% 1.0% 0.0% Other 16.7% 25.4% 24%

Education

High school 23.6% 30.3% 25.1% N/A 8.4% 9% 7.3%
Bachelor’s 58.6% 53.7% 49.7%

Language

English 95.8% 96.8% 88.8%
Master’s 14.1% 9.6% 18.4% French 0.5% 0.0% 0.6%
PhD/higher 1.6% 3.7% 3.4% Other 2.7% 2.1% 10.6%
N/A 2.1% 2.7% 3.4% N/A 1.0% 1.1% 1.1%

Table 1: The user demographics across the three browsers

participants’ comments independently by categorizing their
statements [28]. Some participants described multiple rea-
sons for (not) using randomly generated passwords, and we
applied multiple codes to these comments. To measure the
reliability of our coding process, we used Cohen’s Kappa [28].
Our resulting κ = 0.98, suggesting near-perfect agreement
between the two researchers.

4 Results

We recruited a total of 561 paid users on Amazon MTurk to
participate in our study. We removed three responses due to
inconsistent answers to an attention check question that asked
users to select a specific number from the list (see Question
5 in Appendix C). We examine our research questions using
the remaining 558 responses (191, 188, and 179 participants
for Chrome, Firefox, and Safari respectively). The difference
in group sizes is partly due to the Safari condition taking the
longest to fill, whereas Chrome was the fastest.

4.1 Efficacy of Generated Password Nudge
Our results on the effectiveness of the nudges for each

built-in password manager are shown in the first row of Table
2. To determine whether any one of these nudges are more
effective than others while registering for our website, we test
the following hypothesis:

H0 The randomly generated password adoption rates are
similar between the three browser groups.

Ha The randomly generated password adoption rates differ
between the three browser groups.

To test this hypothesis, with the browser groups of Chrome,
Firefox, and Safari, we used a χ2 test (d f = 2, N = 558).
We reject the null hypothesis H0 (χ2 = 32.972, p < 0.001)
after Bonferroni multiple-test correction. The effect size is

Chrome Firefox Safari

RGPs (1C8+3C12) 35.2% 41% 61.5%
RGPs (1C8) 26.5% 34.7% 61.3%
RGPs (3C12) 38.7% 47.3% 61.6%

Saved password 49.2% 55.3% 70.4%

Table 2: Percent of participants who adopted the randomly
generated passwords (RGPs), were influenced by the com-
plexity of the website’s password policy (1C8 or 3C12), and
saved their passwords in a password manager.

moderate (Cramer’s V = 0.24). Therefore, we accept our al-
ternative hypothesis Ha that the generated password adoption
rates differ between the Chrome, Firefox, and Safari browser
groups. As shown in Table 2, more users adopted the Safari
nudge than the other two browsers. We will discuss possible
reasons for Safari’s nudge effectiveness in Section 5.1.

4.2 Efficacy of Nudge to Save Passwords
As shown in Table 2, 49.2% of Chrome users, 55.3% of

Firefox users, and 70.4% of Safari users saved their pass-
words in their respective browser-based password manager.
All participants who used a random password generator stored
them in a password manager, as well as some additional par-
ticipants who created their own passwords. We analyzed the
saved passwords to determine if users were saving their own
passwords or randomly generated passwords. 87.3% of the
Safari users who saved their passwords saved a randomly
generated password. While 74% of Firefox users and 66% of
Chrome users saved randomly generated passwords. To deter-
mine if any of these nudges are more effective to encourage
users to save their passwords, we test this hypothesis:

H0 The rates of password storage are similar between
browser groups.
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Ha The rates of password storage differ between browser
groups.

Using the χ2 test (d f = 2, N = 558), we reject the null hy-
pothesis H0 (χ2 = 15.90, p < 0.001), with weak effect size
(Cramer’s V = 0.16). We conclude that participants did not
have similar behavior regarding storing their passwords in
a browser-based password manager, and Safari users were
more likely to save their passwords.

4.3 Impact of Website’s Password Policy
Our results on the effectiveness of the nudges for each built-

in password manager under a simple password policy (1C8)
and a complex password policy (3C12) are shown in the two
middle rows of Table 2. To determine whether the complexity
of the website’s password policy influences user choice to
adopt a generated password, we test the following hypothesis:

H0 The randomly generated password adoption rates are
similar between website password policies.

Ha The randomly generated password adoption rates differ
between website password policies.

To test this hypothesis, with the website password policy
groups of 1C8 and 3C12, we used a χ2 test (d f = 1, N =
558). We fail to reject the null hypothesis (χ2 = 3.921, p =
0.047) after Bonferroni correction (α < 0.006), so we accept
the null hypothesis and suggest that the website’s password
policy likely does not create enough pressure to impact user’s
adoption of a generated password.

4.4 Analysis of Possible Adoption Factors
Our goal in this analysis is to understand whether some

factors may contribute to user’s adoption of generated pass-
words and the password manager to save passwords. Our
post-study questionnaire features several questions related to
participants’ familiarity with random password generators and
password managers. We also ask participants if they noticed
the nudges while registering and their reason for using/not
using a random password generator.

More specifically, we investigate the following factors to
determine their impact on adopting a randomly generated
password: (i) noticing the browser’s generated password
nudge, (ii) experience with using a password manager, (iii)
experience with using a random password generator, and (iv)
being a regular (daily) user of the browser, since repeated
exposure to the nudge may make it easier to ignore. We also
investigate (v) whether noticing the browser’s nudge could
be a factor in users saving their password in the password
manager. Table 3 shows the overall frequencies of partici-
pants’ responses to the post-study questionnaire questions
on factors (i)-(iii). Data related to factor (iv) is shown in
Table 4. In the following subsections, we test whether each of

Chrome Firefox Safari

Used password manager before 68.6% 64.4% 65.9%
Used password generator before 48.2% 53.2% 57.5%
Noticed the nudge 70.2% 71.8% 88.8%

Table 3: Frequencies of participant characteristics based on
post-questionnaire data.

Chrome Firefox Safari

Daily 89% 70.2% 57%
Weekly 6.3% 9.6% 11.2%
Monthly 0.5% 4.8% 9.5%
A few times per year 0.5% 11.2% 16.2%
Never used 3.1% 3.2% 4.5%

Table 4: Frequencies of participant’s usage of the browser
used in our study (from post-questionnaire data).

these factors were related to the adoption of generated pass-
words in our study. Our analysis suggests that noticing the
nudge has an impact on both adopting the randomly generated
password and on saving it. Our analysis also suggests that
previous use of a password generator impacts users’ adoption
of randomly generated passwords. However, previous use of
a password manager does not influence users’ adoption of
randomly generated passwords. We found that being a regular
(daily) user does not significantly impact the rate of adopting
the randomly generated password.

4.4.1 Noticing the Nudge on Generated Password

To determine whether participants noticed the nudge, we
asked them “Did you notice the recommendation to use a
random password while registering on our website?" in our
post-study questionnaire (see Question 4 in Appendix C). We
investigate their answers to find if there is a significant differ-
ence between participants who noticed the nudge and those
who did not regarding using random password generators. Ta-
ble 3 shows that Safari’s nudge was most successful at being
noticed by participants. We also found that 43.3%, 50.4%,
and 59.7% of Chrome, Firefox, and Safari participants who
noticed the presence of the nudges used a random password
generator in our study. Overall, almost half (48.4%) of the
total number of participants who noticed the nudges in our
study decided to create their own passwords, regardless of
the nudges’ urge to use a randomly generated password. Al-
though noticing the nudge increases the acceptance rate of
randomly generated passwords, in Safari the acceptance rate
decreases slightly (approx. 1%). However, note that only a
small number of Safari users (19/179) didn’t notice the nudge.

To determine whether noticing the nudge to use a random
password influences user choice to adopt a generated pass-
word, we test the following hypothesis:
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H0 The randomly generated password adoption rates are
similar between participants who noticed vs. did not
notice the nudge.

Ha The randomly generated password adoption rates differ
between participants who noticed vs. did not notice the
nudge.

To test this hypothesis, we used a χ2 test (d f = 1, N = 558).
Our finding indicates a significant difference between above-
mentioned groups of participants in terms of using a random
password generator (χ2 = 39.265, p < 0.001). The effect size
is moderate (Cramer’s V = 0.26).

4.4.2 Previous Password Manager and Generator Use

Based on our findings, 53.3%, 53%, and 67% of Chrome,
Firefox, and Safari participants who have experience with
using password generators before used a random password
generator in our study. Accordingly, in terms of having ex-
perience with using password managers, 38.2%, 43%, and
64.4% of Chrome, Firefox, and Safari users used a random
password generator in our study. To determine whether using
a password generator before influences user choice to adopt a
generated password, we test the following hypothesis:

H0 The randomly generated password adoption rates are
similar between the participants who have used vs. have
not used password generators before.

Ha The randomly generated password adoption rates differ
between the participants who have used vs. have not
used password generators before.

Additionally, to determine whether using password managers
before influences user choice to adopt a generated password,
we test the following hypothesis:

H0 The randomly generated password adoption rates are
distributed similarly between participants who have used
vs. have not used password managers before.

Ha The randomly generated password adoption rates are
distributed differently between participants who have
used vs. have not used password managers before.

To test this hypothesis, we used a χ2 test (d f = 1, N = 558).
Based on our results, participants who were familiar with the
password generator are more likely to use it while creating
an account (χ2 = 43.842, p < 0.001). The effect size is mod-
erate (Cramer’s V = 0.28). However, there is no significant
difference between users who used a password manager be-
fore our study in terms of using a random password generator
(χ2 = 5.154, p = 0.023).

4.4.3 Regular Use of Browser

We define a user’s regularly-used browser as a browser
used on a daily basis. If a participant regularly uses a browser,

it is possible that they are used to the nudge, and it may be
less effective for them. To evaluate whether this might be a
factor, we asked participants how often they use the browser
they used for our study. Table 4 indicates the percentage
of how often the browser was used in each browser group
(Chrome, Firefox, and Safari). Further analysis of our data
indicated that 42.4% of participants who use Firefox daily
used a random password generator in our study. While 68%
of participants who use Safari daily used a random password
generator. The percentage of daily Chrome users who used a
random password generator in our study is 29.4%. Overall,
72.6% of participants in our study indicated that the browser
they used for this study is one they use daily. Only 3.6% of par-
ticipants stated they had no experience using the browser they
used to complete our study. Among all participants who were
using a regularly used browser to complete our study, 43.5%
of them generated their password using a random password
generator, which means that more than half of the participants
do not adopt the randomly generated password when they are
using a regularly used browser. To determine whether using
a regularly used browser influences user choice to adopt a
generated password, we test the following hypothesis:

H0 The generated password adoption rates are similar be-
tween the participants who used a regularly-used browser
vs. the participants who used an infrequently-used
browser.

Ha The generated password adoption rates differ between
the participants who used a regularly-used browser vs.
the participants who used an infrequently-used browser.

To test this hypothesis, we used a χ2 test (d f = 1, N = 558).
Based on the results (χ2 = 0.81, p = 0.366) there is not a
significant difference between these two groups regarding
using a random password generator in our study.

4.4.4 Noticing the Nudge on Password Storage

Since storing a password in a password manager is the sec-
ond primary function of the password manager, we investigate
our result to find whether noticing the recommendation to use
a random password affects the user’s decision to store their
password in a browser’s password manager. To determine
whether noticing the nudge influences user choice to save a
password in a browser-based password manager, we test the
following hypothesis

H0 The rates of password storage are similar between the
participants who noticed vs. did not notice the nudge.

Ha The rates of password storage differ between the partici-
pants who noticed vs. did not notice the nudge.

To test this hypothesis, we used a χ2 test (d f = 1, N = 558).
Interestingly, participants who saved their passwords in a pass-
word manager mostly belong to the group of participants who
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noticed the nudge, and the difference between participants
who noticed the nudge and then saved their passwords and
participants who did not notice the nudge and saved their
password in a password manager is remarkable (χ2 = 33.321,
p < 0.001). The effect size is moderate (Cramer’s V = 0.24).

4.5 Why (not) Random Passwords?
The codebook with the frequencies, along with examples

for each code is provided in Table 5. When analyzing par-
ticipants’ reasons for using a random password generator,
19.89% of participants from this group reported convenience
vs. 12.19% for security. The next most common response
was password storage feature (5.56%), meaning random pass-
word generators’ main appeal is convenience and security.
When analyzing participants’ reasons for not using a random
password generator, 23.66% of participants in this group re-
ported random passwords are too hard to remember. The
next most common response was participants preferred to
create their own passwords (11.47%), which indicates that
the endowment effect may also be a major reason for reject-
ing randomly generated passwords. It is possible that this
reluctance to use randomly generated passwords is rooted in
participants feeling unsafe when they are unable to memorize
their passwords. Our study confirms others’ findings that the
main reasons for adopting randomly generated passwords are
convenience [39, 45], and security [45], but differs regard-
ing the save password feature’s importance [31]. Moreover,
Our study confirms other’s findings that the main reasons for
rejecting randomly generated passwords are memorability
issues and user preferences [31, 45], but differs regarding the
importance of a lack of awareness [39, 45], trust [45], or con-
cern [39]. We discuss the implications of these findings in
Section 5.

5 Discussion

Our study empirically tests the effects of nudges employed
by the three most popular browsers: Chrome, Firefox, and
Safari. We were also interested in understanding the factors
that influence users’ decisions while creating a password.
The results from our server logs and questionnaires suggest
that the majority of the participants from each browser group
completed our study using a browser they use regularly, and
that regular use of the browser didn’t influence adoption of
the randomly generated password.

5.1 Possible Reasons for Safari’s Effectiveness
Safari had the most effective password manager nudge in

terms of influencing participants to use a random password
generator and save their passwords. Additionally, our results
indicate that Safari has the most noticeable nudge when com-
pared to Chrome and Firefox. Safari’s nudge (Figure 1c)

is clearly more visually striking than Chrome’s or Firefox’s
nudge. Safari’s use of color, an additional pop-up box, and
automatically populating the password field with a randomly
generated password makes their nudge much more promi-
nent. Chrome and Firefox take a subtle approach to suggest
that people use randomly generated passwords. In contrast,
Safari’s pop-up message includes some information on the
storage and autofill features. This is useful for users who
are unfamiliar with password managers and may help people
become more comfortable adopting this feature. Addition-
ally, Safari uses a default nudge which takes the liberty of
populating the password field with a randomly generated pass-
word and emphasizes its strength with the message, "Strong
password". A quantitative review of 100 publications on
nudging which aimed to determine the effectiveness of var-
ious nudging techniques states that, "default nudges are the
most effective" [17].The effectiveness of default nudges is
also shown in two other studies [19, 30]. Therefore, a rea-
son Safari is effective at convincing people to use random
passwords could be attributed to the fact that Safari decides
for you. Unless users take the effort to create a password
themselves, simply using the password provided is more con-
venient. Alternatively, Safari making the choice to input a
random password by default may convince users that it is the
recommended action. Safari’s nudge clearly expresses that
the generated password is strong, implying to the user that it
is the optimal password to use. Another interesting element
of Safari’s design is that it contains a visual effect on the last
six characters of the password, giving the impression that the
password contains even more characters than are seen. It is
possible that this visual effect is interpreted by the user as the
password offering even more security, as it appears longer and
as though there are parts that couldn’t be observed through
shoulder-surfing.

In general, we found higher rates of randomly generated
password adoption and awareness than another study [39],
which found that 14% of Safari users used randomly gener-
ated passwords, while Chrome users were unaware of ran-
domly generated passwords. Our results found higher Safari
user adoption rates (61%) and also Chrome user awareness
of randomly generated passwords (30% adopted randomly
generated passwords); this may be due to changes in user be-
havior over time (2018-2022), or differences in methodology,
as their study [39] was conducted through semi-structured
interviews (n = 30).

5.2 Reasons Participants Used Password Man-
ager Features (or Not)

Our post-study questionnaire (Appendix C) asked partici-
pants to specify their reasons for using (or not using) a ran-
dom password generator. Emergent coding was then used to
analyze the free-form, self-reported data from our question-
naire and categorize participants’ comments. By categorizing
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Code Frequency Examples of participants’ reasons on why they used/not used password generator
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Convenience 111 19.89%
"It seemed convenient to use a securely generated password."
"I used it because it seemed faster than creating a new password."

Security 68 12.19%
"I figured the random password was strong enough so I accepted it."
"Random passwords seem more secure, since they cannot be guessed by intruders."

Remember Password Feature 31 5.56%
"I did because it was saved to Chrome and I can go back in and edit it later if I want."
"I used it because it saves my password for the next time I would login to the site."

Didn’t care about the website 26 4.66%
"I selected the random password generator because it is a tempt site."
"I didn’t want to think of an actual password for this site."

Avoid reusing passwords 23 4.12%
"I did not want to use one of my regular passwords.
"I rather not give a random site a password I would usually use."

Noise 9 1.61%
"NONE"
"I did use it."

Strict password policy 9 1.61%
"I used it because I couldn’t really think of a 12 character password."
"I did use it. I used it because it tried to require a 12 digit password,
and that is too long to make up myself."

Preferred to use a generator 7 1.25%
"I used the generator because I usually always do."
"Habit. I’ve always generated/used single use passwords per website/service."

Incongruous 5 0.90%
"If the password manager were to fail I would lose all my passwords."
"I wanted to create my password from scratch and not use anything else."

Unsure 5 0.90%
"I am confused and not aware of this option."
"I was not looking for it!"
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Memorability issue 132 23.66%
"Random is hard to remember if you need to login on another device."
"I did not use the random password generator because I am afraid I will forget it!"

Prefer to create their own passwords 64 11.47%
"I would prefer using a word i am more familier with than any suggestions."
"I’d rather use a unique password that I create."

Didn’t notice the nudge 24 4.30%
"I didn’t realize I could."
"Didn’t notice the option."

Trust issue 23 4.12%
"I don’t believe in random password generator. May be the website hacks my details.
So I’ll be careful in this."
"I don’t trust that technology. I’d rather create my own password and then write it down."

Noise 20 3.58%
"None"
"My pet name"

Security concerns 16 2.87%
"I don’t feel safe using a generator that I have not used before."
"Because it wasn’t strong enough."

Didn’t care about the website 13 2.33%
"I didn’t use it because I’m not going to be using this site again."
"Because i do not plan to use this site so it’s not relevant"

Incongruous 13 2.33%
"I used the password manager because there are too many things sites
that I use that need different passwords and I couldn’t remember all of them."
"I used it because its the safest way to create a password."

The desire to reuse password 9 1.61%
"Because I usually keep one password to all. . . "
"I just prefer to use the same password for stuff so that it is easier to remember."

Lack of knowledge of password manager 3 0.54% "I didn’t know how to use it."

Table 5: Codebook: Reasons for adopting/not adopting a randomly generated password. As multiple codes were assigned to
several comments, the summation of frequencies for each reason is more than the number of participants.

participants’ comments, we could spot trends in user behav-
ior. For instance, convenience and security were the most
common reason participants adopted the randomly gener-
ated password, while memorability issues were participants’
main reason for not using a random password generator. The
purpose of random password generators is to provide a con-
venient method for creating secure passwords, which coin-
cides with participants’ reasons for using them. However,
random passwords are complex and difficult to remember to
prevent brute-force and guessing attacks [54]. Since random
passwords are hard to remember, password generators are ac-
companied by password managers, which store the generated
passwords. If password managers solve the issue of random
password memorability, why do people reject using them?
Based on participants’ comments from our post-study ques-
tionnaire, people prefer to remember their passwords in order

to use them on different devices. One participant commented,
"Random [password] is hard to remember if you need to login
on another device." Browser-based and third-party password
managers sync passwords across devices, ensuring users al-
ways have access to their passwords. Safari’s nudge includes
the message, "Safari created a strong password for this web-
site—This password will be saved to your iCloud Keychain
and will AutoFill on all your devices." This message informs
users that they will have access to their passwords across
devices that use iCloud Keychain. Chrome and Firefox, how-
ever, do not have messages explicitly stating that users will
have access to their passwords across devices, which may be
why people are hesitant to save their passwords. Participants’
comments also expressed a distrust of password managers due
to a lack of knowledge of the technology, which corroborates
Fagan et al.’s study [12]. Safari was the most effective pass-
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word manager likely because it explains the feature to remove
doubt from users. Chrome and Firefox’s convenient, minimal-
ist approach to nudging lacks a detailed explanation of their
password manager’s features, leaving unanswered questions
in people’s minds. A solution to the low adoption of password
managers could be to improve their design by adding a more
thorough explanation of their features. Doing so might edu-
cate users about the benefits of the technology, help build trust
with users, and ultimately improve the adoption of password
managers.

5.3 Limitations

Our study is categorized as a quasi-experiment because
participants were not randomly assigned to each browser,
but could sign up for one of the three groups. Thus, it is
possible that participants’ behavior may be due to differences
between Chrome, Firefox, and Safari users, rather than the
differences between browser nudges. However, randomly
assigning participants to each group posed its own issues: if
participants were assigned to an unfamiliar browser, they may
be more likely to (a) drop out since it is not installed or (b)
notice the nudge more often since they aren’t familiar with
the browser. These issues would affect users’ behavior and
therefore the accuracy of our results. We also considered
emulating each browser’s nudge on a single browser (e.g.,
Chrome); however, users who are familiar with the browser
may notice the change in the browser’s nudge design, suspect
our intentions, and alter their behavior accordingly. Therefore,
we decided on a quasi-experiment design for this study.

There are some limitations from running our study on Ama-
zon MTurk. First, our study had limited diversity because
participants were all Amazon Mechanical Turk workers from
the United States. MTurk workers are younger and more tech-
savvy than the average population [42]. However, previous
research implies that online privacy and security behavior
studies can estimate the general population’s behavior despite
this flaw [42]. Second, the Amazon MTurk platform’s preva-
lence of poor data quality has been increasing [26]. As a
result, we used various countermeasures, such as validating
participants’ MTurk IDs and putting a verification question
to catch invalid study attempts. These countermeasures ex-
cluded invalid data from further analysis and prevented par-
ticipants from taking our study more than once. However,
it is possible that the nature of the study (single session/one
device, no requirement to return) encouraged the use of the
password manager more than longer-term scenarios. Also, it
is possible that MTurk workers may encounter more account
creation scenarios than most, leading to a higher adoption
rate of randomly generated passwords.

Having the questionnaires and consent forms in English
required participants to be fluent in English, and may have re-
sulted in a language or cultural bias. Regarding questionnaire
responses, like any self-reported data, they may be vulnerable

to a social desirability bias [13] and may differ from natural
behavior due to privacy paradox [27]. To ensure participants
answer honestly, the true intent of the study is not revealed
until all tests and questionnaires have been completed. Ini-
tially, participants are told they are testing the registration
system for a new website and are unaware of our goal to test
the effectiveness of browser nudges. This allows us to test
how participants would naturally create a new account for a
website and helps eliminate social desirability bias.

Some users in our study may have been making use of
other password managers and/or random password generators.
We analyzed participants’ passwords to determine if third-
party software may have been used to generate passwords
as an alternative to browsers’ built-in password generators.
For this purpose, we check whether users typed or pasted
their password in a password field. According to our data,
7.9% of Chrome participants, 4.8% of Firefox participants,
and 1.7% of Safari participants used alternative methods to
generate passwords and paste them into the password field
while registering.

6 Conclusion

We conducted a user study on the nudges employed by the
built-in password managers in Chrome, Firefox, and Safari
by using a mock e-commerce website. We investigated the
effectiveness of the nudges in terms of their ability to en-
courage users to adopt a randomly generated password while
registering. Moreover, we investigated whether a number of
factors influence users’ toward adopting a randomly gener-
ated password. Our findings indicate that Safari works better
in terms of its ability to encourage people to use a random
password generator. Notably, participants in the Safari group
believed that the nudge employed by Safari is more noticeable.
Some reasons for Safari’s nudge being more noticeable are
that (a) Safari is using a default nudge, which automatically
populates the password field with a suggested password, (b)
it uses color and a pop-up message, and (c) it implements
interesting visual effects on the randomly generated password.
We were surprised to find that implementing a strict password
policy does not seem to influence participants to use a random
password generator. Although one would assume selecting
a random password is easier than creating a password that
conforms to a 3C12 password policy, it would appear many
people are still more comfortable creating their own pass-
words. Our results show that “default nudges” also work well
for password managers, which is consistent with other studies
suggesting that default nudges are the most effective nudge
type across many fields [17, 19, 30].

Future work includes dissecting the reasons for Safari’s
nudge performing better, to identify exactly which design
elements are most impactful. This could be done by trying
different variations of the nudge, where each implements only
one of the design elements. It is possible that the default
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aspect of the nudge is most important, or alternatively it could
be due to the prominence of the nudge. While one of our find-
ings was that users who noticed the nudge were more likely to
accept a randomly generated password, future studies involv-
ing more prominent nudges should be aware of potential risks
such as habituation. Additionally, some research suggests
that personalizing nudges to match a user’s decision-making
behavior results in more impactful nudges [34]. However,
implementing personalized nudges is a challenging endeavor
that requires several phases [40]. This may be an interesting
avenue for future work in password manager nudges. Since
this study was conducted on Amazon Mturk, long-term stud-
ies with a non-crowdsourced population are needed. Also, the
effectiveness of other forms of nudging [9, 17] for adoption
of randomly generated passwords could be explored.
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Appendix A First Consent Form

Title of Research Study: Evaluating the Usability of the
Registration/Login Process of an E-Commerce Website.

Introduction: You are invited to participate in a research
study entitled Evaluating the Usability of the Registra-
tion/Login Process of an E-Commerce Website. Please read
the information about the study presented in this form. The
form describes the study’s procedures, risks and benefits that
you should know before you decide if you would like to take
part. You should take as much time as you need to make your
decision. You should ask the Principal Investigator (PI) or
study team to explain anything that you do not understand
and make sure that all of your questions have been answered
before signing this consent form. Before you make your deci-
sion, feel free to talk about this study with anyone you wish
including your friends and family. Participation in this study
is voluntary. This study has been reviewed by the University
of Ontario Institute of Technology (Ontario Tech University)
Research Ethics Board 16544 on October 17, 2021.

Purpose: You have been invited to participate in this study
because your participation can contribute to our evaluation of
the usability of the registration/login process for our website.

Procedure: This study will take about 5 minutes, and you
will be provided with $0.60 USD upon completion of our
study and survey. The study tasks include:

• You will be taken to the Registration page of our website
and asked to register.

• We will ask you some demographic questions.
• You will be taken to the Login page of our website and

asked to login.
• We will ask you some additional questions and to provide

feedback.

Potential Benefits: You will be compensated with $0.60 USD
for participation and completion of your task and survey.

Potential Risk or Discomforts: There are no known or antic-
ipated risks to you from participating in this study.

Use and Storage of Data: The data includes demographic
information and feedback (i.e., gender, age, and education
level). All the data is anonymous and the data doesn’t include
any personal, confidential, or valuable information.

Confidentiality: Your MTurk ID will be kept confidential.
Collected data will be anonymous and it will not include any
information that reveals your identity. Please note that to
maintain your registration experience on our website, you
will be asked to enter an email address, but this information
will not be stored. Your privacy shall be respected. No in-
formation about your identity will be shared or published
without your permission, unless required by law. Confiden-
tiality will be provided to the fullest extent possible by law,
professional practice, and ethical codes of conduct. Please
note that confidentiality cannot be guaranteed while data is

in transit over the Internet. This research study includes the
collection of demographic data which will be aggregated in
an effort to protect your anonymity. Despite best efforts it is
possible that your identity can be determined even when data
is aggregated.
Voluntary Participation: Your participation in this study is
voluntary. You may also decide not to be in this study. or to
leave the study at any time. You will be given information
that is relevant to your decision to continue or withdraw from
participation. You may refuse to answer any question you do
not want to answer.
Right to Withdraw: If you withdraw from the research
project prior to your final submission and the end of the study
tasks, any data will be removed from the study and you do
not need to offer any reason for making this request. You
can withdraw within one week of submitting your data by
contacting the researchers directly by email.
Compensation, Reimbursement, Incentives: You will be
compensated with $0.60 USD for participation and comple-
tion of your task and survey. You won’t be compensated if
you do not submit your data at the end of the study.
Debriefing and Dissemination of Results: If you are inter-
ested in learning of the results, please contact Samira Zibaei
at Samira.Zibaei@ontariotechu.net.
Participant Rights and Concerns: Please read this con-
sent form carefully and feel free to ask the researcher any
questions that you might have about the study. If you
have any questions about your rights as a participant in this
study, complaints, or adverse events, please contact the Re-
search Ethics Office at (905) 721-8668 ext. 3693 or at re-
searchethics@ontariotechu.ca. If you have any questions
concerning the research study or experience any discomfort
related to the study, please contact the researcher Samira
Zibaei at Samira.Zibaei@ontariotechu.net.
Secondary Use of Research for Future Research Purposes:
Please note, if you agree to participate (and do not withdraw
from the study), your anonymous data may also be used for
future studies relating to our research.
Consent to Participate:

1. I have read the consent form and understand the study
being described.

2. I have had an opportunity to ask questions and my ques-
tions have been answered. I am free to ask questions
about the study in the future.

3. I freely consent to participate in the research study, un-
derstanding that I may discontinue participation at any
time without penalty.

4. I understand the possible need for secondary research
uses of my research data for future research use and
provide consent for the use of my data to be used in
future studies.

I agree
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Appendix B Post-Registration Questionnaire

1. What gender do you identify as?
Female
Male
Prefer not to answer

2. What is your age?
18 – 25 years old
26 – 35 years old
36 – 50 years old
50 +
Prefer not to answer

3. What is the highest degree or level of education you
have completed?

High school
Bachelor’s degree
Master’s degree
PhD or higher
Prefer not to answer

4. What is your first language (i.e., mother tongue)?
English
French

Other:
Prefer not to answer

5. What is your primary area of study or work?
Social Sciences and Humanities
Science
Health Science
Engineering and Applied Science
Energy and Nuclear Science
Education
Business and IT
Prefer not to answer

Appendix C Post-Study Questionnaire

1. How often do you use the browser you used in this
study?

I use this browser daily
I use this browser weekly
I use this browser monthly
I use this browser a few times per year
I have never used this browser before today
Prefer not to answer

2. Have you ever used a password manager before
registering on our website today?

Yes
No
Prefer not to answer

3. Have you ever used a random password generator
before registering on our website today?

Yes
No
Prefer not to answer

4. Did you notice the recommendation to use a random
password while registering on our website?

Yes
No
Prefer not to answer

5. Please select “Seven” from the following list.
1
5
7
3

6. Can you describe the reason why you used/did not
use the random password generator?

Answer:

7. We are interested in any other comments you might
have concerning your experience during registration.
Please write any thoughts you’d like to share with us.

Answer:
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Appendix D Second Consent Form

Title of Research Study: A Study of Nudging to Encourage
Random Password Generation
Introduction: You are participating in this research study, and
you were asked to evaluate the registration and login process
of our proposed E-commerce website. However, this research
is studying whether your web browser encourages use of gen-
erated passwords and storing them in your browser’s password
manager. Participation in this study is voluntary, and if you
prefer not to submit at this step, your data is automatically
withdrawn.

This study has been reviewed by the University of Ontario
Institute of Technology (Ontario Tech University) Research
Ethics Board 16544 on October 17, 2021.
Purpose: The actual purpose of this study is to test the
efficacy of web browser nudges, which try to encourage
you as a user to use a random password generator while
you register on a new website. Using a randomly gen-
erated password and storing it in a password manager
is considered a more secure strategy than reusing pass-
words (even partially) across accounts. Be aware that this
strategy is recommended for many web accounts (e.g., e-
commerce sites), but not for sensitive accounts (e.g., bank-
ing and email). For more information about password man-
agers, please see: https://cyber.gc.ca/en/guidance/
password-managers-security-itsap30025.
Potential Benefits: You will be compensated with $0.60 USD
for participation and completion of your task and survey. By
reading the above information, you may have learned about
how to improve your password security by using password
generators and password managers.
Potential Risk or Discomforts: There are no known or antic-
ipated risks to you from participating in this study.
Use and Storage of Data: The data includes whether you
used the random password generator or not, the password you
entered, demographic information, and feedback (i.e., gender,
age, and education level). All the data is anonymous and the
data doesn’t include any personal, confidential, or valuable
information. Data will be anonymous and your e-mail address
will not be saved in our database.
Confidentiality: Your MTurk ID will be kept confidential
and deleted upon completion of the study. Collected data will
be anonymous and it will not include any information that
reveals your identity. Your privacy shall be respected. No
information about your identity will be shared or published
without your permission, unless required by law. Confiden-
tiality will be provided to the fullest extent possible by law,
professional practice, and ethical codes of conduct. Please
note that confidentiality cannot be guaranteed while data is
in transit over the Internet. This research study includes the

collection of demographic data which will be aggregated in
an effort to protect your anonymity. Despite best efforts it is
possible that your identity can be determined even when data
is aggregated.
Voluntary Participation: Your participation in this study is
voluntary. You may choose to submit your information next
in order to complete the study, or withdraw by simply exiting
the session.
Right to Withdraw: You may withdraw from the research
project by not submitting your data next. Also for the next
week, you can still withdraw by contacting the researchers by
email. Any data will be removed from the study and you do
not need to offer any reason for making this request.
Compensation, Reimbursement, Incentives: You will be
compensated with $0.60 USD for participation and comple-
tion of your task and survey. You won’t be compensated if
you do not submit next and your collected data will be deleted
permanently from our database.
Debriefing and Dissemination of Results: If you are inter-
ested in learning of the results, please contact Samira Zibaei
at Samira.Zibaei@ontariotechu.net.
Participant Rights and Concerns: Please read this con-
sent form carefully and feel free to ask the researcher any
questions that you might have about the study. If you
have any questions about your rights as a participant in this
study, complaints, or adverse events, please contact the Re-
search Ethics Office at (905) 721-8668 ext. 3693 or at re-
searchethics@ontariotechu.ca. If you have any questions
concerning the research study or experience any discomfort
related to the study, please contact the researcher Samira
Zibaei at Samira.Zibaei@ontariotechu.net.
Secondary Use of Research for Future Research Purposes:
Please note, if you agree to participate (and do not withdraw
from the study), your anonymous data may also be used for
future studies relating to our research.
Consent to Participate:

1. I have read the consent form and understand the study
being described.

2. I have had an opportunity to ask questions and my ques-
tions have been answered. I am free to ask questions
about the study in the future.

3. I freely consent to participate in the research study, un-
derstanding that I may discontinue participation at any
time without penalty.

4. I understand the possible need for secondary research
uses of my research data for future research use and
provide consent for the use of my data to be used in
future studies.

I agree
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Abstract
CAPTCHAs are necessary to protect websites from bots and
malicious crawlers, yet are increasingly solvable by auto-
mated systems. This has led to more challenging tests that
require greater human effort and cultural knowledge; they
may prevent bots effectively but sacrifice usability and dis-
courage the human users they are meant to admit. We propose
a new class of challenge: a Cryptographic Attestation of Per-
sonhood (CAP) as the foundation of a usable, pro-privacy
alternative. Our challenge is constructed using the open Web
Authentication API (WebAuthn) that is supported in most
browsers. We evaluated the CAP challenge through a public
demo, with an accompanying user survey. Our evaluation in-
dicates that CAP has a strong likelihood of adoption by users
who possess the necessary hardware, showing good results for
effectiveness and efficiency as well as a strong expressed pref-
erence for using CAP over traditional CAPTCHA solutions.
In addition to demonstrating a mechanism for more usable
challenge tests, we identify some areas for improvement for
the WebAuthn user experience, and reflect on the difficult
usable privacy problems in this domain and how they might
be mitigated.

1 Introduction

In a CAPTCHA challenge, a client is presented with a human-
targeted puzzle requiring an interaction that no algorithm
should be able to provide. A puzzle solved correctly is under-
stood to be a puzzle solved by a human.

In practice, the association between puzzle and person has

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
August 7–9, 2022, Boston, MA, United States.

been broken by advancements in machine learning and ar-
tificial intelligence techniques that solve CAPTCHAs with
high degrees of accuracy [39]. In response, new CAPTCHAs
emerge with increasingly specific (or challenging) signals
and characteristics to distinguish human users from bots. The
natural consequence of puzzles that focus on very specific
traits of “humanness” is a set of laborious tests that can be
solved by a decreasing number of humans [22]. This creates
a cycle of increasing user frustration.

How, then, can the burden of proof that a client is not a bot be
reduced for the human user? One approach reduces the num-
ber of challenge-response tests by extensive server-side user
behaviour modeling and analysis [26]. This is accomplished
with the use of cookies to track and profile users, along-
side automated tests such as canvas rendering [35]. These
tools are used to fingerprint client behaviour at the cost of
privacy.

Alternatively, we can revisit the question: How can a human
prove that they are not a program? The motivation to do so
stems from two observations. First, CAPTCHA challenges are
fundamentally connected to a design [38] born in a decades-
old Internet ecosystem, more culturally homogeneous and
with less capable hardware and software. Second, today’s
Internet infrastructure consists of, indeed relies upon, cryp-
tographic constructs and systems. Remote attestation is one
such bedrock of increasing importance to Internet systems and
protocols [31]. In cryptography, remote attestation involves
supplying evidence to an appraiser over a network, in support
of a claim about the properties of a target [10].

In this paper we explore remote attestation as the foundation
for a new class of challenge-response that can attest to the
presence of a person. Rather than identify tasks that bots
are incapable of completing, our focus shifts to tasks that a
human can complete. Thus we ask the following question:
what is the smallest task that separates a human from a bot?
The answer, we claim, is a physical interaction such as a
touch or a look. We note that support for such interactions
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is increasingly ubiquitous on even lower-end mobile phones
and computers via privacy-preserving biometric sensors, and
is additionally supported by USB and NFC hardware keys.
These are authenticator devices that “attest” to the interaction.
Their functionality is also widely accessible via the World
Wide Web Consortium’s (W3C) Web Authentication API
(WebAuthn) [23].

Motivated by these observations, we architected and imple-
mented a challenge in which the response is a cryptographic
and WebAuthn-compliant attestation. We note that WebAuthn
functionality is increasingly available on the lower-end de-
vices that are the primary means for connecting to the Internet
for most of the world’s population [9, 32, 20]. Our design is
guided by the W3C guidelines and requirements for replac-
ing CAPTCHAs, with privacy-preservation made an explicit
priority [22].

We evaluated the feasibility of our WebAuthn-based chal-
lenge, called the “Cryptographic Attestation of Personhood”
(CAP), through a set of user studies. After a pilot study using
USB security keys, we created a demo compatible with a
wider range of hardware and released it for public testing and
feedback. We found that, given the required hardware and
browser environment, users were able to quickly and easily
pass a challenge, and most said they were likely to use CAP
if it were available as an option.

Our results were drawn from an analysis of 1896 sessions in
which users tried our CAP challenge, testing it with their own
hardware; a subset of these users (n=93) provided additional
details via a survey. In our demo evaluation, a large propor-
tion of users were able to complete the CAP challenge, with
approximately half of the attempts being successfully passed.
Task completion was quick, at 10.6 seconds—approximately
half the time needed to solve a picture-selection CAPTCHA.
Our survey results indicated that the majority of respondents
(75%) were likely to use CAP when possible.

Overall, CAP shows great promise as a usable CAPTCHA al-
ternative, although there are some barriers to adoption. These
include privacy concerns (which are a challenge for WebAu-
thn in general); the difficulty of clear communication; and in-
consistencies across different browsing environments.

2 Background: Users vs. CAPTCHAs

CAPTCHAs have been routinely identified as problematic
by both researchers and others in the wider technical com-
munity [22]. The first CAPTCHA defined the puzzle as a
challenge-response mechanism that involves a user and a
challenge provider [38] (most often a content server or ser-
vice). The puzzle has one requirement: a correct solution
should assure the provider of an interaction that only a hu-
man could have performed. Interactions that could be com-
pleted by bots and algorithms are excluded by definition. The

definition and intention notwithstanding, automated solvers
have since emerged [34], prompting increasingly complex
CAPTCHAs that place ever-higher demands on people to
solve them.

One major problem is accessibility. CAPTCHA tasks fre-
quently involve visual identification, which makes them unus-
able by users with visual impairments [22]. Audio recognition
tasks [15] may be an improvement for some user needs but
still demand a heavy task burden. In addition, many task types
rely on language or cultural knowledge that is far from uni-
versal. This can create barriers—for example, if taxicabs in
the images look nothing like those in the user’s country [13]
or for users who have never seen a fire hydrant. Mathematics,
seemingly universal, is a far from trivial type of challenge for
many users [18].

Privacy is another area of concern. For example, re-
CAPTCHAv3 calculates an “adaptive risk analysis” to assess
the likelihood that a site visitor is a human, and may refrain
from presenting a task if there is high enough score [26].
These approaches rely on background data collection— the
specific details of which are rarely made public [33, 19]. In
this context, some loss of privacy may be unavoidable, despite
being undesirable.

The reliability of CAPTCHAs increasingly suffers in response
to AI algorithms that continue to improve. Levels of complex-
ity have been added to tests in response, as well as server-side
tracking and profiling mechanisms to reduce their appearance
to users. Reliability is an important requirement as any test
that insufficiently prevents a bot from solving it has little
utility as a security mechanism in the Internet setting. This
worsens, in turn, accessibility. Among audio CAPTCHAs, for
example, the gap between human and robot performance has
shrunken dramatically, with bots reporting higher scores than
humans [37, 2, 36].

In contrast to the available set of CAPTCHAs, our hardware
challenge establishes proof of personhood with no cognitive
burden and relies instead on a minimal set of possible phys-
ical interactions. The criteria, the components, and overall
architecture are presented in the next section.

3 A WebAuthn challenge architecture

In this section, we describe a challenge platform with the
Web Authentication standard’s API for attestation [23]. The
platform is intended to be easily deployable so that smaller
service providers can benefit.

3.1 Design requirements
Our design is guided by work at the W3C [22] and the experi-
ence with CAPTCHAs at Cloudflare, a service that provides
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security features, including bot management, for a large pro-
portion of the Internet [1]. Based on these, we believe any
proof of a person attached to a device must meet the following
goals:

1. Ephemerality: Solutions cannot be precomputed.

2. Browser-based: The challenge task must work in the
browser without client modifications.

3. Usability: Internet-using humans should be able to
prove their proximity to the device with minimal burden.

4. Integrity: The task has no solution without a human,
otherwise the task fails to ensure security.

Standard CAPTCHAs clearly adhere to the two criteria of
being ephemeral and browser-based. Each puzzle is randomly
generated, and usually consists of a visual or audio chal-
lenge that can be displayed in an Internet browser. However,
CAPTCHAs often fail to adhere to usability and integrity, as
previously discussed.

In response to the diminishing integrity of CAPTCHAs, tools
such as reCAPTCHAv3 [26] use sophisticated server-side
modelling of client behaviour and anomaly detection. In some
cases, this may preserve a degree of usability, but transforms
the independent presentations of a challenge across websites
into a connected web of user tracking, and motivates an addi-
tional requirement:

5. Privacy: Tests and challenges should reveal no informa-
tion about users, nor be substitute identifiers.

We note that privacy is one attribute in which CAPTCHAs
excel if executed in isolation. Absent the extra analytics
pipelines that are, or can be, built on top of them, there is
no information to tie a puzzle solution to an identity. Given
the Internet context that we are operating in, the main privacy
considerations that we examine in this work relate to ensuring
that user identities are never revealed. In addition, we regard
as unacceptable any challenge framework that can track users
across visits. Even in situations where a user’s identity is
never directly revealed, the presence of such tracking poten-
tial may be used to identify the user via other means.

3.2 A challenge that trusts cryptographic at-
testation of human signals

We propose that one simple task that can differentiate a human
from a bot is a physical interaction. Interactions may include
biometric verification of a fingerprint or face, or a registering a
touch on a secure hardware key. In this context an interaction
challenge is deferred to a trusted platform to correctly and
cryptographically attest to some attribute or action. This idea
is the bedrock of trusted computing platforms.

Internet browsers have recently acquired the interfaces needed

to support cryptographic attestation, which are exposed via
the W3C’s Web Authentication standard (WebAuthn) [23].
The WebAuthn protocol is supported in all major Internet
browsers [12]. It is also supported by many authenticator
devices, including FIDO-supporting touch hardware keys, as
well as biometric sensors increasingly available in Android,
iOS, macOS, and Windows devices.

The WebAuthn protocol consists of two information flows,
one for registration and another for authentication. The au-
thentication flow is used to log in to an account without a
password after an account has been created or registered. For
our purposes, the authentication flow is ignored, thus there is
no account against which to authenticate. Our design relies
solely on the attestation flow. The attestation flow is similar
to the registration flow (see Figure 1), but omits information
that would bind an account to a user, such as an email ad-
dress or name. Since there is no account-related information,
there is no relationship between an account and a user for the
attestation to expose.

We instead isolate the cryptographic attestations from within
the WebAuthn framework’s standard registration flow, as de-
picted in Figure 1. The standard flow has three high-level
stages: (i) A server first requests an attestation challenge from
a client in response to a username; (ii) the client then requests
a credential from the WebAuthn-supported device, for which
a person must take an action; (iii) the client receives a creden-
tial containing a proof of the action (usually, an attestation
in the form of a digital signature), and sends it to the server,
where the attestation is verified and stored.

Our changes omit the first and last stages of the WebAuthn
standard registration flow. Figure 1 shows the standard flow,
with greyed boxes depicting our omissions. The standard
registration process is initiated by a username. Instead, our
challenge is initiated by the server, which requests an attesta-
tion from the client without being prompted by a username.
Note that this invocation is otherwise a standard WebAuthn
registration interaction. During the last stage, the public keys
are discarded once the attestation is verified, in contrast to
their being stored after registration. These omissions preserve
the integrity of the attestation itself.

In our challenge platform, the contents of the challenge string
include a timestamp to limit the validity period of the re-
sponse, together with information about the browser and user
such as IP address, enabled Javascript APIs, etc. This pre-
vents use of the response from any user agent in subsequent
scripted interactions. Furthermore, successful completion of
this or any other challenge to prove humanity only grants ac-
cess if other aspects of the request are consistent with human
interaction.

We emphasize that the cryptographic elements of the flow are
untouched, so security aspects are preserved. Conversely, the
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Figure 1: A high-level overview of the WebAuthn registra-
tion flow, with the minor omissions that enable our challenge:
Portions encapsulated in grayed boxes are required for regis-
tration, and unnecessary for attestation verification. Ignoring
the registration components preserves the privacy of users.
Our challenge flow is otherwise identical to the standard.

omissions from the typical WebAuthn flow pertain only to
user data. The deviations from the exact specification of the
protocol leave the attestation and its verification untouched.
Our hardware challenge is then characterized by the following
properties:

• No user data is stored at the server.

• There are no user identifiers: users never specify a user-
name, display names are replaced with generic text and
unique IDs with random values that go unused.

• Attestations are provided directly by authenticators to
ensure that they can be validated.

The availability of WebAuthn as a web API among Inter-
net browsers enables us to build a human attestation system
with the same ephemerality provided by a CAPTCHA. It
is instructive to revisit the ability of our challenge to fulfill
the remaining design goals, below and summarized in Ta-
ble 1.

Usability Our WebAuthn challenge supports the same set of
devices as does the W3C standard API, including Apple and
Android biometric sensors and hardware security keys. The
user gesture, such as presenting one’s face or touching a USB
key, was expected to be easier to perform than a CAPTCHA
interaction, and fits the profile of CAPTCHA alternatives
envisioned in the recent W3C technical report highlighting
CAPTCHA inaccessibility [22]. The usability assessment
forms the bulk of this paper, in which we confirmed that this
interaction was quick and easy in the majority of cases for

Table 1: Design requirements comparison between our ap-
proach and CAPTCHAs.

Challenge Usability Security Privacy

CAPTCHA 7 31 32

Hardware attestation 33 3 3

1 Reliant on continual upgrade of CAPTCHA challenges to pre-
vent attacks from bots of ever-increasing capability.

2 Only for those CAPTCHAs that do not use wider user browsing
analytics to make inferences on the user’s humanness.

3 Usability is ensured for those that own applicable hardware.

which users had the necessary hardware and web-browsing
environment.

The drawback of using this approach as a challenge is some-
what obvious: it is only available to those individuals with
applicable hardware that implements the WebAuthn standard.
As mentioned previously, WebAuthn is currently supported by
a variety of devices including security keys, smartphones, and
personal computing devices. With this in mind, we believe
that it is reasonable to expect that WebAuthn, and Internet-
based hardware attestation, will become more prevalent across
the globe in the near future.

Integrity Our challenge should be difficult for bots to bypass.
The integrity of the interaction is tied to the integrity of the
WebAuthn standard, and devices’ ability to maintain keys
securely. The attestation is generated by the device using a
secret key that is embedded in hardware, tamper-resistant, and
can only be extracted manually. Such a task is engineered to
be difficult by design. Notably, the secret key is embedded
in a batch during manufacture across a cohort of devices. In
this manner, a batch key is shared, for example, among the
same device model or devices manufactured in the same year.
The key batching makes it possible for the challenge provider
to only accept attestations from selected classes of devices.
Similarly, attestations for device classes can be revoked if
they fail some set of criteria, or if keys are known to have
leaked. One weakness in touch devices may be that they can
be circumvented by an automated physical device1, against
which biometric sensors are resilient.

Privacy Any viable challenge solution must reveal no details
about the user identity, nor provide avenues for tracking the
user across multiple websites or challenges. Our challenge
reduces the registration to an attestation that is non-specific
to the user. As a result, the attestation reveals no personally
identifiable information. However, each attestation does re-
veal a hard-coded certificate associated with the device class.
If the certificate were unique, it could be used to track a user’s

1See, for example, https://bert.org/2020/10/01/pressing-
yubikeys/.
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attestation across multiple challenges and make inferences
about that user’s browsing patterns.

Fortunately, the expected privacy impact incurred by revealing
this certificate is very small, as described in the standardisa-
tion document [23, Section 14.4.1]. The standard recommends
that these certificates (and their associated cryptographic keys)
are batched and shared across multiple manufactured devices.
The result is that each user belongs to a large anonymity set,
as no given hardware device can be identified by the reveal-
ing of this certificate alone. For example, the FIDO UAF
standard [4] requires that at least 100000 authenticator de-
vices share the same attestation certificate in order to produce
sufficiently large groups. (When considering mobile device
classes we expect the anonymity set to be orders of magnitude
larger.) The knowledge revealed to a provider is limited to the
type of device and its batch or model.

Note that the WebAuthn challenge proposed here is built on
an open standard. This is not a proprietary solution, but can
be deployed by anyone needing to roll out a human challenge
in their systems. They can learn from our evaluation (detailed
below), and adapt and extend this solution in the ways that
are most suitable for their own requirements.

4 Pilot study

We explored the possibilities of our hardware attestation mech-
anism in the context of Cloudflare, which provided opportu-
nities for real-world evaluation as well as the potential of
large-scale deployment as a challenge solution for a substan-
tial number of websites. As a starting point, we carried out a
pilot study to assess whether our idea had merit, particularly
in terms of its usability.

We evaluated our hardware attestation mechanism with a
usability experiment, assessing effectiveness, efficiency, user
satisfaction and gathering feedback about the overall user
experience. We compared this hardware key method, using
Yubico YubiKey 5 Series security keys, against a standard
CAPTCHA method currently protecting millions of sites:
hCaptcha [21]. hCaptcha presents a 3x3 grid of pictures and
prompts the user to select a subset matching specific criteria
(e.g., “Please click each image containing a boat”).

In the experiment, 17 participants (Cloudflare employees) per-
formed a simple webpage access task, where they visited two
public webpages protected by hCaptcha or hardware attesta-
tion. For hCaptcha, participants identified objects from a set;
for hardware attestation, they launched the proof-of-concept
challenge and touched their YubiKey when prompted by their
browser.

Each task was followed by a System Usability Scale (SUS) [7]
satisfaction questionnaire. Participants were also provided

with a post-session questionnaire to measure preference be-
tween the two methods during a short, closing debrief.

Results of the usability experiment We instrumented the
testing environment used by our participants to record errors,
measure success rate (task completion), and time-on-task.
Effectiveness was high for both conditions: all participants
successfully completed both the YubiKey and hCaptcha con-
ditions with no errors. Our participants rated the hardware
challenge as easier to use with an SUS score of 77.1, and
hCaptcha with an SUS score of 65.3. For SUS scores, “better
products scor[e] in the high 70s to upper 80s”, and “[p]roducts
with scores of less than 70. . . should be judged to be marginal
at best” [5].

Measurements and analysis indicated significantly shorter
completion times for the hardware challenge. A Wilcoxon
signed-ranks test indicated a mean task time of 13.5 s for
the hardware challenge, and 25.0 s for hCaptcha: V=115,
p < 0.001. Note that the hardware challenge completion time
is not just the time taken for the physical interaction with the
key, but also includes the time taken to read and respond to
informational pop-up messages spawned in-browser by the
WebAuthn flow.

15/17 participants (88%) preferred the hardware challenge,
with only one participant preferring hCaptcha and another
having no preference. Participants who preferred the YubiKey
expressed frustrations with CAPTCHAs and commented on
the ease and speed of the YubiKeys. The two participants who
did not prefer the YubiKey voiced concern and fear about
security and privacy. Similar concerns were shared by some
participants who favoured the hardware key. Participant feed-
back also identified wider user-communication challenges
with browser prompts and messaging, where the information
presented was viewed as uninformative or confusing.

5 Evaluation: Public demo study

The results of the preliminary user study indicated that our
proposed solution was promising enough to develop further.
We therefore developed a public demo of our “Cryptographic
Attestation of Personhood” (CAP), which we deployed at
Cloudflare for wider evaluation. Unlike our pilot study, which
was limited to YubiKeys, the challenge on the demo site could
be passed used a wide variety of hardware, such as biometric
readers (e.g., Face ID and Touch ID) and multiple models of
secure hardware keys. The site accepted any USB or NFC key
certified by the FIDO Alliance, as long as it had no known
security issues according to the FIDO Alliance Metadata
service (MDS 3.0) [3]. A summary of supported hardware
can be found in Table 2.
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Figure 2: CAP demo: stages of CAP interaction, including browser WebAuthn prompts

5.1 Experiment details
We created a demo website where users could click on a
button to “Verify with CAP”, which would prompt them to
complete the WebAuthn challenge, whose main stages are
illustrated in Figure 2. The start panel (with the “Verify”
button) was displayed on a web page; this panel included
a “Learn More” link, which brought the user to a separate
“Frequently Asked Questions” page for assistance. The space
below the button, labelled “What is happening” displayed
progress through the verification process, until its conclusion:
success or failure.

Once the user clicked on the button, additional pop-up win-
dows were spawned by their browser as part of the standard
WebAuthn process. Note that the specific text and design of
these pop-ups is determined by the browser, and not by CAP.
The examples in Figure 2 are from Chrome v98 on MacOS
12. The first browser pop-up prompts the user to “verify your
identity” on the Cloudflare demo website, and gives them
a list of WebAuthn authenticator options. In this example,
the user can pick from the built-in Touch ID sensor on their
Macbook, or they could use a portable USB key. The user
selects their preferred option, and performs the user gesture
(e.g., touches the fingerprint sensor). Because an attestation
has been requested for this WebAuthn interaction—as this
is an integral part of CAP—a prompt is displayed that asks
whether the user wishes to disclose the make and model of
their security key to the site. If the user selects “allow”, then
the attestation is sent for verification; if it passes, then the
user successfully passes the challenge (as shown in the final
image in Figure 2). The user might also fail to pass, in which
case an error message is shown in the panel. Technical details
of the error are shown, and the user is informed “It seems
there was an error completing the challenge! You can retry or
share your feedback with us.” After each challenge attempt,
users have the option of clicking “Retry” or “Submit Feed-
back”. The latter takes them to a user survey (described in 5.3
below).

This demo site was launched in conjunction with a blog post
about CAP published on Cloudflare’s blog, which often dis-

cusses new features and experiments being run [28]. It was
expected that this post would spark readers’ interest in trying
out CAP, which would provide us with useful information.
The blog post explained how the underlying WebAuthn tech-
nology worked, at both a non-expert and a more technical level
for those who might prefer such details. The post included in-
formation about privacy considerations, which we anticipated
would be of concern to users (and had been demonstrated in
our preliminary study). The privacy explanation highlighted
the size of the anonymity set (e.g., your key is indistinguish-
able from a large batch of others) and stressed how WebAuthn
strictly limits what is sent to the server—for example, bio-
metric data never leaves the device. The blog post concluded
with a link to the demo site, and invited people to try out this
experimental feature. In a later expanded version of the demo,
with an associated blog post [14], when a user completed an
attempt at a CAP verification, they had the option of giving
feedback through a survey. This provided richer information
on what they liked and disliked, general concerns, and sug-
gestions for improvementc̃ite. We evaluated the demo version
of CAP through a combination of data logged from online
users and feedback gathered from the online survey. For each
interaction with the CAP demo, timing and error data was
logged.

Note that we adopted a minimal data collection approach
for the data logging of these interactions. Because we were
concerned that users might be uneasy about disclosing infor-
mation when testing this new feature (despite the protections
being provided), particularly given privacy sensitivities (e.g.,
biometrics), we strongly limited what we stored. This meant
that we did not collect details such as browser user agent
strings and did not store any information about the authenti-
cator (such as make or model); this attestation information
was not logged.

Ethics Institutional review boards (IRBs) are uncommon in
most workplaces, including ours. Nonetheless, care was taken
to follow appropriate experimental procedures throughout
(e.g., obtaining user consent for participation and data collec-
tion). No identifying information was logged in the interaction
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phase, only timing and error data related to each stage of the
CAP process. (This also means that duplicates may occur in
our dataset, since repeat visits could not be identified.) For the
survey, respondents provided explicit consent and were not
required to provide any identifying information. They were
permitted to provide an email address if they wanted to be
contacted for further studies; they also were given the sepa-
rate option of providing details on their environment (such
as their browser’s user agent). They were also asked whether
they consented to having their responses quoted, without attri-
bution, in research publications. No participant compensation
was offered.

5.2 Logged Interaction Data

We analyzed 1896 user sessions, collected over eight days. A
single session was defined as any instance in which a user
clicked on the “Verify with CAP” button at least once, which
ended in a failed or successful verification, and include mul-
tiple attempts at verification (if any) within the same ses-
sion.

5.2.1 Results

Completion Time For cases in which a person successfully
validated with CAP at any point in a session, the mean comple-
tion time—from button click to completed validation—was
10.6 s. In the case of a failed validation, the mean time was
2.8 s. Failure is faster than success because the process termi-
nated earlier without completing further steps; note that this
also includes cases in which there is no further user response
after the button click, which leads to a failure upon timeout
(whose duration is environment-dependent).

For comparison purposes, we analyzed the time taken to com-
plete real-world hCaptcha interactions (which could be from
bots or humans), based on a sample of 8262 interactions
recorded in Cloudflare’s logs. (hCaptcha uses an object iden-
tification challenge involving a 3x3 picture grid [21].) The
mean hCaptcha solving time was 24.5 s, over twice the time
of a successful CAP challenge; this timing difference is sta-
tistically significant (Wilcoxon rank-sum test: W = 1476154,
p < 0.001).

Success Rate Out of 1896 sessions, 919 (48.5%) included
a successful validation, with the majority of these (818, 43%)
having no errors. (Recall that a person could retry multiple
times per session.) In most cases, people tried only once: in the
1078 sessions with at least one failed attempt, only 24% had
more than one failed attempt. (Note that we do not have any
details about users’ environments in this dataset, owing to our
minimal data collection in this part of the experiment.)

5.3 User Feedback: Survey
When a person completed a CAP validation attempt, they
were given the option of completing a survey to provide ad-
ditional feedback. This survey was deliberately kept brief,
to encourage people to complete it, and focused on the key
elements we wished to measure. We collected 93 survey re-
sponses during our evaluation period.

Likert scales The first set of questions asked for responses
to 5-point Likert scales (“strongly agree” to “strongly dis-
agree”):

• I am likely to use this when possible (I have a security
key/biometric sensor)

• Assuming I have what I need, I prefer using this instead
of a CAPTCHA

• It’s frustrating how often I have to prove I’m a human

• I feel confident that this preserves my privacy

The Likert scale responses are shown in Figure 3.

Figure 3: Results from 5-point Likert questions in CAP survey

The majority of respondents indicated they were likely to
use CAP when their hardware allowed this option: 70 (75%)
agreed or strongly agreed. Similarly, 70 respondents (75%)
said they preferred CAP to a CAPTCHA (agreeing or strongly
agreeing). Respondents indicated a high level of annoyance
with having to complete human challenges, with 71 respon-
dents (76%) agreeing or strongly agreeing that it was frus-
trating to do this task often. On the question of privacy,
responses were more mixed. Respondents had some confi-
dence in CAP’s privacy protections, although this was not as
high as for the other items: 56 respondents (60%) agreed or
strongly agreed with the statement “I feel confident that this
preserves my privacy”; a further 20 (22%) neither agreed nor
disagreed.

Free-form responses Respondents could provide free-
form responses to four further questions: (i) What do you like
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the most about this? (ii) What one thing would you change
about how this works? (iii) If you have any accessibility needs,
please let us know how well or poorly this caters to those
needs, and (iv) If there’s anything else you’d like us to know,
please tell us here.

If desired, the respondent could send information about their
environment: browser user agent; hardware device issuer;
attestation format and type. Additionally, we collected the
time taken for their most recent verification attempt and the
number of errors encountered during their session. The free-
form responses provided us with greater detail on what users
liked and disliked about CAP. These were manually coded,
which involved three researchers collectively identifying a
set of initial themes, then coding independently and finally
comparing results to achieve consensus.

The most commonly cited strengths (“What do you like the
most about this?”) were ease of use; speed; and improve-
ment over other types of challenges (e.g., traditional picture-
selection CAPTCHAs):

• “Honestly, it’s quite fast. Works great, while proving the
same thing that regular captchas do” [P6]

• “this is much much quicker than selecting all the
buses....and trucks. . . ” [P15]

• “Passed the challenge with just my fingerprint. Very
convenient.” [P43]

• “Easy as ABC. Love it!” [P54]

There were a number of suggestions that people had about
how to improve CAP, primarily around clarifying the com-
munication; preventing errors and failures; and reducing UI
pop-ups. On the theme of communication, respondents rec-
ommended improvements in explaining some aspects of CAP,
primarily the privacy protections:

• “Maybe making it clearer that the model of your key
doesn’t go out to the internet?” [P6]

• “Maybe add some explanation of how this works,
what information do you guys collect during this pro-
cess”[P21]

• “will Cloudflare store my 2FA key?” [P39]

• “how is this not a unique identifier? and how are you
gonna explain that this is not surveillance to ‘the normie
folks’?” [P91]

Others suggested a need for better explaining some of the
WebAuthn process and components, which may be hard to
understand:

• “The options that are available on Android can be over-
whelming for a non-technical audience. Most people

won’t know what a Yubikey is or understand that ‘un-
lock with screen lock’ means finger print sensor.” [P37]

Some users had problems completing the CAP challenge be-
cause they did not have a compatible setup, so they wanted
better support for their devices (e.g., “Make it work with Win-
dows Hello PIN” [P3]).

Although we did not specifically evaluate the accessibility
aspects of CAP in this phase of study, we did wish to solicit
feedback from anyone with these user requirements. Three
suggestions were provided: two for larger UI elements and
one for improved contrast.

Finally, respondents could provide us with any additional
comments. Again, there was a call for extended support (on
more devices and browsers), particularly to avoid failed at-
tempts; recommendations for clearer communication to users;
and requests for removing inefficiencies (such as pop-ups)
where possible.

• “Chrome Android requires few more steps to actually
choose which authentication system to use (NFC, secu-
rity key or fingerprint). It doesn’t automatically save my
preferences so that I don’t have to choose again” [P43]

Some other people wanted to simply express satisfaction with
our approach:

• “I hope every website on the internet adopts this method”
[P22]

• “I do wonder how well this will work to prevent farms
of Captcha solving bots [...] if you can truly prevent that
or stop it, this will be an amazing alternative.” [P6]

Environment and Completion Time Of the 93 survey
respondents, 82 provided details about their environment
(browser, security hardware) along with the number of er-
rors encountered during their entire CAP session and the time
taken for their most recent verification attempt. Based on User
Agent String, 39 were on mobile devices and 43 on desktop;
the most commonly-reported browser was Chrome (41), fol-
lowed by Safari (17), Firefox (10), and Edge (9). In terms
of errors and timing, 50% of these respondents (41) had no
errors at all in their session; 27 (33%) had one error in their
session, and the remaining 14 (17%) had two or three errors.
This is similar to the distribution found in the larger set of
logs described previously, although there is a slightly higher
success rate in the survey respondents.

Task completion timing was recorded, but note this measured
duration from the initial JavaScript load event until the verifi-
cation attempt ended, while the task time in the log dataset
previously discussed was measured only from when the user
clicked the button, which is a much shorter set of events. We
analyzed the log data to give the same baseline for compar-
ison: for a successful attempt, the survey participants took
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15.1 s (vs 15.7 s) and 8.9 s for a failed attempt (vs. 7.0 s);
again, this is similar to the larger dataset.

6 Discussion

6.1 Availability and Ease of Use
For successful validation cases, the completion time is quick
(half that of hCaptcha), with few errors, and has high per-
ceived efficiency. However, this is not the situation for all
users: as noted, about half of them were unable to validate.
The main difference of note comes down to environment: the
biggest obstacle was having (or using) the correct combina-
tion of security hardware, OS, and browser. A summary of
supported hardware and browser combinations is shown in
Table 2. Survey respondents reported problems with valida-
tion when using MacOS with non-Safari browsers, and on
Android mobile outside of Chrome, along with a few users
having Windows compatibility issues.

Table 2: Overview of hardware support (based on testing
in this study)

Hardware Browser support WebAuthn
support

Secure at-
testation1

macOS (11 on-
wards) Safari 3 3

Major browsers 3 7

iOS 15 devices Major browsers 3 3

Windows Hello Microsoft Edge 3 3

Other browsers 3 7

Android mobile Chrome 3 3

Other browsers 7 7

Hardware keys in
FIDO MDS (e.g.,
YubiKeys)

Major browsers 3 3

1 Secure attestation refers to attestation formats [23] that allow valida-
tion with a global issuing certificate.

For example, a person with a MacBook equipped with Touch
ID would need to use Safari with CAP in order for the attes-
tation to work properly; if they tried with Chrome, it would
fail, as the Apple attestation sent with the Touch ID plat-
form authenticator for WebAuthn is only compatible with
Apple’s browser (Safari). In some cases, the user might lack
the necessary hardware, although this is becoming less of an
issue given the deployment of built-in WebAuthn-compatible
devices in mobile devices (e.g., Face ID), and the growing
adoption of hardware security keys for multi-factor authenti-
cation [6].

As noted in the survey responses, the majority of respondents
(75%) were likely to use CAP if they had the necessary hard-
ware. These results suggest that CAP is a good solution in the

right circumstances: given the appropriate environment, users
prefer it to traditional CAPTCHAs. However, CAP is best po-
sitioned as an alternative challenge method for those equipped
to take advantage of it, rather than it being presented as the
sole option, given the number of users for whom it would not
be possible or practical to use for a human challenge.

6.2 Communication Challenges

Explaining functionality Although the majority of our sur-
vey participants stated that they were likely to use CAP when
possible, and many commented on how easy it was to use,
it is important to consider that CAP involves a number of
elements that are likely to be unfamiliar to many users. This
is an entirely new human challenge method, which does not
resemble the more familiar puzzle-based tasks. WebAuthn
is itself a fairly new technology as well, and even those who
may be comfortable with WebAuthn may be confused by its
application in this unusual way. Those trying the CAP demo
had the opportunity to review a substantial blog post with
explanations of the technology before they tried it out; this
would not be the most common scenario in a real-world de-
ployment. Users need to know what this new feature does, and
whether or not they are equipped to use it, as well as any addi-
tional considerations (such as privacy, discussed below). This
is a lot to convey in a limited user interface. We have used
the results of the study to refine our design and to augment
customer support materials to assist users; these additions
will be evaluated and refined iteratively as we continue to test
CAP in deployment, as discussed in Section 7.

CAP as novel WebAuthn application CAP leverages the
capabilities of WebAuthn and extends its functionality into
the human challenge space; this is a benefit, and could pro-
vide additional incentives for people to obtain and use hard-
ware security keys in order to mitigate their frustrations with
CAPTCHAs. However, there are always challenges with
novel technology, and in the CAP scenario, WebAuthn is be-
ing used for quite a distinct purpose from its usual application.
Most people using WebAuthn are doing so for authentica-
tion purposes, and elements such as browser messages are
designed with that in mind. As one example, consider the
pop-up example shown when describing the public demo, in
Figure 2. Note the text used when prompting the user: “Ver-
ify your identity with [example.com]”. Often, this is what
users are doing: verifying their identity as part of an authenti-
cation process, such as logging into their account. Because
CAP does not include this component (as it never registers
a user and does not handle credentials), this message does
not properly describe what is about to happen. It is under-
standable that the WebAuthn browser designs prioritize the
majority use case, but it would be helpful to accommodate
other applications.
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WebAuthn: inconsistent experiences Additionally, the de-
sign choices of CAP are only one part of the entire WebAuthn
user experience; many of the messages displayed during user
interaction are under the control of the browser, not CAP. If
there is a confusing message displayed, or excessive popups,
this also has an effect on the overall user experience. At best,
one can anticipate and explain some of the confusing ele-
ments of the WebAuthn ecosystem. This is compounded by
the number of different configurations that a person may be
using: WebAuthn via Face ID on an iPhone using Safari is
not identical to WebAuthn via Yubikey on a Windows laptop
using Chrome. These are similar, but not identical, and the
inconsistencies in these experiences can lead to a sub-optimal
user experience: some may lead to a failed verification, while
others might simply provide unclear information.

6.3 Privacy Considerations
The survey results indicated that not all users were confident
in the privacy protections provided by CAP. While the overall
sentiment was positive (with 60% of respondents expressing
confidence), this shows an area where improvement is needed.
Very few respondents (only four) who had low confidence
in privacy provided any comments about this topic at all, so
the source of their concerns is not clear. Two of these dis-
cussed privacy in the content of how communication might
be improved, whereas the other two were more concerned
about the actual data collection risks (i.e., what is the web-
site collecting?). In one case, the participant was confused
by the specific Firefox messaging that appears when attes-
tation is requested: “Firefox displays a warning that the site
‘is requesting extended information about your security key,
which may affect your privacy’. I wouldn’t necessarily trust
this if I didn’t know for sure that the request was coming from
Cloudflare (which, in general, as a user, one doesn’t).” [P72].
In other browsers, the message is different, despite it being for
the same type of request: for example, as shown in Figure 2,
Chrome v98 says that the site “wants to see the make and
model of your security key”. This example shows the impor-
tance of communication, and also the stark differences that
users can experience between different environments.

7 Enhancements and Future Work

The findings from our user studies have highlighted areas
where CAP could be improved, along with some promising
new directions. We have also identified some research ques-
tions that we will continue to explore.

7.1 Improving Communication
When we conducted our usability evaluations, we provided
explanatory material (such as blog posts) that assisted users
in learning about this new human challenge approach that

is enabled by secure hardware; this also explained the un-
derlying technology and its privacy and security capabilities.
This was workable for experiments, but is not realistic outside
of this situation. In the more usual scenario, a user would
be browsing the web and then encounter a human challenge,
such as an interstitial page containing a CAP prompt. A first-
time user would have no previous experience with this type
of attestation challenge, and perhaps would have no previous
experience with WebAuthn at all. They would need to know
how they might pass this challenge, including whether or not
they had the right hardware and environment to do so success-
fully. They might also wonder about the security and privacy
risks associated with using secure hardware to pass this chal-
lenge. Note also that those with WebAuthn experience in its
more common authentication situation might have specific
expectations about CAP that are not true: for example, they
may expect they need the same hardware device to pass a
challenge on repeat visits to a particular website.

This situation presents many significant challenges for user
communication, and we are continuing to work on solutions.
We began by revising the visual elements of the CAP prompt
panel, so that it gives a suggestion that this is a task you per-
form with secure hardware; the first version of our new design
displays a graphic with a fingerprint (to suggest a biometric
reader) plus a USB key. We are also developing new customer
support materials, which might involve videos to demonstrate
the technology and how to use it; this would be readily accessi-
ble from the challenge page, in context with the CAP prompt.
Providing explanations for WebAuthn through richer inter-
actions, such as video, is consistent with recommendations
provided in recent research on WebAuthn adoption; this was
shown to be beneficial for mitigating misconceptions (such
as where biometrics are stored) [25]. We expect to iterate on
our designs as we have begun to run small-scale tests in a
production environment and can evaluate the results.

7.2 Privacy: Zero-Knowledge Proofs

We have continued to explore how we might improve the
privacy story for CAP and WebAuthn. In an extension of this
work, we investigated how one might disclose the minimum
possible amount of information: not the make and model of
the security key, but simply the proof that the key being used
is trustworthy. We developed an in-browser zero-knowledge
proof to provide this functionality [17]. In brief: instead of
sending the signature, the client sends a proof that the signa-
ture was generated by a key on a server-provided list. Because
only the proof is sent, the server learns only that the attesta-
tion exists, and not which hardware security key generated
it. An efficient proving and verification system was devel-
oped for this scenario, which is currently being evaluated.
Results to date demonstrate that a zero-knowledge proof can
be generated in approximately 10 seconds, which is extremely
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promising as an efficient, privacy-preserving solution.

Ideally, this solution could be integrated into the WebAu-
thn standard, as an attestation type, so that it could signal to
browsers that sending this particular attestation type would not
disclose the make and model of hardware key (given the un-
derlying zero-knowledge proof). In that case, there would be
no need for the consent pop-up that users must click through,
as there is no disclosure in this case. Not only would this
be a more robust privacy solution, but it would also make
WebAuthn interactions more efficient and less confusing for
users, for any instance in which attestations were used (which
is not restricted to CAP).

7.3 Exploring Privacy Concerns
While one path of our ongoing privacy improvements involves
zero-knowledge proofs, we would also like to explore what
some of the underlying privacy concerns are that could impede
the adoption of CAP. Our survey touched on this question, as
we anticipated its importance, but as noted above, this was
designed to be a short questionnaire that did not delve deeply
into any one specific area—including privacy. However, given
the complexity and persistence of privacy considerations of
WebAuthn in general, we feel it would be valuable to deepen
our understanding of this problem. There are many potential
sources of unease, some of which may be unrelated to the
human challenge itself. For example, a person might choose
not to use CAP because they do not want to use a biometric
reader, and their underlying discomfort may be due to the
biometric component in itself, which would be the case in any
online context (not just for CAP). A better understanding of
these factors would help us determine how to improve designs
for this specific application, as well as how to contribute to
WebAuthn adoption more broadly. This would be informed by,
and build on, ongoing user research in this domain (e.g., [25,
29, 27]).

7.4 Security Considerations
In designing new methods for attesting to personhood, we
must be mindful of security issues that arise when malicious
clients attempt to provide false proofs of humanity. In the fol-
lowing, we attempt to build an overview of the threat model
and potential methods for calculating adversarial costs of pro-
viding false proofs. Valuable future work would establish a
thorough security analysis of using such attestations widely
before establishing a large-scale deployment of these tech-
nologies.

Threat model We can split the attack surface into the fol-
lowing two types of attacks:

• Human-assisted: These type of attacks involve an adver-
sary proxying attestation requests to a real human being,

who provides the proof based on their own inherent char-
acteristics and returns the proof to the adversary to be
returned to the requester.

• Automated: These attacks involve constructing mecha-
nisms (either physically or in software) that allow gener-
ating valid attestation proofs from hardware authentica-
tors, without a real person interacting with them.

All challenges that attempt to provide attestation of
humanity—including all CAPTCHAs and related
technologies—are vulnerable to human-assisted attacks. This
assumes, however, that a challenge that an adversary receives
can always be forwarded to a different real person that can
solve the challenge instead. Currently, it is an open problem
whether forwarding of hardware attestations is possible,
and to what extent that compares to existing challenge
systems.

In addition, software-based challenges are vulnerable to auto-
mated attacks that involve no human participation. As men-
tioned previously, CAP authenticators that rely solely on touch
(rather than biometric identification, such as Yubico Yubikeys)
may be vulnerable to automated attacks that involve construct-
ing physical devices that generate valid interactions with the
device. It is more difficult to circumvent biometric authentica-
tors; such biometrics have not yet been mimicked in a similar
manner (again, assuming it is possible to forward hardware
attestations).

Adversarial costs A common way of establishing the secu-
rity of a human-based challenge system is identifying the cost
of buying a single valid attestation. These attestations can
be provided either by real humans (who are paid for solving
each challenge), or by an adversary that controls a resource
that is able to provide automated proofs. Generally speaking,
vulnerability of a challenge mechanism to automated attacks
is quite damaging, since it is likely that such proofs can be
provided much more cheaply than those that require human
assistance.

In the case of CAPTCHAs, various services are known to
price a single solution of a standard Google reCAPTCHA at
$0.0032. Therefore, even human-assisted challenges are very
cheap to acquire solutions for. Hardware-based authenticators
such as Yubico Yubikeys require an initial up-front cost of
between $45 and $85.3 Assessing the cost of launching an
automated attack on top of these authenticators would be a
valuable task for future work, but is likely to involve another
one-time cost of setting up the tools that are required for au-
tomation, plus the much lower cost of continued usage. CAP
authenticators that rely on biometrics are likely to involve
much higher costs. Firstly, devices such as smartphones and

2According to https://www.f5.com/labs/articles/cisotociso/i-
was-a-human-captcha-solver.

3See https://www.yubico.com/us/store/ (accessed 23 May 2022).
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laptops that provide valid signals incur very significant one-
time costs. Moreover, they will also require paying for human
subjects to provide valid proofs of personhood, which will
further incur per-usage costs.

A rough analysis using the above figures could suggest that
it might be economically advantageous to launch automated
physical attacks on touch-based authenticators via commod-
ity hardware. However, servers can tip the economic balance
against attackers, by leveraging the asymmetry of information
about the types of authenticators being used. While leveraging
this asymmetry remains an open research topic, our system
provides visibility into the global breakdown of device types,
which attackers do not have. As mentioned previously, authen-
ticators are typically associated with coarse-level batches of a
specific model by their attestation certificates (Section 3.2).
Thus, a server has the ability to collect and maintain a view of
different device types. An attacker may invest in a particular
model of security key that could be removed from the list of
allowed devices (e.g., if it was uncommon and mainly used
for attacks). This adds an additional risk for the attacker, who
may find their investment wiped out with one configuration
change. The attack cost is higher to maintain for a diverse
profile of security keys that matches up with the global distri-
bution. The server could remove support for specific device
keys if a farm of them was discovered; it is worth noting that
this would affect legitimate users that share devices within
the same batch as the attacker, but the diversity of keys used
in practice means CAP would still be effective for most of
the other users. Note also that unlike human-assisted farms,
where the cost is per-CAPTCHA, security key farms have
an upfront cost that is amortized over time. The ability for
the server to selectively support the feature for specific de-
vices or regions introduces a significant downside risk for any
capital investment by attackers. In summary, valuable future
work would establish whether using such mechanisms as a
viable mitigation is possible, without introducing significant
overheads to legitimate users.

8 Related Work

CAPTCHA-related research that has motivated and guided
our explorations is described throughout this work and in-
cludes studies of usability [15, 18, 24] and security [34, 35].
Recent and related streams of study on security key usability
identify many strengths along with some weaknesses [16, 8].
Their results are highly encouraging and report that users
are readily able to physically interact with YubiKeys. Minor
and occasional problems included key touches that fail to
be recognized [16], or the key being inserted incorrectly [8].
Users are also concerned about being able to locate or losing
such small devices [30]. These occurrences will be familiar
to any user of touch and biometric devices (e.g., mobile de-
vice fingerprint sensors). We anticipate their reductions with

practiced use, improvements in hardware sensors, and further
hardware integration.

Many security key usability challenges emerge as part of a
two-factor authentication (2FA) [11, 16]. Our hardware chal-
lenge task has lower barriers to entry since (i) there are no
passwords or user accounts involved, and (ii) a failed chal-
lenge can fall back to a CAPTCHA. However, the same works
identified inconsistencies and inadequacies in messaging and
best practice for WebAuthn among Internet browsers [16].
This observation is in keeping with our own and deserves
further attention.

There have also been some recent studies about FIDO and
WebAuthn usability more broadly, which are helping high-
light specific challenges and potential solutions. A study of
mobile phones as roaming authenticators [29] suggested that
users wanted to take advantage of the user presence features
(such as facial recognition) available on their smartphones for
authentication; the convenience of these features could also
be leveraged for the attestation-only variant of WebAuthn (as
in CAP).

An exploration of user misconceptions about WebAuthn bio-
metrics [25] provides useful insights into some of the per-
sistent points of confusion and gives recommendations for
mitigating these (e.g., by providing more explicit guidance
about where biometric data is stored, and providing users with
more than just simple notification messages when explaining
the technology). We have identified similar issues and are
experimenting with ways of improving the user experience,
particularly in terms of communication.

9 Concluding Remarks

The balancing act between security and usability places un-
due hardship on users to complete frustrating, impenetrable
CAPTCHAs that have a number of serious shortcomings.
Based on our user study we believe that a cryptographic attes-
tation to a physical interaction provides a better solution for
users without degrading bot detection.

We hope that others will be able to apply this solution in their
own environments, leveraging the open WebAuthn standard
to benefit from cryptographic attestations for human chal-
lenges. Our evaluation provides us with confidence that this is
a fruitful approach for those users poised to take advantage of
it; the necessary hardware is already widely available and is
being rolled out even further. We have identified a number of
barriers to adoption, however, primarily in the areas of privacy,
clarity of communication, and consistency of user experience
with WebAuthn. We will continue to pursue research into
these areas, in hopes that cryptographic attestations will be
more widely adopted and provide users with better ways of
completing human challenges.

610    Eighteenth Symposium on Usable Privacy and Security USENIX Association



Acknowledgments

We gratefully acknowledge the assistance of our study partici-
pants and our anonymous shepherd and reviewers. We would
also like to thank our Cloudflare colleagues for their valuable
support.

References

[1] Usage statistics and market share of Cloud-
flare. https://w3techs.com/technologies/details/cn-
cloudflare.

[2] William Aiken and Hyoungshick Kim. Poster: Deep-
crack: Using deep learning to automatically crack au-
dio CAPTCHAs. In Proceedings of the 2018 on Asia
Conference on Computer and Communications Security,
pages 797–799, 2018.

[3] FIDO Alliance. FIDO Alliance Metadata Service
v3.0. https://fidoalliance.org/metadata/. Ac-
cessed Feb 2022.

[4] Dirk Balfanz, Alexei Czeskis, Emil Lundberg, J.C.
Jones, Jeff Hodges, Michael Jones, Rolf Lindemann,
Akshay Kumar, and Huakai Liao. FIDO UAF Protocol
Specification v1.0. FIDO Alliance Standard, FIDO,
December 2014. https://fidoalliance.org/
specs/fido-uaf-v1.0-ps-20141208/fido-uaf-
protocol-v1.0-ps-20141208.html.

[5] Aaron Bangor, Philip Kortum, and James Miller. De-
termining what individual SUS scores mean: Adding
an adjective rating scale. Journal of usability studies,
4(3):114–123, 2009.

[6] Garrett Bekker and Matthew Utter. Work-from-home
policies driving MFA adoption, but still work to be done,
Apr 2021. "https://pages.yubico.com/work-from-
home-policies-driving-mfa-adoption. Accessed
Feb 2022.

[7] John Brooke. SUS - A quick and dirty usability scale.
Usability evaluation in industry, page 189, 1996.

[8] Stéphane Ciolino, Simon Parkin, and Paul Dunphy. Of
two minds about two-factor: Understanding everyday
FIDO U2F usability through device comparison and
experience sampling. In Fifteenth Symposium on Usable
Privacy and Security (SOUPS), 2019.

[9] J Clement. Mobile internet usage world-
wide - statistics & facts. Statista, Jul 12 2021.
https://www.statista.com/topics/779/mobile-
internet/. Accessed Feb 2022.

[10] George S. Coker, Joshua D. Guttman, Peter A. Loscocco,
Amy Herzog, Jonathan Millen, Brian O’Hanlon, John

Ramsdell, Ariel Segall, Justin Sheehy, and Brian Sniffen.
Principles of remote attestation. International Journal
for Information Security, 10(2):63–81, 2011.

[11] Sanchari Das, Andrew Dingman, and L Jean Camp. Why
Johnny doesn’t use two factor: a two-phase usability
study of the FIDO U2F security key. In International
Conference on Financial Cryptography and Data Secu-
rity, pages 160–179. Springer, 2018.

[12] MDN Web docs. Web authentication API. https:
//developer.mozilla.org/en-US/docs/Web/API/
Web_Authentication_API#Browser_compatibility.
Accessed Feb 2022.

[13] Josh Dzeiza. Why CAPTCHAs Have Got-
ten So Difficult. The Verge, Feb 2019.
https://www.theverge.com/2019/2/1/18205610/
google-captcha-ai-robot-human-difficult-
artificial-intelligence.

[14] Wesley Evans and Tara Whalen. More devices, fewer
CAPTCHAs, happier users, August 2022. https://
blog.cloudflare.com/cap-expands-support.

[15] Valerie Fanelle, Sepideh Karimi, Aditi Shah, Bharath
Subramanian, and Sauvik Das. Blind and human: Ex-
ploring more usable audio CAPTCHA designs. In
Sixteenth Symposium on Usable Privacy and Security
(SOUPS), pages 111–125, 2020.

[16] Florian M Farke, Lennart Lorenz, Theodor Schnitzler,
Philipp Markert, and Markus Dürmuth. “You still use
the password after all” – Exploring FIDO2 Security
Keys in a Small Company. In Sixteenth Symposium
on Usable Privacy and Security (SOUPS 2020), pages
19–35, 2020.

[17] Armando Faz-Hernández, Watson Ladd, and Deepak
Maram. ZKAttest: Ring and group signatures for ex-
isting ECDSA keys. In International Conference on
Selected Areas in Cryptography, pages 68–83. Springer,
2022.

[18] Ruti Gafni and Idan Nagar. CAPTCHA – Security
affecting user experience. Issues in Informing Science
and Information Technology, 13:063–077, 2016.

[19] Google. Google reCAPTCHA: Register a site. https:
//www.google.com/recaptcha/admin/create. Ac-
cessed Feb 2022.

[20] Lucy Handley. Nearly three quarters of the world
will use just their smartphones to access the internet
by 2025, Jan 2019. "https://www.cnbc.com/2019/
01/24/smartphones-72percent-of-people-will-
use-only-mobile-for-internet-by-2025.html.
Accessed Feb 2022.

USENIX Association Eighteenth Symposium on Usable Privacy and Security    611

https://fidoalliance.org/metadata/.
https://fidoalliance.org/specs/fido-uaf-v1.0-ps-20141208/fido-uaf-protocol-v1.0-ps-20141208.html
https://fidoalliance.org/specs/fido-uaf-v1.0-ps-20141208/fido-uaf-protocol-v1.0-ps-20141208.html
https://fidoalliance.org/specs/fido-uaf-v1.0-ps-20141208/fido-uaf-protocol-v1.0-ps-20141208.html
https://pages.yubico.com/work-from-home-policies-driving-mfa-adoption
https://pages.yubico.com/work-from-home-policies-driving-mfa-adoption
https://www.statista.com/topics/779/mobile-internet/
https://www.statista.com/topics/779/mobile-internet/
https://developer.mozilla.org/en-US/docs/Web/API/Web_Authentication_API#Browser_compatibility
https://developer.mozilla.org/en-US/docs/Web/API/Web_Authentication_API#Browser_compatibility
https://developer.mozilla.org/en-US/docs/Web/API/Web_Authentication_API#Browser_compatibility
https://www.theverge.com/2019/2/1/18205610/google-captcha-ai-robot-human-difficult-artificial-intelligence
https://www.theverge.com/2019/2/1/18205610/google-captcha-ai-robot-human-difficult-artificial-intelligence
https://www.theverge.com/2019/2/1/18205610/google-captcha-ai-robot-human-difficult-artificial-intelligence
https://blog.cloudflare.com/cap-expands-support
https://blog.cloudflare.com/cap-expands-support
https://www.google.com/recaptcha/admin/create
https://www.google.com/recaptcha/admin/create
https://www.cnbc.com/2019/01/24/smartphones-72percent-of-people-will-use-only-mobile-for-internet-by-2025.html
https://www.cnbc.com/2019/01/24/smartphones-72percent-of-people-will-use-only-mobile-for-internet-by-2025.html
https://www.cnbc.com/2019/01/24/smartphones-72percent-of-people-will-use-only-mobile-for-internet-by-2025.html


[21] hCaptcha. hCaptcha Developer Guide. Available at
https://docs.hcaptcha.com/.

[22] Scott Hollier, Janina Sajka, Matthew May, Michael
Cooper, and Jason White. Inaccessibility of
CAPTCHA. W3C note, W3C, December 2019.
https://www.w3.org/TR/2019/NOTE-turingtest-
20191209/.

[23] J.C. Jones, Akshay Kumar, Alexei Czeskis, Vijay
Bharadwaj, Dirk Balfanz, Hubert Le Van Gong, Huakai
Liao, Michael Jones, Jeff Hodges, Rolf Lindemann, and
Arnar Birgisson. Web Authentication: An API for ac-
cessing Public Key Credentials Level 2. W3C work-
ing draft, W3C, July 2020. https://www.w3.org/TR/
webauthn-2/.

[24] Kat Krol, Simon Parkin, and M Angela Sasse. Better the
devil you know: A user study of two CAPTCHAs and
a possible replacement technology. In NDSS Workshop
on Usable Security (USEC), volume 10, 2016.

[25] Leona Lassak, Annika Hildebrandt, Maximilian Golla,
and Blase Ur. “It’s stored, hopefully, on an encrypted
server”: Mitigating users’ misconceptions about FIDO2
biometric WebAuthn. In 30th USENIX Security Sympo-
sium (USENIX Security 21), pages 91–108, 2021.

[26] Wei Liu. Introducing reCAPTCHA v3: the new way to
stop bots. Google Webmaster Central Blog, October
2018. https://webmasters.googleblog.com/
2018/10/introducing-recaptcha-v3-new-way-
to.html. Accessed Feb 2022.

[27] Sanam Ghorbani Lyastani, Michael Schilling, Michaela
Neumayr, Michael Backes, and Sven Bugiel. Is FIDO2
the kingslayer of user authentication? A comparative
usability study of FIDO2 passwordless authentication.
In IEEE Symposium on Security and Privacy, pages
268–285, 2020.

[28] Thibault Meunier. Humanity wastes about 500 years
per day on CAPTCHAs. It’s time to end this mad-
ness, May 2022. https://blog.cloudflare.com/
introducing-cryptographic-attestation-of-
personhood.

[29] Kentrell Owens, Olabode Anise, Amanda Krauss, and
Blase Ur. User perceptions of the usability and security
of smartphones as FIDO2 roaming authenticators. In
Seventeenth Symposium on Usable Privacy and Security
(SOUPS 2021), pages 57–76, 2021.

[30] Joshua Reynolds, Nikita Samarin, Joseph Barnes, Taylor
Judd, Joshua Mason, Michael Bailey, and Serge Egel-
man. Empirical measurement of systemic 2FA usability.

In 29th USENIX Security Symposium (USENIX Security
20), pages 127–143, 2020.

[31] Michael Richardson, Carl Wallace, and Wei Pan.
Use cases for Remote Attestation common encod-
ings. https://datatracker.ietf.org/doc/html/
draft-richardson-rats-usecases-08, November
2020. Work in Progress.

[32] Max Roser, Hannah Ritchie, and Esteban Ortiz-
Ospina. Internet. Our World in Data, 2015.
https://ourworldindata.org/internet.

[33] Catherine Schwab. Google’s new reCAPTCHA
has a dark side. Fast Company, June 2019.
https://www.fastcompany.com/90369697/
googles-new-recaptcha-has-a-dark-side.

[34] Chenghui Shi, Shouling Ji, Qianjun Liu, Changchang
Liu, Yuefeng Chen, Yuan He, Z Liu, R Beyah, and
T Wang. Text Captcha is dead? A large scale deploy-
ment and empirical study. In The 27th ACM Conference
on Computer and Communications Security, 2020.

[35] Suphannee Sivakorn, Jason Polakis, and Angelos D.
Keromytis. I’m not a human: Breaking the Google
reCAPTCHA. In Black Hat ASIA, 2016.

[36] Saumya Solanki, Gautam Krishnan, Varshini Sampath,
and Jason Polakis. In (cyber)space bots can hear you
speak: Breaking audio CAPTCHAs using OTS speech
recognition. In Proceedings of the 10th ACM Work-
shop on Artificial Intelligence and Security, AISec ’17,
page 69–80, New York, NY, USA, 2017. Association
for Computing Machinery.

[37] Jennifer Tam, Sean Hyde, Jiri Simsa, and Luis Von Ahn.
Breaking audio CAPTCHAs. In Proceedings of the
21st International Conference on Neural Information
Processing Systems, NIPS’08, page 1625–1632, Red
Hook, NY, USA, 2008. Curran Associates Inc.

[38] Luis von Ahn, Manuel Blum, Nicholas J. Hopper, and
John Langford. CAPTCHA: Using Hard AI Problems
for Security. In Eli Biham, editor, Advances in Cryp-
tology — EUROCRYPT 2003, pages 294–311, Berlin,
Heidelberg, 2003. Springer Berlin Heidelberg.

[39] Guixin Ye, Zhanyong Tang, Dingyi Fang, Zhanxing Zhu,
Yansong Feng, Pengfei Xu, Xiaojiang Chen, and Zheng
Wang. Yet Another Text Captcha Solver: A Generative
Adversarial Network Based Approach. In Proceedings
of the 2018 ACM SIGSAC Conference on Computer
and Communications Security, CCS ’18, page 332–348,
New York, NY, USA, 2018. Association for Computing
Machinery.

612    Eighteenth Symposium on Usable Privacy and Security USENIX Association

https://docs.hcaptcha.com/
https://www.w3.org/TR/2019/NOTE-turingtest-20191209/
https://www.w3.org/TR/2019/NOTE-turingtest-20191209/
https://www.w3.org/TR/webauthn-2/
https://www.w3.org/TR/webauthn-2/
https://webmasters.googleblog.com/2018/10/introducing-recaptcha-v3-new-way-to.html
https://webmasters.googleblog.com/2018/10/introducing-recaptcha-v3-new-way-to.html
https://webmasters.googleblog.com/2018/10/introducing-recaptcha-v3-new-way-to.html
https://blog.cloudflare.com/introducing-cryptographic-attestation-of-personhood
https://blog.cloudflare.com/introducing-cryptographic-attestation-of-personhood
https://blog.cloudflare.com/introducing-cryptographic-attestation-of-personhood
https://datatracker.ietf.org/doc/html/draft-richardson-rats-usecases-08
https://datatracker.ietf.org/doc/html/draft-richardson-rats-usecases-08
https://www.fastcompany.com/90369697/googles-new-recaptcha-has-a-dark-side
https://www.fastcompany.com/90369697/googles-new-recaptcha-has-a-dark-side


Being Hacked: Understanding Victims’ Experiences of IoT Hacking

Asreen Rostami12, Minna Vigren2, Shahid Raza1, Barry Brown23

1RISE Research Institutes of Sweden, 2Stockholm University
3Department of Computer Science, University of Copenhagen

asreen.rostami@ri.se, minna.vigren@helsinki.fi, shahid.raza@ri.se, barry@di.ku.dk

Abstract
From light bulbs to smart locks, IoT is increasingly embed-
ded into our homes and lives. This opens up new vulnerabili-
ties as IoT devices can be hacked and manipulated to cause
harm or discomfort. In this paper we document users’ ex-
periences of having their IoT systems hacked through 210
self-reports from Reddit, device support forums, and Amazon
review pages. These reports and the discussion around them
show how uncertainty is at the heart of ’being hacked’. Hacks
are sometimes difficult to detect, and users can mistake un-
usual IoT behaviour as evidence of a hack, yet this can still
cause considerable emotional hurt and harm. In discussion,
we shift from seeing hacks as technical system failings to be
repaired, to seeing them as sites for care and user support.
Such a shift in perspective opens a new front in designing for
hacking - not just prevention but alleviating harm.

1 Introduction

The threat of being hacked is sadly a common part of technol-
ogy use. This is particularly challenging for the Internet of
Things (IoT), since hacked IoT can be used to cause serious
physical harm or discomfort, such as locking a user out of
their home, or video recording their children. While much
research has focused on the technical aspects of IoT security
(e.g. [1, 42, 45, 91]), there has been recent interest in how
users manage their IoT security (e.g. [5, 8, 62, 87]). Building
on these works, in this paper we focus on the ‘user experience’
of being hacked: how users discover they are hacked, cope
with the hack, and manage the damage done.

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
August 7–9, 2022, Boston, MA, United States.

Our data comes from the discussions and reports from
users who believe they have been hacked, posted on online
discussion forums, product support forums, and product re-
view pages. We focus on users’ experiences of hacked IoT
systems, since these systems both present particular issues
in terms of user interface, but in the damage that a hacked
device can inflict. From these online sources we collected 210
cases of users reporting having an IoT device hacked. These
first-hand experiences and stories, and the online discussion
around them, gives us new insights into these hard to reach
experiences. Prevalent throughout this data was users’ uncer-
tainty and doubt around ‘being hacked’. This is captured well
by one poster who asked if his experiences were [a] “Ghost,
cat or hack?” about their experiences. Users firstly asked if
they have been hacked, then who has hacked them, and lastly
why they have been hacked. There are also situations where
users suspect they have been hacked, but are unsure if it is
actually an intrusion, a technical problem or unusual system
behaviour. For example, one common brand of smart home
light bulb will flash on and off to indicate an error condition
– and when this sort of behaviour happens across multiple
devices, users reported confusion, concern and worry. These
‘non-hack hacks’ are a major problem since users need to deal
with them as if they are hacks, and so they can cause similar
amounts of disruption, worry and personal pain.

In discussion we explore how this data lets us look at the
social and psychological aspects of hacks. With a focus not
on the hacks, but the people whom the hacks impact, how
can we design for managing the impact that hacks have on
users. We discuss ‘cybernoia’ - where users become unset-
tled through a hack or suspected hack, but also how hacks
can disrupt relationships and expectations around technology.
This refocuses design attention from just preventing hacks to
supporting victims, and designing systems that could take a
support role similar to the roles the forums provide for users.
In conclusion, we discuss how hacks interfere with relation-
ships, in particular when the person who is behind the the
hack is known by the victim.
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2 Related works

With our focus on hacking, users and IoT, we have drawn on
two main research areas: first, research on user experiences of
being hacked and second, security and privacy issues around
domestic IoT. In addition, with our use of discussion forums
as a source of data we provide a brief review of the use of
online discussion data in HCI.

2.1 User experiences of being hacked

For as long as there have been computational systems, hackers
have attempted to penetrate and hack these systems for nefar-
ious reasons, and users of these systems have suffered from
these attempts. Hackers’ intentions and their experience of
hacking have been a topic of interest in a number of different
fields [19, 38, 44, 80, 90]. Research has also studied end-users’
practice of hacking their own devices to make the device serve
different purpose and interests, beyond the intention of the
device manufacturer [11].

However, it has only been recently that the user’s experi-
ence of being hacked - the victims’ perspective - has come
into focus. Tian et al. [79] document different types of cyberse-
curity incidents reported by users and describe victims coping
mechanisms in dealing with these hacks. They in particular
discuss how users felt ambiguous about some of these inci-
dents, resulting in users denying the existence of the hack as
a coping strategy. More broadly, this work has explored how
victims of cybercrime [15, 21, 37] can be caught up in large-
scale attacks on organisations [22]. This research also covers
how a ‘victim-blaming’ discourse around online fraud as well
as online humour and shame are used to push victims to
stay silent. With the rise of online harassment [51, 82], phish-
ing [20,79,85,86] and ransomware attacks [14,71,73,89,92],
many users and organisations have been targeted in hacks
where they are faced to pay ransom money or experience
devastating damage to their digital ownership of their prop-
erties and data. In one example, Zhao et al. [93] studied a
group of attending surgeons’ experience of a ransomware
attack that caused the shutdown of their hospital. Their study
demonstrates how such incidents caused not only disruptions
in their online communication but also affected their process
of carrying out of surgery and medical procedures.

One area of growing concern is technology-mediated abuse,
where hacking or technology is misused as part of violence
between current (or former) partners. Parkin et al. [62] docu-
ment a number of different types of threats where, for example,
a security camera can be used (hacked or otherwise) to facili-
tate intimate partner abuse. Bellini et al. [7] take a different
research angle, and present how potential perpetrators use
online resources to plan, discuss and legitimise their use of
technology in intimate partner abuse. In a related study, Freed
et al. [30] discuss how in intimate partner abuse, the attacks
performed by the abuser are not necessarily technologically

sophisticated, rather the abuser uses their knowledge about
the victim to crack passwords and hack into their accounts
and devices. One concerning issue brought up in this study
is how victims cannot always remove a compromised device
from their network, since that device is used by the victim to
gain access to professional and social support to deal with the
hack. Removing the technology might solve the problem, but
could put the victim in danger of isolation [31].

For this study, we were specifically interested in IoT hacks,
in part because these systems present more constrained secu-
rity user interfaces to users, but also for the ways in which
IoT hacks risk a potentially higher level of material harm for
users. As Slupska points out, consumer IoT products while
marketed to support protection and care actually create new
vulnerabilities - particularly with respect to domestic violence,
something almost entirely ignored in the smart home security
analysis literature [74]. Mckay and Miller [58] discuss how
home IoT devices can be used to perpetuate new forms of
harassment and coercive control in the home environment,
moving beyond hacking into ‘traditional’ technologies such as
mobile phones or personal computers. Levy and Schneier [52]
broaden this discussion by highlighting how within intimate
relationships privacy and security threats can arise from the
lack of appropriate design, and how cybersecurity broadly
ignores the different data sensitivities that can occur within
relationships. This has resulted in systems that do not protect
against intimate threats [53]. The relevant and timely con-
cerns expressed in these studies open up the study of user
experiences of IoT device hacking.

2.2 Security and IoT

HCI (and related work in UbiComp) has developed an ex-
tensive body of work around the user experience of IoT and
home IoT in particular [8, 16, 26, 32, 39]. HCI research have
increasingly brought more privacy relevant research to the
fore [31,48,64,65], and called for revisiting users’ privacy de-
sign with respect to vulnerable populations (e.g. [57]). In one
study, Choe et al. [18] studied privacy in relation to parents’
use of smart security cameras at home as part of a ‘responsi-
ble parenting’ strategy. In a related study, Worthy et al. [88]
found that users of IoT devices are often concerned about the
trustworthiness of the device, particularly in terms of the data
it collects as well as the person or organisation who controls
the functionality of the device. In another study, Bouwmeester
et al. [8] present different steps that a home IoT user may take
to identify a device infected by malware. Their study high-
lights how participants felt uncertain about whether they have
correctly identified the infected device, and how some par-
ticipants failed to fully execute the recommended actions to
remediate the infected device due to design complications or
simply because of lack of security knowledge and experience.

In a series of original papers, Pierce [64] uses the ‘creepi-
ness’ of internet-connected security cameras in domestic con-
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texts to discuss hole-and-corner applications that make use
of user data out of the context of the service they should pro-
vide, in a hidden way that could harm the user. For instance,
neighbours could misuse security cameras to monitor oth-
ers’ religious commitment to digitally gaslight and blackmail
them. Other scholars have also studied how users of IoT de-
vices perceive the security and privacy of their data being
used by these devices [43, 78, 94]. For instance, Jacobsson
et al. [43] highlight the importance of understanding user in-
teraction with IoT devices “in order to create usable privacy
mechanisms”. In a similar vein, Zheng et al. [94] studied how
users perceive privacy when using IoT and what are the differ-
ent approaches they take to protect the privacy of themselves
and their homes. Their study highlights that the majority of
users put their trust in the hand of the well-established brands
and manufacturers to protect their data and privacy, selecting
the device based on the vendor’s reputation as well as online
reviews about the device. One interesting aspect of this study
is that users of these devices have reported government and
Internet Service Providers (ISP) as the most worrisome out-
sider actors from which they wish to protect their data, rather
than hackers. At times, this perspective served, perhaps, in
light of the recent critical debate on state surveillance [72]
and the commodification of personal data. However, during
recent years and with the increased popularity of home IoT de-
vices in the consumer market, home IoT users have witnessed
and dealt with threats and security intrusions committed by
different groups of individuals. Reports on various network-
connected devices being exploited by criminals and hackers,
such as baby monitors [3, 83] and smart doorbells [23, 63]
are few examples of these security threats posed by different
groups of bad actors with different goals and agenda in mind.

2.3 Forum Studies in HCI

The main data source we use in this paper comes from forum
data posted on the internet. HCI researchers have broadly used
online communities and forums as part of understanding both
internet behaviour and community structure [55, 70] but also
more generally to investigate users’ motivations for their par-
ticipation in online forums and communities [47]. Collecting
data from users participating in different online communities
and forums have been a rich source of data and inspiration for
both HCI and CSCW communities [17,27,33,46,61,67]. Par-
ticularly in the domain of health, research has looked at how
individuals adopt or disengage with online communities [56],
how these forums are used by patients for recovery [54], and
how patients share their knowledge and experience of the
medical condition to support each other [41, 67] as well as
discussing the potential challenges for clinicians to partici-
pate in these forums [40]. Previous research [28] has also
discussed the ethics of using online data for research, by pre-
senting how users of online communities, such as Twitter,
can have different attitudes toward privacy, and their expecta-

tions can be highly context-dependent. In their studies, Fiesler
et al. [28] & Bruckman et al. [13] suggest that researchers
should take extra measures to minimise potential harms that
could arise from neglecting the privacy of online users by,
for example, careful anonymization of names while making
sure that the published data is not linked back to the online
original account.

Forum studies are effective at overcoming methodological
challenges such as collecting data from communities who are
isolated due to social and geographical constraints. Moreover,
collecting interview data when participants need to disclose
sensitive information about themselves or their experience
(such as understanding survivors of sexual abuse [4]) has
proven to be a challenging task, as many survivors wish to
remain anonymous or find it hard to talk about their experi-
ence outside the social media context due to their traumatic
experience. Previous research has also discussed how the rar-
ity of cases as well as the stigma around speaking about the
topic have affected the research and data collection strategy.
Such a case can be seen in identifying early adopters and
early victims of a particular technology, for example in study-
ing victims’ experience of technology-mediated abuse [58].
Research have also reflected on the difficulties of collecting
interview data from participants around a phenomena due to
an ongoing world crisis such as outbreaks or pandemic. For
instance, Gui et al. [34] use online communities to collect
data from geographically distributed travellers affected by the
Zika outbreak, something that could not be collected directly
due to resulting travel restrictions.

3 Methods

For this study, we were interested in understanding better
the experience of hacking victims, how they make sense of
the hack, and in particular the different practical and emo-
tional resources they deploy to deal with being hacked. In
planning our data collection, we were concerned that the so-
cial stigma attached to being a victim [4, 22] could affect the
quality of collected data, and that interview data might be un-
reliable as in cases where there is a strong social desirability
bias [10]. Moreover, during our initial attempts to recruit inter-
view participants we found considerable hesitancy to talk to
researchers about these sensitive issues. This led us to explore
other means to collect data. Looking online for users’ reports
of being hacked, we were surprised to find many reports in
general online discussion forums (Reddit), product support
forums, and user-generated product reviews (Amazon). There
were also extensive responses and discussion of the initial
posts – spanning from related stories, advice around deal-
ing with and repelling attacks, as well as broader discussion
around the hack, the hacked devices, and IoT security. This
led us to explore how online posts could be used as a data
source.

As we discussed above, forum data has been used in user
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research, often as part of investigating sensitive topics. These
explorations usually take a dual path – first, the forums them-
selves are a topic of study, the types of contributions and how
the forums benefit those who contribute or read posts. Sec-
ond, the actual content on the forums provides an insight into
users’ experiences outwith the online forums. Internet posts
have a number of advantages over reports collected through
interviews. Interviews as a method shape and prompt data in
strong ways by the questions being asked, and the responses
of the researchers [6]. Forum posts offer the advantage of be-
ing naturally produced data, as well as containing responses
of other posters. This said, the lack of control over the data
does mean that it is harder to check and validate data. Par-
ticipating in an online community is essential so as to learn
possible in jokes, ‘house style’ and the like that might mislead
a researcher or ‘outside’ readers of the forum content. It is
also important to maintain some scepticism around posts and
responses and recognise that trolling is a common aspect of
all online interaction.

We collected our data during January - March 2021. Before
conducting our study we informally read and participated
in Reddit forums around IoT device support, smart homes,
cybersecurity, and hacking. Building on this we searched
media coverage and security reports on vulnerabilities on IoT
devices. Through this pre-screening of vulnerable devices,
we were able to identify a list of 13 hacked devices from
different brands that served as our seed list of devices to look
for stories from users from online forums. These devices
included security cameras, smart locks, doorbells, lights, TVs,
speakers, and voice assistants. We used the forums’ internal
search function and applied the brand names, general devices
names, as well as keywords such as smart home, home IoT
in combination withhack and hacked (Appendix A: Table 1).
This actual data collection expanded the list of devices as the
searches from these forums brought up new devices to be
included in our list of hacked devices (Appendix B: Table 2).
From this, we collected together a corpus of 210 hack reports
and posts along with the related discussion. From Reddit we
took data from subreddits with 114 posts (54% of all the data),
product support forums with 84 posts (40%), and 12 Amazon
reviews and product support forums discussing being hacked
(6%). Overall this was more than 1000 pages of data.

It is worth mentioning that while our focus was on collect-
ing reports of hacked IoT devices, we found that often reports
of security vulnerabilities for these devices would come not
from the devices themselves but from the WiFi network they
were on, or the management account with the company that
made the device. This meant that our data includes reports
that were somewhat associated with an IoT device (as re-
ported by the original poster), such as routers and the network
where the device was installed. One motivation behind this
data collection decision was – as we shall see in the analysis
section – while the devices themselves could be hacked in
various ways, a home IoT device exists in a complex network

of other vulnerable access points. Indeed, access to the home
WiFi seemed a common vulnerability here, since home WiFi
passwords are often rather weak and shared relatively broadly
within the household members and even with guests. Being
on the same network, therefore, could be used as a way of
accessing IoT devices, sometimes without any further security
needed. WiFi speakers, and TV video streamers, are a few
examples that could then be vulnerable to unwanted access.

We analysed the data set using an open coding method. Our
coding process was done using NVivo. Independently, two of
the authors coded 50 threads each and developed their own
codebook [49]. The research team then met, discussed this
data and codebook, and in discussion formed a joint codebook.
A small number of threads (5) were coded together in this joint
session to test the joint codebook. Each author then coded the
rest of their own data sets independently. During this part of
coding, new codes did arise along with refinements on the
old codes, which were addressed in two further joint sessions
during the coding process. The final codebook (Appendix B:
Table 3) included 32 main codes that we used to organise
our data. These codes were aimed at categorising our data
based on, for example, the type of the device, the description
of the incident or hack, the (presumed) motivation behind
the incident, the identified actor(s) behind the incident, the
evidence available or shared about the incident, discussions
on the analysis of the (presumed) hack, harms and damages
caused by the incident, actions taken by the OP, and their
existing security practices.

This categorisation helped us to analyse the whole corpus
in a systematic manner, further identify patterns and develop
themes through an in-depth iterative and collaborative analy-
sis process. The categorised and coded data were then itera-
tively analysed using thematic analysis [9]. In doing so, we
mapped our data to the themes that we had identified con-
tributing to developing an understanding of how and why
users share their stories of being hacked in online forums,
what the different types of online interaction they engaged in
during this process are, what type of hacks they have encoun-
tered and dealt with, what kind of collective sense-making is
entailed around different shared cases, and what (if any) the
consequences of the incident were.

3.1 Ethics

We have restricted our data collection to those forums that are
available to the public without the need for registration and
considered these forums as public material [77]. However, we
have not collected any personal data about the users of those
communities that we studied beyond their reports and posts
and content provided. In presenting quotes in the results sec-
tions we have provided most quotes verbatim, resonating with
Brown et al. [12] argument that anonymity should be provided
when “participants want to be anonymous.”. However, to en-
sure the safety and anonymity of those who have experienced
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serious threats, report serious mental health issues, or accuse
an individual of wrongdoing, we have paraphrased our quotes
in a way that it is not easily traceable to the Original Poster
(OP) and the community they were engaged with [25, 66].
In doing so, we have kept the core concerns that are men-
tioned in posts and the type of device they have used but
removed the brand and name of the specific forum they have
originally posted.

4 Results

Our analysis is broken into three sections. We start by dis-
cussing how users reported being hacked on the different type
of online forums we studied, and in particular how users re-
port their hack experiences. Second, we discuss how users
dealt with uncertainties around being hacked, and the doubts
they have about if, how, and who had hacked them. Lastly, we
discuss how users deal with hacks, and the lengths to which
they go to understand the hack and to deal with the hurt and
harm it causes.

4.1 How users report being hacked
The posts we analysed spanned from users asking the simple
question “Was I hacked?” to much more detailed descriptions
of events, technology in use, actions taken to solve the situa-
tion, evidence to back up the incident, and social dynamics
that have caused the situation (as in the case of (ex-)partner
abuse or neighbour harassment). These hack descriptions give
us access to users’ accounts of what it is like to be hacked,
but also how users detect hacks in the first place, how they
identify the nature of the hack and its potential source, as
well as how they attempt to ‘fix’ the hack, and deal with the
problems that the hack causes.

A prevalent feature across all our data is the way in which
users tell their ‘hack story’. End-users recount ‘what hap-
pened’ by telling the general story of how they discovered
the hack, the evidence of what makes them think it is a hack,
and how they proceeded to deal with the impact of the hack.
As an ‘exceptional event’, users often go to great lengths to
explain why they suspect a hack, rather than more benign
explanations. As is typical when individuals describe unusual
events, the justification of an unusual event is preceded by
evidence that shows how more mundane explanations could
not apply [68]. As we quoted in the introduction, a user asked
the question ‘cat, ghost or hack?’ in the title of their post – if
it is not an accident (the cat), or the paranormal (the ghost),
this it must be - as a last resort – a hack.

Post were sometimes met with scepticism as to the reliabil-
ity of the story, or the ’s motives. However, more commonly
those who responded took the stories seriously, offering a
range of helpful responses, spanning across technical, social
and practical support of different sorts. As with storytelling
more broadly [69], these ‘hacked stories’ often prompt the

telling of follow up ‘hack stories’ by other posters. These first
stories thus prompt ‘second stories’ of similar hacks that had
happened to other users, either with the similar technology
or similar in form. In the Reddit and product support forums,
these second stories would take the form of follow-up posts
sharing a poster’s own story. Elements of the hack then would
be taken apart - discussed for their relevance in different ways.
Interestingly, even with the online reviews - although the
format does not lend itself to responses - reviewers would
start their own reviews by referencing earlier reviewers, such
as “I also had my security camera hacked”. Reviewers then
would connect together reviews to provide cross-validation
of experiences and give added credence to the warnings of
vulnerable technology. Besides asking for help, these second
stories are often rich in content including also warnings about
the product, discussion on cybersecurity in general, complain-
ing about bad product support and design, or admonishing the
manufacturer for a faulty product.

Looking over the corpus, we can characterise three ele-
ments that reoccur in the hack posts: warnings: descriptions
of problems with, and a warning against buying a particular
device, calls for support and help: where a post asks directly
for support with dealing with the hack, and initiating discus-
sion: more conversational points where the aim seems to be
more to start discussion around the hacking incident.

4.1.1 Warnings

Some parts of posts are written essentially as warnings, with
a user reporting their hack as evidence of the unsuitability of
an IoT device. For example:

“It was the best camera till it was compromised. I got it so
I could make sure my place was secure. BUT sure enough last
night [...] at about 9pm [...] I WATCHED IT MOVE 5 DE-
GREES TO THE LEFT [A]ND THEN BACK TO THE RIGHT!
[...] I strongly urge you not to buy this camera because if one
is compromised then most likely their system is too”.

Warnings were most common in the product reviews, al-
though they were not unique to the reviews. In some posts,
the reported incident was only briefly described, with the
description rather focused on pointing towards describing vul-
nerabilities in the device, and the user offering a brief recount
of the experience of the hack or problem. With warning posts,
the original poster is ‘making a case’ about the device, jus-
tifying their warning by referencing their own experiences,
others’ experiences, and even in some cases media reports or
other online discussions.

4.1.2 Calls for support and help

A second element was the more direct asking for support,
either from other users or directly from the manufacturer.
These requests spanned questions on how to protect oneself
against the (presumed) hack, but in more desperate cases, they
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were pleas for help to know what to do next from exasperated
users who had no idea what to do and what was going on. For
instance, in the following example on the Chromecast support
forum, a user reported about their hacked device, asking for
help not only from the community members but the Google
product team, while also reporting on their immediate action
to call the law enforcement:

“My Chromecast was hacked and turns my tv on with
creepy short videoclips.. what is going on? [...]. I called
the police and the Az Attorney Generals offic”.

While manufacturers do respond, they usually answer
through a template of asking for particular information. So,
for example, with remote cameras there is usually an attempt
to obtain a copy of access logs of some sort through which
the manufacturer can detect who had accessed the data and
whether the incident is in fact due to unauthorised access or
something else. Follow-up posts by others often offer stories
of earlier reports, and earlier solutions provided by the support
team, demonstrating similarities in hacks across the life-cycle
of the product. Interestingly, these requests for help are not
always technical in nature. Especially in the case of ‘known
hacker hacks’, the requests for support and help can be more
emotional and practical in nature, such as who to report a
hack to, or how to deal with the relationship with the hacker.

4.1.3 Initiating discussion

A third element of the post was when posters gave more
detailed descriptions of the hack, where the intention of the
OP seems to be more to initiate discussion and hear if others
have experienced the same. In these posts, the shared story
can be seen as reporting the hack as part of asking for advice
and opinions from others but more importantly as an opening
for discussion. As in the following quote, the OP describes
what has happened and the actions they are planning to take
like contacting the manufacturer, with the ending question on
wanting to know if anything similar has happened to others.

“10 minutes ago my Arlo camera in the kitchen started mak-
ing pornography sounds through it speaker, it lasted around
30 seconds. Just before the event my google home speaker
made the blimp noise as if someone had said the trigger words.
My Arlo is linked to my Smarter things hub, google home and
I think the ifttt [if this then that] service. I guessing something
has been hacked! This is not a joke and is freaking me out.
During the sounds the lights was on as if someone was watch-
ing. As you can imagine I have turn everything off and will
be contacting Arlo support to shed light on the event. Did
anyone else experience thus, surly I wasn’t the only one”.

Posts like these would usually be responded to by follow
up posts from other users which replied to the concern over
IoT security and discussed different aspects of it but also pro-
vided practical security information – such as protecting and
changing passwords, or setting up two-factor authentication
(2FA). The example above received 20 replies from 15 Red-

dit users. These responses include broad security advice that
describes how to ‘delete and wipe’ a network that has been
compromised and ways of re-securing home technology in
such a way that it would not be vulnerable to being hacked
all over again. This discussion takes a number of different
directions but responds to the different issues raised by the
original post - the different services outlined, the hack and
whether it did take place and so on.

4.2 Making sense of the hack

We move on to consider perhaps the core problem that our
posts reported in dealing with hacks - the problem of knowing
what is going on and how to deal with uncertainties around
hacks.

In the posts, we analysed it is the users themselves who
define their own experiences as ‘being hacked’ and choose
to post or respond to others’ posts. This means that we are
including many cases that would perhaps not fit with security
professionals’ definition of being hacked, or even a common
sense understanding of a hack. Uncertainty about the status
of a hack is ever-present in our data, and this leads to the
issue of how ‘uncertain’ hacks should be approached since
they often still can cause real hurt and damage. In some cases,
it becomes clear through the online discussion that the OP
themselves are actually mistaken about the hack, and that it is
some sort of other technical problem in the functioning of the
IoT device. We characterised these cases as ‘non-hack hacks’,
in that even though the OP is mistaken, and the hack did not
actually occur, the ‘hack’ has a real harmful impact, described
by the OP in terms of the time they waste to diagnose what
has happened, the worry they have around the hack and the
emotion cost of originally believing they were hacked.

In some threads, the OP later reveals that they were jok-
ing, a trick was played on them or that the post is not to be
taken at face value. Clearly, paying attention to the discussion
alongside the original post is important here. By analysing
forum data, we have the advantage of having responses from
others and follow up posts from the OP which can shed light
on the original story, or at least put it into some context.

Indeed, uncertainty was a prevalent feature of users’ hack
experiences - uncertainty about whether they had been hacked,
uncertainty about who might have hacked them, and uncer-
tainty about what to do about the hack. Users start by being
suspicious about something that has happened with their IoT
system - this might take the form of unexpected system be-
haviour – such as an IoT light flashing on and off without user
intervention or a security camera moving or making clicking
sounds. Depending on their technical skills or experience, the
user usually collects ‘evidence’ about the hack, trying to find
out if they have been hacked by looking at the system be-
haviour, checking security settings and logs in order to make
sense of the incident or to investigate what is going on. In the
cases we analysed, this often leads to some attempt to fix the
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problem – to repel the hacker or to find some way of barring
entry by the hacker (such as changing a password or turning
a device off).

4.2.1 Have I been hacked?

As we described above, the hacked stories often contain a
‘cry for help’ of sorts, with OPs using the platforms with the
hope of receiving an outsider’ perspective to help them make
sense of the incident and better understand it. Indeed, to a non-
expert user, nearly any unfamiliar or unexpected behaviour
can be seen as a suspicious action or a potential hacking alert
that they need to deal with. For instance, a post to Reddit
describes an unexpected action occurring without a chance to
verify if this is a hacking attempt:

“Is my Alexa Hacked? I have recently put an IP camera to
monitor my cats activity while I’m sleeping and away [...]. A
couple days ago I was reviewing the videos [...]. At 3:20am
(halfway through the video) you can see the light on the Echo
Dot go on. It stays on for about a minute. Nothing is said
or heard except for silence. When I checked the history in
the Alexa app there is absolutely nothing that triggered it to
go on. There have been a few times when Alexa has started
recording without being prompted but I can usually listen to
what it was...this was just completely undocumented. I cant
find any logs on how to check what prompted it to turn on. It’s
been bothering me ever since”.

In response to this post, posters discussed the different sce-
narios that could be the reason behind the system’s behaviour.
For example, one poster highlighted how this could be a less-
known feature of the device, designed to communicate some
system changes, particularly “when software updates are ap-
plied”. So while in this case, it is perhaps unlikely that the
Alexa was hacked, the user has been “bothered”, to the extent
of posting on the forum for help. This uncertainty does not
always stem from a lack of technical knowledge - it can also
comes from the complex and ambiguous design of particular
IoT systems. Without any screen to explain its behaviour,
for unobtrusive alerts the Alexa can only turn its light on.
The device does not give any additional explanatory feedback
about ongoing background activities (such as system updates),
or how the device’s visible features (such as lights) react or
change in response to these activities.

Indeed, the most common question posted to the forums
was in varying ways asking “have I been hacked?”. The fo-
rums have many cases where users encountered an incident,
which they think might be a potential intrusion, but were un-
sure how this could have happened, and wanting to know if
the device is ‘hackable’. In one example, a user recounts their
experience of hearing a whisper coming from their security
camera but being unsure if the device could be exploited by a
hacker:

“I’m no tech-savvy over here, but I need to understand
logically if there is a possibility that the Yi Home Camera

we are using is being hacked. Last night we decided to move
the camera from the living room where my son plays to the
bedroom and a couple of minutes later while putting him in
bed I heard a very clear whisper of someone saying something.
My husband thinks I’m hallucinating (I’m sick with a bad cold
and been taking Advil from the fever) but I swear I heard a
voice from the camera. Can someone tell me what to do and
if we should worry, or if this is just simply nothing? I’ve
disconnected and deleted the camera”.

This process of doubt and uncertainty can be quite harmful –
with some users go as far as to questioning their mental health,
or having their senses questioned as in the quote above. In one
post to Reddit about a similar incident related to a different
device (a Ring doorbell), the OP questions their mental health
and suggests that another explanation to the scary event could
be paranormal activity:

“So last night I had the most paranormal experience of my
life. My wife had just gone to bed, I was the only person awake
in my living room. I was playing a game on my iPad and had
just clicked on a Netflix show. It got stuck loading at 25%. I
wasn’t paying much attention to it, it was completely silent
and I hear someone whisper “hey guuyyssss.... heeeeyyyyyyy”.
I immediately grab my gun and clear my house. All my win-
dows are shut, no one is around. The voice came from inside
my living room. I then remembered my ring was charging, but
I have 2 factor authentication, so I would know if anyone tried
to log in or attempt to change password. My wife was passed
out, and it was 100% a male voice. The only solution I have to
this is someone has access to my ring and was playing around.
Is this a common thing? Because it scared the living shit out
of me and I still have no idea where it came from. Either I’m
going crazy, there’s a ghost in my house or someone got into
my ring account”.

Mental health state, or relating the incident to something
paranormal, is in fact a common thread in our data, and men-
tioned by OPs or their family members as well as suggested as
an explanation by other posters as well. In further discussing
the previously quoted incident, one user contributes to the
discussion of possible scenarios of occurrence by suggesting
the OP may suffer from a momentary ‘auditory hallucina-
tion’ implying that the hack could not have happened perhaps
because of the lack of evidence of intrusion or technical possi-
bilities of performing such a hack with 2FA being in use. This
shows that the likelihood of hacks is still considered rather
exceptional, even though in this case there are reports and
verified cases of similar incidents in relation to this specific
device: “Are you on any medications? Auditory hallucina-
tions are a thing that can randomly happen with or without
being on medications. It doesn’t necessarily indicate a bigger
issue. If similar things recur I’d look into getting medical
advice though”.
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4.2.2 Who hacked me?

Once the user suspects a hack has taken place, attention then
moves to other aspects of the potential hack. One key question
is who might have hacked the user, and in particular if the hack
is from someone known or unknown. Most frequently the
hacker was identified as an unknown person – as ‘someone’:

“I think someone has hacked my smart TV. So I’m sitting
down playing Minecraft and all [t]he sudden my screen goes
black for a few seconds my TV then automatically switches
into screen cast mode and porn begins to play I don’t think
anyone’s in cast range”.

Although in many of the cases, the possible hacker remains
unknown, it is interesting how common place it is for the OP
to suspect a close person being behind the hack is. In these
cases, the posters can go through in detail candidates for the
hacker, for example, (ex)partner and neighbour, discussing if
they have a vindictive goal and agenda. In the following post,
the OP describes how they think that their security camera’s
unexpected behaviour is the result of their ex-partner having
possibly hacked into their network and the camera, trying to
abuse and stalk them in their home. They go on to describe
how their camera behaves out of control, for example, by keep
changing between the day and night mode even though their
room with the camera is “bright enough, and not dark all.”:

“Because I have a stalker, I purchased and installed a
security camera. I am terrified [...], and needed some sort of
security. It could be other individuals too, but I think it is my
ex-partner and it is him who is messing with my life. [...] I
think he is monitoring me on a camera and he has hacked our
network... he tells our kids about what we have done at home.
He moves thing around so I can realise he can come and do
these things. I have installed the camera so it faces the door
and records those who enter. It send me a notification if any
movement happens. Then the other night I got a notification
on my phone because camera shifted between the night and
day mode over and over, and the blue frame in the app showed
it is trying to detect something, but it couldn’t. Our room was
bright enough and not dark at all. I want to check with you
folks here, is it possible to hack this security camera?”.

While the OP here is trying to understand whether such a
hack is possible from technical perspective, they also high-
light a cause and effect relationship between their abusive
ex-partner and the ongoing “odd happenings”. From their
point of view the ongoing abuse and previously documented
and reported harassment of their stalker ex-partner are good
enough reasons, and a catalyst, to believe it is them behind
the incident while also being open to the idea of the incident
could be done by “other individuals” as well.

In a related way, neighbours or friends were also often
suspected as being behind hacks, building on existing bad
relationships. The following example is taken from a post in a
community forum of a brand of security camera, where a user
reports on how they think one of their neighbour is hacking

into their smart camera, perhaps because of their previous ill-
mannered actions towards the OP or their suspicious actions
around their property:

“I have more than two of this type of security camera
and I have used them for some time now [...] Recently there
were some problems and I assumed that the issues I was
experiencing with my cameras were related to the updates. I
now have a strong suspicion that my neighbour has hacked
my accounts. I have already set 2FA and changed passwords
couple of times [...] Some illegal activities have occurred that
resulted in property damages and somehow that period of
time is not recorded.”.

4.2.3 Why was I hacked?

Another central aspect to these reported incidents is the col-
lective sense-making around the motivation behind the hack.
As described earlier, for those cases where OP themselves
could identify the hacker, or be suspicious of someone, the
motivation seemed to be more personal and easier to specu-
late. For instance, one person reported they think their device
or network is being hacked because their neighbour “dislikes”
them or the hack is a form of revenge and the result of dispute
over statutory nuisance:

“I am in a noise battle, playing loud music and all of that,
with my neighbour downstairs. They started all of this and
now they have hacked my computer or wifi. I know I am
hacked because they have sent me an email to me from my my
account”.

Previous HCI research [30] have already reported on sev-
eral cases from which smart technologies at home being ex-
ploited by intimate partners to not only invade the privacy of
the victim but to abuse them physically and psychologically.
As in the example from the ex-partner’s assumed hacking
described above, the intention of the hacker was identified as
to scare them, to monitor and control their life or as they put
“to mess with their life”.

Another set of cases in which the motivation of the hack
was discussed among community members are those that OP
could not identify any personal relationship with the hacker.
What seems to be a common acceptance among this group
of community members, including victims of these hacks,
is the fact that many IoT users may suffer from data breach
and hacks, simply because users tend to re-use old passwords
for their accounts which can result in their credentials being
exposed and exploited by ‘bored teenagers’ as one user put
it: “It sounds like bored teenagers who found some credential
dumps, and started trying them against Ring until they found
a victim”. For this group of users, the incident is not seen
as a threat targeted towards them, rather they are most likely
victims of opportunistic exploitation of technology vulnerabil-
ities. As one Reddit poster describes “almost certainly [they]
were not specifically targeted. The slim minority of people
who get targeted are either political targets, or known financial
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targets, or being stalked by people they already know.”. Such
a perspective, can be seen in relation to several reported hacks
and incidents associated with famous mass incidents such as
hacks of Google devices (e.g. smart speaker, Chromecast) or
Ring security camera and door bell:

“Every 20 minutes or so my TV switches to some crappy
YouTube video about PewDiePie with shitty rap music and a

“#ChromecastHack” hashtag. Anyone know how to stop this,
it’s driving me bonkers”.

The “PewDiePie hack” originated from a YouTube sub-
scriber battle between different internet channels, with hacks
of printers and video players (such as the Chromecast). In
this example, reported in Reddit, the OP and other community
members affected by the similar attack discuss different moti-
vations for the hack. What is central to their discussion is that
hackers, whether they are PewDiePie fans or not, have not tar-
geted a particular individual and do not seem to have vendetta
towards a specific group of users. Rather it is a mass exploita-
tion of existing ‘feature’ in the router, namely Universal Plug
and Play (UPnP) to raise attention and awareness about an
identified vulnerability in UPnP. This has also been seen as
a way for hackers to simply show off and ‘boast’ about their
discovery and hacking skills, or bring attention to a specific
YouTube channel. In our data, we have also similar discus-
sions in relation to a series of a controversial printer hacks by
TheHackerGiraffe. In this hack the motivation was described
by the hacker1 and part of the community as a way to get
the public’s attention to an existing vulnerability in network
printer that allowed anyone outside the network access a users
printer. In this specific case, the hacker was seen both as a
‘bad actor’ and a ‘concerned citizen’ by “drawing attention to
a real issue in a fairly harmless way. There is a security issue
here and it should be fixed.”, as one Reddit member put it.

In contrast to the examples documented above, we learned
about cases in which the device owner misread the situation
by assuming the hacking incident is a prank played on them by
those whom they have shared the device with– or pranks that
they took as evidence as they are being hacked. One common
functionality that was being used and manipulated in these
incidents is the two-way talking feature of the device (e.g.
security camera or door bell) that allows the hacker-prankster
speak with the people in the vicinity through the device’s mi-
crophone. While this feature is mainly available to the trusted
individuals who have access to the device or the related app,
there are ways to gain such access through exploiting vulner-
abilities available in the network or the accounts connected to
the app and device:

“My wyze cam pan was sitting next to me. Motion detection
and the pan setting off. It was facing 45 deg from me. Suddenly
I heard the speaker come on and the camera begin to rotate
around. It faced me and looked back and forth between me
and my dog. I would say it was just resetting or panning, but

1https://darknetdiaries.com/transcript/31/

the speaker came on like someone was talking through it”.
In this case, while community members are sharing similar

incidents and suggesting solution, OP further provides an
update saying that the hack was in fact an innocent prank:
“UPDATE: LOL MY GIRLFRIEND WAS FUCKING WITH
ME. MY BAD FAM”.

Although this case turns out without any reported harm, we
learned of cases where the situation was initially perceived
as a joke or a prank and then it was realised as a hack. In one
example of this type, the OP has initially assumed the security
camera incident is a prank played by their partner, the only
person who has access to the device:

“Someone hacked my ring indoor camera by screaming to
try to scare me and I thought it was my boyfriend who is the
only one who has access to my camera. I immediately called
my bf to ask if it was some kind of joke and while I was on the
phone with him they were taunting me and my bf could hear
them [...] They wanted to negotiate something with me and
tried telling me to hang up the phone and that it wasn’t my
boyfriend. I’m shaken and called 911 and the city police to
file a report. I’m actually on the phone with Ring to see what
happened”.

This OP later returned with an update about the incident
after discussing it with the device manufacturer’s support
team. While we do not get the full details of the event, we
learn that the technology has been (mis)used by the hackers
to gather information or compromising material on the OP to
blackmail them:

“Turns out someone from the dark web stole my info. they
tried getting money out of me by “negotiating” and then
threatening me.”.

4.3 Dealing with the hack
Discussions of how to deal with the hack and finding a tem-
porary or permanent solution for the problem is another char-
acteristics of users’ posts. Similar to the collective efforts in
making sense of the hack – who, how and whys – community
members shared their own practices as well as their successful
or failed stories and solutions. This sharing often vary from
technical advice on how to ‘patch’ the problem by resetting
the password associated with the device, to a more practical
conversation on how to report and deal with the situation, or
how to emotionally deal with being a hack victim.

4.3.1 Getting technical support

Apart from technical advice, such as password reset, many
community members provided information and advice on
how to increase security measures by setting up a two-factor
authentication, as well as a more educational content on how
to identify similar security vulnerabilities in other devices or
in their network in order to prevent future similar incidents.
For instance, in one case the OP discussed how occasionally
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their TV would turn on in the middle of the night without
their permission. In response, one user suggested to start with
changing their WiFi password in a more detailed manner, help-
ing the OP to find their way in dealing technical difficulties of
such a task, going through how to change the WiFi password,
and how to check on the type of wireless encryption that was
enabled.

One point to make here is related to the level of technical
knowledge one needs in order to deal with ‘basic’ security
functions in different devices. While users may be become
accustomed to the basic requirements of keeping the device
working in their domestic environment, for casual and non-
technical users the topic of security can be overwhelmingly
technical. The complexity of these connected devices has
created complex requirements user, making them security-
dependent on others [24, 36] or in this case online strangers
who can help them understand ‘what is going on’ and what
they should do.

4.3.2 Getting social and legal support

Alongside the technical support given in response, there was
also often a practical discussion of who the OP could go to
get help from others. This could span across law enforce-
ment and the government (such as security agencies), and
more prosaically help from the manufacturer. Indeed, in a few
cases OPs themselves have mentioned contacting the police
department as a practical legal and security practice in order
to investigate the case.

The majority of advice for contacting the law enforcement
came from community members, particularly in relation to
those cases in which the attack required professional and tech-
nical attention related to an ongoing harassment. This also
included those cases where children were affected or OP’s life
and safety could be in danger. While for many users, reaching
out to law enforcement agencies was seen as a legal action
towards solving the problem or preventing the victim from
further harm, there was also considerable suspicion about
whether ordinary law enforcement would have any under-
standing of technical issues. Rather, the expectation was that
law enforcement’s response could be used to give a warning
to those, or a ‘fright’ to the likely perpetrators of a hack:

“You can try and call the police and show them evidence
of your WiFi being duplicated and showing them the MAC
addresses of the devices connecting to your wifi access point.
There’s a good chance they’ll just have a talk with your neigh-
bours but that might make them shit their pants enough that
they stop”.

4.3.3 Dealing with harm and hurt

Several users reported the financial loss associated with pur-
chasing a device that was now useless due to a decision to
uninstall the device and replacing it with a trustable device

after the incident. But perhaps the biggest harm came from
emotional burden of being hacked. Many users who experi-
enced their IoT device being hacked, reported on different
range of feelings, from being uncomfortable in having the
technology at their home after the hack, to being scared of
the ‘spookiness’ of the technology failures, to having a mixed
feelings of confusion, anger, and worry that comes from not
knowing for certain whether they have been hacked or not.

Perhaps the most devastating feeling reported comes from
being unsure if the device is hacked or is being used by some-
one whom the users trust to share the device with, in a way
that we do not understand. Many of the home IoT devices the
users discussed were acquired in the first place for reasons
of security and safety - to ensure the safety of themselves
and their family members or to keep their home and property
secure. In some cases though the vulnerabilities and problems
reported by the users of these devices become, ironically, a
new source of insecurity, anxiety and stress – stalkers digitally
stalking the victim even at their intimate moments in their
homes, and outsiders given unauthorised access to victim’s
property remotely.

Such hacking incidents becomes particularly problematic,
dangerous and harmful when children are involved or affected
by the incident. In one instance, a parent reported of a trau-
matic experience when they realised their child was poten-
tially subjected to security camera hack. In this case, their
child could hear voices from the camera installed in their bed-
room assuming it was the parent asking them to act upon a
presumably ‘innocent’ request:

“I just unplugged the camera in my child’s room. This
morning she came back in to wake me up and said the follow-
ing: “Mom why did you talk on my speaker?” What? “You
talked on my speaker.” When? “Right now. You said hey go
to sleep.” Right now? “Yeah and I didn’t like it. You said
stop playing and go to sleep.” I asked her if it was a mommy
voice or a daddy voice, and she said mommy voice and then
imitated it, whispering. And she said, “and I didn’t like it so I
covered my ears and came in here.[”] I am FREAKED out
and promptly went in her room and unplugged it”.

While parents who reported this specific case, fortunately,
did not report any other incident after they disconnected the de-
vice, several parents reported the terror of hearing a stranger’s
voice in their kid’s room via a hacked baby monitor, threat-
ening to kidnap and harm their child [83]. The use of such
technology to hijack the authority of the system owner in the
eyes of someone being cared for – be that a child or other
dependants – can not only cause emotional and (potential)
physical harm but echos many confidence scams and man in
the middle hacks [29, 60] and opens the path for the same
categories of maleficence.
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5 Discussion: Rethinking Hacks

As work in the SOUPS community has explored [52, 75, 84],
cybersecurity has political, social, psychological and eco-
nomic aspects. We find this becomes more important if, as we
do here, we attempt to focus not on the hacks themselves but
on the people who the hacks have impact upon. By focusing
on these hacked ‘users’, we have attempted here to open up a
new front in understanding both how hacks operate and the
ongoing impacts they have.

5.1 Designing for being hacked

The most common question that is brought to the online fo-
rums we studied was “have I been hacked?”. At the heart of
the user experience of hacking is users’ own uncertainty in
their need for help. This suggests that the needs of users for
support go much beyond technically detecting and blocking a
hack (useful though that would of course be), but of helping
the user in this situation more broadly.

In terms of design, this points to a number of directions.
Beyond basic security help and information [8], there is often
a need for diagnosing particular issues with particular devices
and listing unusual behaviours that might be mistaken for
being signs of a hack. So for example, for each device or
service tools could help by summarising others’ experiences
around suspecting or even being hacked. This could take the
form of a knowledge base, or a tool that summarises forum
interactions in some way. Such a knowledge base can offer a
set of actions and tasks from which users could benefit from
collecting evidence around the incident, their setup and any
other data that often struggle to collect by themselves. Such
data could help an outsider assist, be that law enforcement
or security forensics, in diagnosing and assisting a hacking
victim. This can be used as a design direction for supporting
the manufacturer (or third party) providing support.

Indeed, it may be at times that what is needed is something
that goes beyond direct support, yet also deals with their emo-
tional needs. The forums themselves in different ways play a
role here in that they provide a venue for support from oth-
ers with dealing with the hack. The role they play is a sort of
‘technical counselling’ - with support spanning from help with
the technology, of course, but also how the hack interferes
with social relationships, assistance from the law, emotional
support and even financial assistance. One interesting, and
challenging, area of design would be to focus our attention on
cases where users think they have been hacked but probably
have not been hacked – what we called ‘non-hacked hacks’.
As we described above, it is not users’ technical incompetence
here that is to blame but often poor design decisions, as well
as the inscrutability of IoT systems (that can only communi-
cate with users through a flashing light without indicating a
clear direction or purpose) can fail the user in detecting the
problem or result in hypervigilant reactions towards unex-

pected actions. As technology is becoming more and more
embedded in people’s everyday lives, as our data suggested,
there is a need for additional technical solutions that helps
users with the fluidity and integration of maintenance of IoT
devices in their homes. Receiving a push notification on users’
mobile device can be one solution to help them understand if
the flashing light is in fact related to an ongoing update or an
indication of a hack.

Another suggestion to facilitate this approach is designing
security tools that are tailored toward the needs of casual IoT
users rather than network and security experts (e.g. [35]). A
‘white hat’ tool could communicate with other IoT devices
located on the same network, scan logs and configurations to
work out if there has likely been a hack, but also to broadly as-
sist and reassure users who might be reasonably concerned by
the unusual behaviour of their systems. While such a design
can technically be complex (as it requires access to a set of
diverse protocols and standards such as in [2]), designing for
‘non-hacked hacks’ might focus as much on reassuring users
as detecting a hack. This could be as simple as documenting
the different devices on a networks, and describing their usual
failures and other unusual behaviours that other users have
detected. While ‘secure by design’ has been a powerful guide
in the cybersecurity world, it unfortunately removes users as
active agents in the security process. In designing IoT security
systems there may be opportunities for supporting users to
go beyond what can be ‘designed in’ to a system as part of
the development process. If we contrast technology with the
case of automobiles, we can see how safety is not something
that can be ‘designed’ during manufacture, it is an ongoing
commitment supported by product recalls, testing institutes,
safety certifications and so on. In this way we would argue
for users’ involvement in ‘lifecycle security’, where secu-
rity comes from supporting users in detecting, repelling and
dealing with being hacked throughout the life of a product.

5.2 Cybernoia

Our data lets us move beyond thinking about hacks as mainly
technical objects – as something that can be prevented through
better security – to thinking about them as users’ experiences
through how they discover and manage them, and in their rela-
tionships with others. Hacks exist not only as breaches in the
security, but also breaches in the practices and understanding
of end-users. Hacks by their very nature will always exist
outside the knowledge and understanding of those who they
impact, beyond the understanding of victims, at least initially.
Preventing and supporting users then in dealing with hacks is
not only a question of design or technical specification, but
also one of supporting users’ understanding and engagement
with their systems when things go wrong.

Hacks can have a considerable psychological impact on
users. There are unfortunate ways in which hacks can also
contribute to, or be part of, ongoing mental health conditions
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suffered by the user. Paranoia - a feature of different mental
health conditions - can lead to imagined hacks, but also the
expansion of small mishaps or mistakes in a system to major
incidents of victimisation. Cybernoia is a feature that may
be ever more pressing as paranoia and technology use go
together. This cybernoia is less frequently identified by the
OPs, but usually it comes from posters who accuse the OP
of inventing unlikely scenarios and being part of ridiculous
‘tinfoil hat’ conspiracy theories.

Yet as we have outlined here, there is the need to realise that
hacks exist when they are perceived by users – even if they are
actually not hacks as technically defined. In many situations
users cannot determine themselves if they are actually hacked
or not, with the sometimes bizarre behaviour of systems giving
users a reasonable (if sometimes unreasonable) belief that they
have been hacked. For these situations the impact is as if the
user actually had been hacked - as the famous phrase puts it
“things imagined are real in their consequences” [59].

5.3 Security and relationships

There are a number of recent papers that argue that cyber-
security needs to take an explicitly feminist direction in un-
derstanding how technology can become part of abuse and
even enabling violence and discrimination [50, 58, 74]. Build-
ing on this, our data contributes to an understanding of how
security is a practice embedded in users’ relationships with
others – the question of ‘who’ has hacked is as important as
‘how’ users were hacked. Indeed, the ways in which security
is embedded in different social relationships that take place
around IoT can create new forms of harm, insecurities and
dependency.

Dealing with a hack necessarily involves going beyond ’
expectations and current knowledge, requiring somewhat a
level of trust. Thinking about the social aspects of hacks thus
focuses attention on the relationships between the hacked
and the hacker, between the organisations that make technical
systems, and users who resort to different support resources
to manage them. As our data shows, the forums we studied
(and the users who contribute to them) play an important
role in supporting users who find that the manufacturers have
let them down in whatever way. Indeed, the level of support
offered for much of the IoT that we focused on here can
be rather poor and users found little support from either the
organisations involved when their issues because serious. This
led them to resort to Internet forums which can be seen as
important sites to whoever tries to understand problems and
to get support.

A different relationship which cybersecurity can become
part of is that between family members. As a technology
that is often used at home, IoT devices are frequently shared
amongst family members. An Alexa smart speaker, for ex-
ample, is available to everyone in the household and will be
activated when the wake word is used regardless of users’ age.

Being ‘shared by default’ – sometimes just because they are
physically in a shared family space – makes IoT potentially
more useful, as something that goes beyond individual usage.
But this also presents new challenges for IoT security since
this becomes another aspect of devices that needs to be man-
aged and shared across a family, with likely different users
having a diverse set of security skills and knowledge of under-
standing how IoT ecosystems work and how the security is
achieved. Maintaining ‘home security’ – in terms of IoT can
then become a new point of dependency between household
members, and at times then a new vulnerability for those who
are newly dependent. Even if the technology itself tries to
be diverse and accessible – affecting users without technical
background [81] – it actually results in new unwanted depen-
dencies and inequalities. While asynchronous knowledge and
control over an IoT device can create whimsical and fun mo-
ments of playing pranks on other household residents, it also
can result in exposing these residents “particularly women, to
unique privacy and security risks.” [76].

6 Conclusion

In this paper we have sought to return hack victims themselves
to understand what it is to be hacked. Using online reports of
hacks, we reviewed 210 self reports of hacks to identify the
role that uncertainty plays, but also more broadly how users
understand and deal with the experience of having their home
IoT systems hacked in some way. Our focus on IoT lets us
explore technologies which while still in flux, are increasingly
embedded into our world and homes. Vulnerabilities in IoT
are then especially worrying.

Indeed, the growth in their acceptance and use of IoT sug-
gests that their use may not only because their use may be-
come increasingly involuntary, but IoT may become as com-
monplace as ordinary ‘non-smart’ devices are today. This then
means that the victims’ stories that we identified here may
move from unusual examples, to be a much more widespread
phenomena. As we talk of ‘early adopters’ of technology,
our users may actually be ‘early victims’, with their stories
and experiences offering a broader warning about IoT and
cybersecurity more generally.

In doing so we follow the long tradition in SOUPS of
putting the social back into the technical - the hack as both as
social and a technical object.
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Appendix A

Table 1: List of forums and subreddited

/r/homedefense /r/talesfromtechsupport
/r/wyzecam /r/cybersecurity
/r/Ring /r/PS4
/r/HomeNetworking /r/HayDay
/r/hacking /r/privacy
/r/blinkcameras /r/LegalAdviceUK
/r/raisedbynarcissists /r/sonos
/r/nosleep /r/homesecurity
/r/Hue /r/ChoosingBeggars
/r/homeautomation https://www.amazonforum.com
/r/galaxys10 https://community.norton.com/en/forums
/r/techsupport https://forums.tomsguide.com
/r/smarthome https://security.stackexchange.com/questions
/r/talesfromcallcenters https://community.bt.com
/r/hometheater https://forum.telus.com
/r/samsung https://discussions.apple.com
/r/bravia https://www.bleepingcomputer.com/forums
/r/dataisbeautiful https://forum.level1techs.com/
/r/teslamotors https://en.community.sonos.com
/r/Chromecast https://answers.microsoft.com/en-us/xbox/forum
/r/googlehome https://forums.wyzecam.com
/r/NoStupidQuestions https://community.ring.com/
/r/funny https://www.amazon.com/gp/customer-reviews/
/r/mildlyinteresting https://forum.yitechnology.com/
/r/appletv https://forums.wyzecam.com/
/r/PlayStationPlus https://forums.tesla.com/discussion
/r/PewdiepieSubmissions https://support.google.com/chromecast
/r/amazonecho https://us.community.samsung.com
/r/alexa https://community.blinkforhome.com
/r/googlehome https://community.tp-link.com
/r/cybersecurity https://lgcommunity.us.com/discussion
/r/techsupport https://teslamotorsclub.com/
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Appendix B

Table 2: Main categories of hacked devices with examples

Category Example
Smart home devices Amazon echo, Echo dot, Chromecast, Google home, Hue lights
Router and wifi Archer C1200
Accounts, Game console and computers Google account, Xbox, PS4
Smart locks Ring doorbell
Phones and tablets Apple, Samsung
Printer Variety of models
Security camera Wayz, Yi, Ring, Arlo
Smart speaker Sonos
Smart tv Sony, LG
Vehicle Tesla

Table 3: Examples of high level codes. Note that each code
can have multiple sub-codes and each post can be assigned
multiple codes

Action taken Hacker_family
Addressing the hacker Hacker_neighbour
Addressing the manufacturer Hacker_suspecious
Analysis of the hack Hacker_unknown
Asking help from the forum Harm
Comments on forum culture Innovative tactics to solve the problem
Creepiness Jokes
Paranoia Lack of tech expertise with IoT
Cybersecurity Manufacturer reply
Cybersecurity education Hacker_expartner
Debating cybersecurity Mental health
Description of the problem Not a hack but
Distrust in police help Other evidence
Evidence of the hack Own expertise
Existing security practice Paranoia
Forum reply_advice Reasons to have the device
Forum reply_analysis of the hack Shaming_questioning
Forum reply_comments on cybersecurity Sharing own cybersecurity practices
Forum reply_debating other reply Sharing own story
Forum reply_doubting the story Type of post_asking for help
Forum reply_sharing own hacking story Type of post_attention from manufacturer
Getting back at the hacker Type of the device
Hacker_partner What happened_the hack
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Abstract
Intelligent voice assistants may soon become proactive,

offering suggestions without being directly invoked. Such
behavior increases privacy risks, since proactive operation
requires continuous monitoring of conversations. To mitigate
this problem, our study proposes and evaluates one potential
privacy control, in which the assistant requests permission for
the information it wishes to use immediately after hearing it.

To find out how people would react to runtime permission
requests, we recruited 23 pairs of participants to hold conver-
sations while receiving ambient suggestions from a proactive
assistant, which we simulated in real time using the Wizard
of Oz technique. The interactive sessions featured different
modes and designs of runtime permission requests and were
followed by in-depth interviews about people’s preferences
and concerns. Most participants were excited about the de-
vices despite their continuous listening, but wanted control
over the assistant’s actions and their own data. They gener-
ally prioritized an interruption-free experience above more
fine-grained control over what the device would hear.

1 Introduction

For many systems, privacy is an afterthought, with mitigations
added after users have already adopted the product. This paper
aims to reverse that trend by studying privacy solutions for a
still-nascent technology: proactive intelligent assistants.

Smart speakers and other forms of voice assistants are
highly popular, reaching hundreds of millions of people
around the world [50]. Today, they are mostly invoked through

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
August 7–9, 2022, Boston, MA, United States.

wake-words (e.g., “hey Siri”), but developers have deployed
or are experimenting with more proactive features, such
as reacting to sounds [99], identifying commands proac-
tively [74], or removing wake-words altogether [55, 96]. Re-
search prototypes have gone beyond this by offering contex-
tually relevant information based on the content of conversa-
tions [12,65,82,91]. In this project, we aim to prepare for the
possibility that this technology becomes commonly available
in the future.

Proactivity and contextual suggestions rely on the assistant
continuously recording conversations, which is a clear privacy
risk that will compound the many concerns people already
have about smart speakers [2, 27, 42, 54, 60]. Nevertheless,
consumers appear interested in this technology [85,90], so we
should not expect them to reject it outright. Instead, we need
to find ways to improve the privacy of those who do adopt it.

One way to restrict what assistants hear can be through
permissions, such as those used by smartphones to limit apps’
access to sensitive resources like location or camera. In fact,
existing voice assistants already rely on permissions: Alexa,
for example, shows them when installing “skills” (third-party
add-ons) that access access certain information, such as users’
names, addresses, or emails [8]. However, research has shown
that install-time permissions are ineffective due to issues with
attention and comprehension [36,37,46,78]. As a result, in the
mobile context, they have been largely supplanted by runtime
permissions (i.e., asking at the time of data access) [23, 41].

Would runtime permissions be an effective privacy
control for proactive assistants? Our study aims to investi-
gate this question. To explore it, we simulated the experience
of interacting with a proactive voice assistant for 23 pairs of
participants. They tested several different permissions designs,
triggered by different “apps” during the interactive session,
and were interviewed about their preferences. This paper re-
ports the themes that emerged. Our results help illuminate the
design space of permissions for intelligent assistants and allow
us to offer recommendations for this nascent technology.
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2 Related work

This section surveys existing work that our study builds on.

Proactive assistants Proactive assistants are a specific in-
stance of ambient computing, which has seen considerable
research in the field of human-computer interaction. We draw
inspiration for the behavior of the assistant in our study from
the following examples. The Ambient Spotlight [49] auto-
matically searched for files relevant to a recorded meeting.
Carrascal et al. [24] studied how to surface important de-
tails from transcribed phone calls. IdeaWall [82] ambiently
displayed web search results relevant to conversations hap-
pening in real time. Similarly, Andolina et al. [12] developed
a proactive search agent to assist people in natural conver-
sations. Brown et al. [21] and McGregor et al. [65] focused
specifically on meetings and automatically identifying action
items that the computer could execute. Tabassum et al. [85]
had participants propose proactive services based on real-life
conversations. Wei et al. [91] prototyped a proactive smart
speaker that used contextual awareness to pick opportune mo-
ments to engage with its users, in order to support medication
reminders and other health and fitness interventions. Völkel
et al. [90] prompted participants to imagine dialogues with a
perfect voice assistant, finding that people want them to have
detailed knowledge about the user and behave proactively. We
modeled the assistant in our study on these examples, deciding
that it would listen continuously to conversations, proactively
perform web searches, and ambiently display their results to
the user. Our work further contributes to this literature by
reporting people’s experiences using a proactive assistant.

Privacy concerns Our goal of developing effective privacy
controls for proactive voice assistants is motivated by the
threats they pose and the privacy concerns even existing (i.e.,
not always-listening) devices elicit. Since permissions are
meant to safeguard particularly-sensitive resources, we draw
on the literature about privacy concerns to understand what
people consider most worth protecting.

Privacy concerns are ubiquitous among smart device
users, both administrators [97, 98] and especially secondary
users [38, 51, 95]. Furthermore, researchers have found that
people have heightened privacy expectations when it comes
to voice interactions [27, 54], and voice assistants elicit spe-
cial concerns [61]. Lau et al. [56] found that concerns are
present, but distinct, among users and non-users. A common
finding has been of gaps in users’ understanding of their de-
vices. Abdi et al. [2] found incomplete threat models; Malkin
et al. [60] discovered incorrect beliefs about data retention;
Major et al. [58] identified confusion about third-party skills;
and Huang et al. [42] observed suboptimal risk management
strategies. This paper contributes to this literature by docu-
menting privacy concerns about proactive assistants.

Install-time and runtime permissions A key motivation
of this study’s focus on runtime permissions were findings

on limitations of install-time permissions. In smartphones,
when users had to review permissions before installing apps,
studies found low attention and comprehension rates, which
were only slightly improved by redesigned interfaces [47]
and nudges [6]. Interviews by Kelley et al. [46] showed that
people did not understand permissions, a finding confirmed
by Felt et al. [37], whose surveys and lab studies also found
that only 17% of users paid attention to permissions.

As a result of the limitations of install-time permissions,
smartphone platforms have largely moved to relying on run-
time permissions [41], in which requests are issued when the
app attempts to access data. While showing improved perfor-
mance, runtime permissions have their own limitations. They
are typically implemented as “ask on first use,” but studies
have shown that people want to deny some requests even if
they approved the initial one [92]. Users still misunderstand
things, for example the scope of the requests [81], though this
can be improved by better timing and explanations [34]. One
of the main contributions of our study is testing such runtime
permissions in a novel context—proactive assistants—and
documenting users’ reactions and potential pitfalls.

3 Methods

Here, we describe our approach to investigating whether run-
time permissions could provide effective privacy controls.

3.1 Assumptions
Proactive assistant devices do not exist yet, so, in order to have
a concrete basis for our study, we needed to make a variety of
assumptions and design choices. We note that these represent
just one possible set of options in a large design space.

Threat model Modern voice assistant ecosystems encom-
pass several layers of trust. In addition to their core first-party
functionality, they feature tens of thousands of third-party
apps [7] (also known as “skills” or “actions”), which have
been the source of a number of privacy and security vulnerabil-
ities [25, 53, 67]. In this study, we assumed that platforms are
trusted with all audio and are responsible for administering
permissions, and our permission system’s task is to mediate
and restrict third-party apps’ access to speech. Specifically,
the system should deny any attempt to access information not
relevant to an app’s stated purpose.

A limitation of this threat model is that users may distrust
the assistants’ manufacturers [2] and struggle to distinguish
them from their apps [58]. However, the primary alternative
is for privacy controls to be implemented by a trusted third
party; but who might they be and why should users trust them?
We therefore believed our simplification would lead to fewer
hypotheticals for our participants. Moreover, any findings
about permission systems with this model are likely to be
applicable in settings where the assistant is also distrusted.
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Architecture Runtime permission requests may feature in
a variety of different assistant architectures, and the experi-
ments in this paper could inform any of them. However, to
make it clear why permissions in our study refer to specific
information, we now describe a particular architecture, which
is the basis of our study’s permission implementation.

Under our network-restricted architecture, third-party ap-
plications gain full access to all audio, but run completely
sandboxed from the outside world.1 Most apps will still re-
quire some online functionality (to get or receive data) and
apps are allowed to make network requests, but any user con-
tent must be in the form of transcript snippets, and they must
be reviewed and approved by the user.2 The following is a
sample sequence of events for a weather app:

1. The user says something. (“Is it warm in Hawaii?”)
2. The app decides this speech is relevant to it. (Per our

architecture assumptions, this happens in a sandbox.)
3. The app identifies the information it wants to share over

the network. (e.g., the location, Hawaii)
4. The user is then shown the permission request, if appro-

priate. (“May the weather app share ‘Hawaii?”’)
5. If the user approves, the requested information can be

sent to the server.

3.2 Permission frequency
The user experience of runtime permissions has many param-
eters [34]. For us, one of the main ones is whether every data
access attempt generates a user-visible permission request.

Ask every time One option is to ask the user every time
an app wants access to a sensitive resource. This guarantees
that a human reviews and assents to every permission request.
However, frequent or repeated requests are likely to annoy
users and result in fatigue [5] and habituation [88, 89].

Ask on first use (“Rules”) Smartphone permission sys-
tems, where asking every time is impossible [92], show a
permission dialog once per resource, per app. The risk of this
approach is that an app could make an appropriate permission
request the first time around, but then later access the same
resource at inappropriate times [81]. We felt that a higher de-
gree of restriction would be appropriate for proactive services
and therefore extended the ask-on-first-use design to scope an
app’s access to a specific entity or type of speech. Examples
of subjects for Rules include locations, date, numbers, types
of speech, categories of physical objects, or emotions:

• Always allow the weather app access to locations
• Always allow the events app access to dates and times
• Always allow the supermarket app access to groceries

1One implementation is for apps to run on the device itself. Current
computational constraints make this challenging, but it may be less so in the
future. Alternately, the sandbox could be on manufacturer-controlled servers.

2Side-channel attacks are possible, but are out of scope in this work.

Contextually relevant permissions (“Learning”) In dif-
ferent permission contexts, researchers have trained machine
learning models to predict whether people would allow or
deny a given permission request [17, 26, 29, 32, 57, 93]. We
hypothesized that a similar system may be possible for proac-
tive assistants. We leave the exact details of this Learning
approach implementation unspecified, as we believe that it
may not be feasible with today’s natural language processing
capabilities. Instead, we study an idealized version of what
might plausibly become possible at some point in the future.

We selected the above modes for our study because we
considered them representative and easiest to explain to par-
ticipants. Other possibilities include randomizing requests,
asking for user involvement only on anomalous requests (e.g.,
weather app accessing food), or aggregating permissions and
asking users to review all requests that happened during a
given period (e.g., once a week).

3.3 Study design
At a high level, our study encompassed three activities—
explanation, interaction, and interview—that repeated three
times: once for each of the permission modes (§3.2). We chose
a within-subjects design to allow participants to reflect on the
differences between the modes and express their preferences.

Our introduction included a demonstration of the “features”
of the assistant, including the runtime permissions. This was
followed by an interactive session where participants engaged
with the assistant. The first interactive session lasted five
minutes and featured the ask-every-time permission design.
The two subsequent sessions were each 10 minutes long,
testing the Rules and Learning designs in randomized order.

Interactive simulation We simulated the experience of a
proactive assistant for our participants, providing a realistic
interface, but with a researcher performing the actions ex-
pected from the software. This “Wizard of Oz” technique is
common in user experience research [31,45,62,76]. The inter-
face took the form of a smart display, such as Echo Show and
Nest Hub and inspired by research prototypes from ambient
computing [12, 82]. The “assistant” would passively listen
to conversations and ambiently display relevant suggestions.
To ensure more natural dialogue, we recruited participants in
pairs of people who already knew each other.

Wizard of Oz implementation Our study was conducted
remotely, over a video call. For the interactive portion of the
study, the interviewer shared their screen, which contained
a browser window showing the presentation view of a rapid
prototyping tool;3 this represented the assistant’s display. The
interviewer would update the screen, as quickly as possible,
based on conversation content and commands.

The content on-screen would be either a permission request
or (if permission had been granted) information relevant to

3https://www.figma.com
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Figure 1: Sample interface view, as seen by participants,
with the Rules design

the discussion topic (see Figure 1). Examples of the latter
included weather, tourist information, ticket prices, etc. To
accomplish this, the interviewer entered relevant keywords
into a search engine, took screenshots of the summary boxes
returned, and pasted the screenshots into the prototyping tool.
For the permission requests, we had pre-made templates for
each app, which the interviewer updated with speech from
the participants, then brought into the viewport.

Due to the manual nature of the simulation, there was an
average delay of approximately 5–25 seconds between when
participants said something and when the corresponding vi-
sual appeared on screen. We warned participants about this
delay upfront, and while many commented on it, others found
it acceptable even for a real system.

Task selection To guide people’s conversations and ensure
they covered topics for which the assistant could offer sug-
gestions, we provided participants with prompts, one for each
of the three interactive rounds: cooking dinner, arranging
weekend plans, and planning a vacation. For each of these
topics, we came up with a selection of proactive apps that
would be listening, for example Recipes and Shopping List
(for cooking) and Flights and Weather (for making plans).
(See Appendix A for complete list.)

Permission designs A major design consideration was
whether permission requests would be presented visually or
using audio. We opted for a combination, with the request pre-
sented on-screen (to match the modality of the suggestions)
but accompanied by an audible bell. We also included this
design choice as one of the discussion topics in our interview.

We came up with a design and behavior pattern for each
of the permission modes (§3.2). The default permission de-
sign was a dialog box with two “buttons,” Allow and Deny
(Figure 2a). Participants were instructed to say one of these
words out loud to signal their preference. The same dialogue
was used for the Learning variant, but it was shown only once
or twice for each app, as a simulation of the assistant having
“learned” the user’s preferences. The Rules variant permission
request featured two additional choices: Always allow and

(a) (b)

Figure 2: Sample permission request for (a) ask-every-
time and Learning designs and (b) Rules design

Always deny (Figure 2b). These options were adjusted for
each relevant app and data type (e.g., Always allow Calendar
access to dates).

As part of our explanations, we told our participants that
both the Rules and Learning designs had an extra feature:
a “review mode” that allowed users to see what decisions
were made automatically on their behalf and change them
if necessary. Participants could invoke this mode during the
simulation by asking to review their permissions. If they did
so, we showed them a separate screen that contained copies of
approved or denied permission requests. One of our research
questions was whether participants would make use of this.

Misbehaving apps Most apps in the simulation were in-
tended to perform correctly, only asking permission for perti-
nent information at relevant times. However, we also wanted
to see how people would react to inappropriate permission re-
quests. This would also serve as a basic test of the permission
system’s effectiveness at preventing malicious apps. To that
end, during each of the interactive sessions, participants en-
countered a permission request from a new, previously unseen
app, which would request access to the last thing said, even
though it had no relevance to the app’s actual functionality.
The three misbehaving apps were Celebrity gossip, Bedtime
stories, and Smart lightbulb. We chose them because they
were plausible apps for an intelligent assistant generally, but
unlikely to come up in conversations on the topics we pro-
vided to participants. To make this “attack” more random, we
tried to vary when in the conversation it happened.

Interview questions After each interactive session, we in-
terviewed the pair of participants about their experience. Our
questions covered general impressions of the proactive assis-
tant and specific feedback about the permission prompts. We
also collected perceptions and preferences for the different
permission modes. Finally, we asked directly about privacy
with respect to the proactive assistant, including any concerns
people had and controls they wished to see in a device. The
complete interview guide can be found in Appendix B.

Analysis We analyzed the interviews in our study using an
inductive approach to thematic analysis [20]. Two coders re-
viewed each interview and created a codebook with themes
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identified across responses. After agreement was reached,
both coders annotated passages with themes from the code-
book. We did not compute interrater reliability, as it is not well-
defined when the unit of analysis is an entire interview [15,64].
We also did not compute statistics, as the small scale of quali-
tative research does not lend itself to quantitative generaliza-
tions [68]; instead, we report the range and general prevalence
of different attitudes.

3.4 Recruitment and demographics
We recruited participants for our study by advertising a “com-
puter gig” on Craigslist in different locales in the United
States. A screening survey asked for basic demographics and
three free-response questions about the respondent’s use of
smart home devices. When inviting people to the main study,
we tried to balance different levels of experience with smart
home technologies: low (limited or no usage of voice as-
sistants), moderate (usage of smart speakers only), and high
(multiple smart home devices besides smart speakers). Among
those who completed the study, 65% used a smart speaker and
39% had other smart devices. We also aimed to balance our
sample demographically. All procedures were IRB-approved.

Our screening survey was completed by 176 people, from
whom we selected 23 pairs to participate in the study. The ma-
jority of the pairs (52%) consisted of spouses or partners, 30%
were made up of family members, and the others were friends
or roommates (9% each). Among the 46 participants, 57%
were female; the mean age was 37; and 30%, 28%, 24%, and
18% self-identified, respectively, as White, Black, Asian, and
of multiple or different ethnicities. The study session lasted 90
minutes, and participant pairs received $60 in compensation
(to be shared by the two people).

3.5 Limitations
Our work has a number of limitations, which are driven in
large part by the hypothetical nature of our target devices.
Wizard of Oz simulations may elicit different reactions com-
pared with real-world deployments; the time delay in ours
further reduces realism. Runtime permissions, the focus of
this paper, are just one type of privacy control; future work
may investigate others. Some of our assumptions about ar-
chitecture as well as the Learning mode may currently be
impractical; but this may change due to the rapid progress
of machine learning and other computing fields. Also, this
work’s threat model focuses on assistants and their apps and
does not address the privacy threats posed by intra-household
dynamics [28, 38, 51].

While smart displays (e.g., Echo Show) are becoming more
widespread, most users currently interact with intelligent as-
sistants through voice. Yet, a proactive assistant needs to pro-
vide suggestions ambiently, and we chose to deliver these on a
screen, because this matched prototypes in literature [12, 82],
while audio-based ambient suggestions had not previously

been studied on their own. After deciding on this, we felt
that having audio permission requests to go along with visual
suggestions would be confusingly inconsistent, opting for per-
missions to also be requested visually (though accompanied
by an audible bell). Since interaction modality can affect pri-
vacy perceptions [27], future work should investigate whether
user reactions differ towards voice-based permissions.

Overall, our study required design choices that involve
simplification and guesswork; nonetheless, we took care to
control for and isolate privacy-relevant aspects of the system,
so that our findings would be generalizable and could shed
light on proactive assistants, even if the eventual products’
exact implementation details will differ.

4 Results

This section describes participants’ behavior during the in-
teractive sessions and reports the major themes that resulted
from analyzing the interview portions of our study.

General perceptions When making sense of the proactive
assistant’s functionality, existing smart speakers were a base-
line for feature comparison: “It just seems like an enhanced
Alexa” (P16B). We found that our participants were, on the
whole, receptive and even enthusiastic about the idea of a
proactive assistant when it was first introduced to them. One
of the closing questions in our interview was whether the
participants would choose to adopt a proactive assistant. With
only a few exceptions, our participants agreed that they would.

“I think it’s nice that you don’t have to call out the name
because it’s already picking up on the conversation” (P16A)

Though participants perceived proactivity positively, they
were aware of its privacy implications. For example, a number
of participants relayed stories of existing devices listening at
unexpected times, such as voice assistants interrupting a con-
versation to answer a question no one asked. Such accidental
activations remain a regular occurrence [33, 79].

4.1 Privacy perceptions
When we asked participants for their initial reactions, only
a small fraction mentioned privacy, but the subsequent inter-
views revealed nuanced and situation-dependent viewpoints.
This relative nature of privacy perceptions is consistent with
other research [94] as well as the theory of contextual in-
tegrity [69], which argues that privacy expectations depend
not only on data type, but also on contextual factors including
the data subject, recipient, and transmission principle. In this
way, our findings echo those of many other privacy studies.
Despite the potential repetitiveness, we report these results to
convey that context holds constant even with a new and poten-
tially controversial technology like always-listening devices.
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Privacy nihilism A very small number of people claimed
that they do not care about privacy at all, repeating the com-
mon trope about having nothing to hide:

“I think we’re very average people, you know, and privacy is
not an issue, at least for us.” (P4B)

“I guess I don’t have too much to hide.” (P22B)

Resignation A more common opinion, though still in the
minority, was privacy resignation, a phenomenon that has
been observed in other contexts as well [80]. While these
people valued their information, they felt that attempts to
protect it would, to a large extent, be futile because modern
technology is designed to collect as much data as possible.

“In this day and age, everybody’s recording everything.”
(P21B)

“We have technology everywhere, like that’s kind of beyond
us at this point.” (P23A)

The other common reason for resignation was the belief in
hackers’ ability to obtain almost any information:

“Anybody can hack into anything.” (P17A)
“There’s always third parties out there now. If they really want
to hack in anything it’s easy—so easy—for them.” (P12B)

Worries about hackers were common even among those
who did not express quite such an absolute conviction about
attackers’ abilities. As evidence, participants cited recent high-
profile cyberattacks that had been reported in the media. P1A,
for example, felt that the government was powerless to stop
these (“they can’t secure nothing”).
Privacy contradictions Even the people who claimed that
they were not concerned about privacy actually demonstrated
nuanced views. (This is consistent with much research on
the so-called “privacy paradox” [84].) For instance, P9B de-
scribed themselves, “I’m pretty much an open book. I mean,
I think a lot of people worry too much about privacy.” Yet,
shortly thereafter, they provided an explicit example of data
types they did consider private: “If I ask [my partner] for a
social security number, if I’m filling it out, you know, I may not
want [the assistant] to do things like that.” P17A drew a clear
distinction between two privacy-invasive behaviors, one that
they did not mind and another they considered unacceptable:

“I don’t really care that they’re kind of tracking me in a way,
but I don’t want someone to break into the system and find
out where I am and stuff. That’s scary.” (P17A)

Consistent with the theory of contextual integrity [69], this
example illustrates that while P17A finds some data flows
acceptable, others would be considered norm violations.
General privacy concerns The majority of our participants
articulated some privacy concerns about always-listening de-
vices, either organically over the course of the interview, or di-
rectly, when prompted. Often, these concerns were attributed
to “some people,” rather than themselves:

“I think this would be something that I feel like a lot of people
would be concerned about.” (P18A)

Only a couple of interviewees expressed discomfort with
the always-listening nature of the device more generally.
(P1A, for example, referenced Orwell’s Nineteen Eighty-
Four [71]). On the whole, though, always-listening did not
bother people; instead, there was specific information and
scenarios that they were concerned about.

Sensitive data types Consistent with popularly held no-
tions about what is considered private information [22, 73]
and research on voice assistants and their third-party apps [3],
the most common data type participants worried about was fi-
nancial information, such as bank accounts, credit card details,
social security numbers, or account credentials.

“Anything that has to do with my banking information, any-
thing about money.” (P16B)

“Like your address, your social security number.” (P15A)
“I’m talking to customer care and they ask me for my credit
card details or my PIN.” (P20B)

Participants were also worried about the device overhear-
ing conversations on subjects they considered sensitive, with
several highlighting gossip as a specific example.

“Let’s say we’re gossiping.” (P19B)
“What if I’m talking to someone, you know? We’re planning
a funeral or something? Maybe I don’t want Alva4 listening.
And maybe that person is sharing stuff and they don’t want
it listening.” (P8A)

The latter quote also demonstrates concerns about non-
owners of the assistant whose voice might be captured against
their will. Tensions between primary and secondary users are
a common feature of smart homes [38, 51, 95].

While medical information is often considered sensitive in
the United States [30, 73], only two participants brought it up
in our interviews.
“I wouldn’t want the whole world to know my medical history.”
(P1A)

“When it comes to financial and medical things, that should
obviously be protected.” (P19A)

A few people referenced arguments or disputes as another
example of a specific sensitive conversation subject.

“We got into an argument and we’re going, ‘he said, she
said.’ ” (P7B)

“If we’re ever having, let’s say, an argument. Or we’re, you
know, having a tough conversation or something.” (P4A)5

4Alva is the name we used for the intelligent assistant in our study.
5In this case, however, the interviewee felt that there actually could be a

role for a (sufficiently smart) assistant to step in and mediate: “It would say,
hey, take a break. You two should take some time apart right now.”
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Other examples of sensitive conversations that participants
came up with included “family matters” (P2A), relationships
and cheating—“I’m having an affair with somebody” (P1A)—
and business calls made while working from home.

“Now it’s work from home, or I might be just calling a col-
league and talking. [. . . ] That’s confidential.” (P20B)

While most concerns focused on specific data types, such
as the ones above, one person brought up the issue of metadata
leakage, pointing out that even innocuous conversations could
reveal potentially sensitive details. They felt, therefore, that all
data—not just “private” conversations—merited protection.

“Anything can be used. Like me making a dinner reservation
for seven o’clock is not a problem, until the stalker breaks
into my house and wants to find out what I’m doing at seven
o’clock. So it could be information that’s not harmful. But
in the wrong hands, it can become harmful.” (P19A)

Indeed, a variety of inferences can be made from voice
even without considering content [52], and advertisers have
sought to exploit all information available to them [66].
Data uses Some of the concerns voiced by participants fo-
cused on what would happen with their information—for
example, who would get it, where it would be stored, and for
how long—rather than the specifics of the data. Concretely, a
number of people expressed discomfort with the possibility
of their data being sold.

“If they were selling my information and then if I was wanting
to plan a trip to Hawaii and then suddenly I received calls
from my travel agent or something.” (P14A)

Intra-household data leakage Several participant pairs
brought up the possibility that the assistant would overhear
conversations and later reveal their contents, in one way or an-
other, to other members of the household, leading the person
to find out secrets others are keeping from them.

“Maybe something that you discussed—it was really really
private—popped up on the screen and somebody else in the
house saw it.” (P6A)

Secrets need not be a sign of malfeasance or problems in
the household, but are instead benign everyday occurrences:

“Kids, they’re very nosy, so they don’t need to know every-
thing. What if you’re planning a surprise party and they’re
going to want to be, like, oh what were mom and dad talking
about?” (P10A)

“Let’s say I’m throwing a surprise dinner for [partner]. [. . . ]
But then [the partner is at] home and [assistant] just starts
blurting out next week’s plans, and I’m, like, did I freaking
tell you to do that?” (P19A)

Impactful actions Overwhelmingly, concerns expressed by
participants in our study focused on impactful action the as-
sistant might take. These worries—that the assistant would do

something the user would disapprove of—were much more
common than concerns about what would happen with data.

While different in kind, the contexts for these concerns
were similar to the data types above. For example, the top
concern was that the assistant would take actions with finan-
cial consequences, such as buying items or booking tickets.

“I want to make my own financial decisions.” (P1A)

People also worried about social consequences that might
follow from the assistant performing actions without approval,
for example messaging friends or creating invitations. (Com-
munications are often a source of privacy concerns [13, 83].)

“I would always have it [ask me] only when it’s going to send
something to someone else, like a person in my contacts or
something else.” (P4A)

Even if the assistant’s actions affected no one but the user
of the device, participants observed, they are still able to cause
annoyance or inconvenience, for example through unwanted
events being scheduled or alarms being set.

“If you’re having a discussion with someone and it comes
up, hey, should we cancel dinner for tomorrow? [. . . ] She
might automatically do that without hearing the end result,
or put random things on your calendar.” (P9B)

While the inconvenience stemming from such autonomous
actions may be judged as relatively minor, participants often
felt that it was these violations that permissions ought to be,
or were, guarding against.

4.2 Runtime permissions effectiveness
A major goal of this study was to observe how runtime per-
missions would perform in a semi-realistic setting.

Concept comprehension Overall, we observed that nearly
all participants understood how to use permissions right away.
The majority of permission requests in our study were ap-
proved; when participants denied one, it was typically because
they considered the service unnecessary, for example if the
assistant offered driving directions to a familiar destination.

One area where there may have been a gap in participants’
understanding was in the role of third-party apps. As part
of our overview, everyone heard that features—including the
most basic ones—were implemented by apps. Nonetheless,
participants never treated the apps as distinct from the assis-
tant. It is possible that this was an artifact of our study, since
we framed it as a test of the assistant in general. However,
researchers have observed similar confusion with existing
third-party skills [58], so the issue may be more universal.

Detecting inappropriate requests We found that our per-
missions system worked fairly well for preventing data cap-
ture by the “misbehaving” apps (§3.3). Participants denied
a large majority of permission requests from these apps,
whereas they allowed most requests from other apps. Many
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also commented about the misbehaving apps, providing evi-
dence that they were paying attention and that the observed
behavior was anomalous and memorable.
“That made me very alert: why did they talk about bedtime
stories right now? It’s got nothing to do with what we were
talking about.” (P20A)

Some participants (less than a quarter of all cases) did allow
permission requests from misbehaving apps. This was primar-
ily due to lack of attention or some amount of habituation.

While some described the inappropriate permission re-
quests as weird or even “spooky,” most were not concerned
by them. Rather than evidence of an attempt at data capture,
people saw them as in line with bugs they had experienced
using current voice interfaces, for example due to speaking
English with an accent. Consistent with our observation that
participants did not clearly distinguish apps from the platform,
those who commented on inappropriate requests attributed
the mistakes to the assistant itself.
“It’s kind of like when Siri gets stuff wrong.” (P10A)
“Sometimes my accent makes me say the things or certain
words with a different tone or something. And the program
could misunderstand those types of things.” (P4B)

4.3 Runtime permissions perceptions
One of our main research goals was to collect first-hand feed-
back on the user experience of runtime permission requests.

Ask-every-time is annoying In the first session, the assis-
tant asked for permission on every potential data access. As
expected, everyone agreed that this resulted in too many per-
mission requests, describing the experience as “annoying”
and expressing a strong desire for fewer interruptions.

“That’s going to get on people’s nerves, okay?” (P3B)

Because they resulted in significantly fewer permission
requests, the streamlined permission modes (Rules and Learn-
ing) were received much more positively. However, beyond
that, there was not much consensus about the two modes and
their distinctive properties.

Advantages of Learning Between the two permission
modes, a slight majority preferred Learning. This group ex-
pressed trust in the automation to accurately learn their pref-
erences and explained that they were not concerned about it
making mistakes and granting inappropriate permissions.

“Well I don’t see any damage that it can do since it’s not
giving out any demands or orders anywhere.” (P13B)

Weaknesses of Rules Another reason people cited for pre-
ferring Learning was the cognitive overhead of the four per-
mission choices in the Rules variant. The extra options re-
quired more time to read and also made the decision more
complicated, since users had to think about whether they

wanted to allow an app always or just once. While delibera-
tion can help reduce the influence of heuristics and cognitive
biases [16], too much may turn users away from the product.

“It creates a sense of paralysis by analysis.” (P17A)

Furthermore, nearly half of participants expressed some
sort of confusion about this variant. Specifically, users were
uncertain about whether “always allow” referred to the spe-
cific app being always allowed, or if it was the specific speech
they uttered (for example, any app could always access the
location they just mentioned).

“It kind of got me more distracted, because I’m having to
stop to think about that.” (P14A)

“Is it that I don’t need to allow the music or is that allowing
the music allows all of the music apps?” (P5B)

Another concern was that rules were active forever. Some
assumed that was not the case, while others felt that it should
not be. Research in other domains has identified users’ de-
sire for more dynamic rules [63] as well as for automatic
data deletion and other forms of longitudinal privacy manage-
ment [18, 48, 60].

“Just as a regular consumer, I assume it was good for just
that day and then it would probably reset again.” (P16A)

“I hesitate to do it once or because I might change next time.
I’m not sure if next time I go I might change, so I debate on
should I use always or should I just use it once?” (P12B)

Advantages of Rules Those who preferred the Rules vari-
ant expressed a desire for greater control over the assistant.

“Sounds really like therapist stuff, but I feel like I have more
support with [Rules mode]. I felt like there was more hand-
holding going on. I felt like I had guidance.” (P16A)

This variant was also popular among those who dis-
trusted the assistant’s automation—or simply did not see it as
beneficial—and did not want it to make decisions on their be-
half, especially if they might have undesirable consequences.

“It’s like the AI would be the one controlling it. And I think,
in that situation, it’s, like, why are you asking permission if
you’re going to not ask for permission later?” (P23A)

Non-use of the review feature The review mode (in either
condition) also received mixed feedback. Only a minority
invoked it during the sessions, mostly out of curiosity. Many
said afterwards that they forgot about it, but some critiqued
its user experience or even the need for it.

“I find it difficult to use that feature, actually.” (P22B)
“I don’t need that. I trust [the assistant].” (P1A)

Most participants were not opposed to the idea of a review
feature and many claimed they would use it, with varying
frequency. The most common use case was if something sus-
picious happened, which is consistent with its use in existing
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devices [56, 60]. Thus, the review feature’s relative unpopu-
larity may be an artifact of our study, and it may prove to be
more in demand with prolonged use of the assistant.

Similar to permissions, most saw the value of the review
feature in being able to oversee the apps’ actions and the
device’s understanding, rather than an audit mechanism to
verify that the apps and automation were not behaving badly.

“I wanted to see if not only I could see what apps I’ve ap-
proved, but also what I asked them to do. [. . . ] So that I
wouldn’t have any duplicate actions or events.” (P4A)

4.4 Trust in permissions
We wanted to know whether the permissions helped people
trust always-listening devices more.

Some see little value We found that a number of partici-
pants, especially those who were less concerned about their
privacy, did not see a strong reason for permissions.

“I see [permissions] more of like a redundancy. [. . . ] Buying
it and having it in my house is almost like implicit consent
as it is. ” (P17B)

Others appreciate the control Nonetheless, when
prompted, a little under half of participants commented that
permissions enabled their trust in the assistant.

“It makes me feel like I have the control for what I am allow-
ing and I’m not allowing. So that gives me a sense of trust.
Just because I feel like I’m the one making the decision.”
(P14A)

Supporters of permissions spoke about how they provided
a greater degree of control, which they wanted.

“If it’s hearing everything, you know that it’s already not
private, but you’re also wondering where this is going to. So
that gives you a little bit more room to control it.” (P10A)

The fact that this preference was common but not universal
could be a reflection of differences in the preferred level of
control displayed by different people: while some people are
interested in decision automation, others want only analysis
automation and to make decisions themselves [72].

Many, including those who liked having the permissions,
saw them as a way to control the suggestions, rather than a
privacy feature.

“For me, the only time I would deny is if it was trying to help
me too much. If it was something that I didn’t want to do
just yet.” (P4A)

Permissions don’t address all concerns Even those who
found permissions valuable did not see them as a comprehen-
sive solution. When presented with a scenario in which they
were reading a credit card number out loud near the assistant,
only one person stated that the permission system on its own

would provide adequate protection; the rest explained that
they would not feel comfortable relying on it alone.

“One of the main things that I think of is the app malfunction-
ing. What if the information did get through even despite
the permission?” (P15A)

Instead, people described other protective behaviors they
would engage in, such as leaving the room that had the smart
speaker or unplugging the device.

“I would go to another room. I don’t trust the microphones.
I’ve been told that microphones are never off.” (P16A)

Some pointed out that they were worried not only about
the apps but also about the device itself compromising their
privacy. This is an important reminder that the threat model
our study adopted is not fully aligned with that of real users.

“That doesn’t have to do with the apps. All this has to do
with Alva.” (P19A)

Retroactive auditing sufficient for those less privacy-
conscious In addition to the less-interrupting permission
modes that we tested, we also surveyed our subjects about a
design we refer to as “auditing,” in which an app’s permis-
sions requests are always approved automatically, but can
be reviewed at any time, using the same interface that was
provided for the other conditions. When we described this
design to our participants, many thought it was preferable to
all of the approaches they experienced first-hand. However,
we note that prior work suggests that, in practice, engagement
with such a review feature may be low [60].

“I’m kind of a lazy individual. I mean, I still get to control at
the end, that’s all that matters.” (P14B)

However, some had reservations about this approach, ex-
plaining that they felt that it took too much control out of their
hands and that it could be abused by apps.

“I always want to know, because the companies sneak in
those random ones [. . . ] and they’re just looking for some
free data for their pockets. I like to catch that.” (P21A)

4.5 Other desired privacy protections
Participants discussed a variety of additional controls they
wanted to see implemented and general privacy demands.
Turning listening off The ability to turn off the device’s
microphone was considered very important and helped our
interviewees feel more comfortable with the device. However,
studies of current smart speakers suggest that the mute button,
present in all of them, is rarely used [56].

“Just having a simple on/off switch, or just saying verbally,
‘Alva, turn yourself off!’ ” (P21B)

Some wanted always-listening to only occur on demand,
with the device not listening as its default behavior. User
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studies have discovered analogous demands from users of
existing smart speakers [56].

“Maybe there should be a feature where it doesn’t listen to
you all the time, it’s an option when you want to start a
conversation.” (P6B)

However, five different people admitted that, if the always-
listening mode existed, they would forget to turn it off.

“The logical thing to do would be to turn it off, but if they’re
always there, I think I would just forget that.” (P23A)

Voice identification More than half of participant pairs in-
dependently requested a voice identification feature, in which
the device should only respond to recognized voices and po-
tentially treat different people or voices differently. Similar
features are available in existing voice assistants as Alexa’s
Voice Profiles [11] and Google Assistant’s Voice Match [40].
Voice authentication is also offered by many banks [43].

“You can select that Alva should only detect some voices.
Maybe it’s my voice. It can only do tasks after it hears my
voice. And if it’s someone else’s voice, it just mutes.” (P11A)

Parental controls Many also independently suggested
parental controls as an important feature. While such controls
are used relatively infrequently by parents of teenagers [39],
the participants in our study generally sought protection for
much younger children [70].

“Does Alva have a way to block off a toddler? Because
our son can talk now. If he figures this out, he can send
reminders non-stop every day.” (P7B)

Parents had different views about how much access their
children should have. Some felt that the device should ignore
children’s voices altogether, while others simply wanted to
get age-appropriate content.

“It would be me and my wife and then the kids would be
excluded.” (P5A)

“If something was going to be kind of inappropriate or like
18+ type content, then a pop-up or a preference allowance
or warning would come up.” (P21B)

Passwords and other prohibitions Other controls people
came up with included limits on the times of day when the
device would operate.

“If I could maybe set up some times when Alva should be
muted, then I think that would be good. Like if it could only
hear me in the morning or in the evening and not apart from
that.” (P22A)

Another recurring suggestion was per-user passwords that
would restrict access to data on the device.

“There could be an option of putting a password that could
enable Alva to recognize yourself as the owner” (P2A)

Participants may have been inspired by a variety of current
systems; most relevantly, Alexa already offers the option to set
a 4-digit “voice code” which is used to confirm purchases and
prevent accidental orders [9]. However, research has found
that this approach does not meet everyone’s security needs,
especially in higher-risk scenarios [75].

Other suggestions included “stop” words that would direct
the device to stop recording, blocklists of specific words, and
filtering if the conversation turns to certain topics. These
approaches, while not available in present devices, appear
practical based on techniques in published research [86].

“I would have a list of banned words. Financial, order, what-
ever. Social Security, tax, financial, money, cash.” (P1A)

“I would want some type of masking to automatically happen,
if it’s possible.” (P19A)

Business practices Participants brought up other privacy
expectations for always-listening platforms that focused on
how the companies operated.

One requirement was a rigorous review process that all
apps for the device would have to undergo, analogous to that
used by smartphone app stores.

“The main security feature is I would want Alva to monitor
anything that looks suspicious.” (P17B)

Today’s voice assistant platforms already require third-
party skills to undergo “certification” [10]; however, this ver-
ification process may become more difficult for proactive
assistants, if they allow their apps the same level of freedom
and flexibility allowed by our architecture.

Multiple participants said that they wanted to be compen-
sated in the event a data breach occurred. Some responses
suggested a belief that there are existing policies or laws that
provide for this. Such misunderstandings of privacy regula-
tions are long-standing and well-documented [87].

“You get your money back and like a compensation type of
thing. You know, like in the privacy article.” (P15A)

One respondent explained that they hoped developers
would only collect the data they need, a strategy recognizable
as data minimization, which is a requirement of regulations
such as GDPR [35].

“If it’s not using it to work or to search for us, then it doesn’t
need it and it shouldn’t sell it.” (P21A)

Participants also discussed other privacy factors that they
found important. Among them was having a privacy policy
that promised to respect their data, as well as providing secu-
rity disclosures. These may be satisfied by requirements that
arise from laws such as CCPA [1].
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“I just want an assurance of my privacy and maybe its safety
and reliability information.” (P2B)

Others brought up that their decision about adopting the
device would be influenced by the manufacturer’s reputation
and their business model.
“I would be concerned about the company collecting and
selling data, so I would probably search about how they
operate.” (P21A)

5 Discussion

This study collected people’s perceptions of proactive assis-
tants, their privacy preferences, reactions to runtime permis-
sions, and suggestions for other privacy controls.

5.1 Proactive assistant reactions
Many will welcome proactive assistants One basic obser-
vation from our study is that there was no wholesale rejection
of proactive listening as creepy or excessive. Our participant
sample is biased: we recruited people who were willing to be
interviewed (and recorded) and many were already owners
of smart speakers and other IoT devices. Still, we believe
that smart speakers have paved the way for proactivity: our
interviewees described it as a natural extension of present-day
functionality. Even if our sample is not representative, there
is evidently a market opportunity manufacturers may pursue.

Concerns center on actions and consequences While par-
ticipants were open to proactive assistants, nearly all also ex-
pressed privacy concerns about them. Promisingly, the most
common concerns seem plausible to overcome. With proac-
tive assistants, people seem most worried about impactful
activities: an assistant taking autonomous actions that carry
financial, social, or personal consequences for the user. This
result echoes recent findings about people’s hesitance towards
solely automated decision making [44], and can also be seen,
through the lens of contextual integrity [69], as concerns about
unintended flows. On the other hand, looking up information
for ambient suggestions was seen as safe. From a designer’s
perspective, this appears straightforward to address by ensur-
ing the assistant (or app) confirms with or notifies the user
about any actions it is taking, such as making purchases or set-
ting alarms. Allowing this feedback over multiple modalities
may make it more convenient for the user in case, for example,
they are too far away to see the display, or, conversely, the
environment is too loud for the assistant to be heard.

Standard sensitive content should be excluded When it
comes to the assistant simply hearing information (as opposed
to taking actions), the concerns voiced by participants were
similar for everyone. They centered primarily around a few
sensitive data types, such as financial information or gossip,

which is consistent with findings about privacy concerns gen-
erally [22, 73] as well as documented concerns about smart
homes [14] and voice assistants specifically [3]. An impli-
cation of this finding for system developers is that they can
assuage users’ concerns, to a high degree, by blocking any
app from hearing speech about financial, medical, or personal
information. While these will vary in how easy they are to
implement (detecting credit card numbers seems much more
tractable compared with identifying gossip), this appears to
be a promising research direction and likely an effective way
of winning the trust of many potential users.

Intra-household controls needed Our interviews pro-
vided evidence for the well-known fact that people are con-
cerned about protecting their privacy not just from apps,
strangers, and other third parties, but also within the house-
hold [4, 19, 38, 51, 95]. As many participants suggested, voice
identification could help: assistants could use it to limit access
to interaction history, preferences, and other personal data.

5.2 Takeaways about runtime permissions
Our testing illuminated both positive and negative aspects of
runtime permissions for proactive assistants.

Permissons, with architecture, help catch bad requests
Permissions showed potential as a way of fending off inap-
propriate data access by apps, as most participants effectively
identified and blocked the misbehaving apps in our study. For
many, permissions also increased their trust in the device and
gave them a sense of control, which they described as very
important, especially for a device in such a sensitive setting.

Proposed permission designs show promise, face adop-
tion challenges As a user experience for assistants, runtime
permissions showed some promise, as participants understood
them and were able to use them effectively. They were also
quite successful methodologically, as an interactive and en-
gaging way to elicit privacy attitudes and requirements. How-
ever, none of the permission modes we tested is likely to
yield a user experience that would be acceptable for a real
product. As predicted, no one—even those who were more
privacy-conscious and wanted greater control—was happy
being prompted every time an app wanted to access data.
Reactions to the less-interrupting designs were much more
positive, as participants appreciated their streamlined nature;
still, they exhibited limitations of their own.

The Rules design provided the option to “always” allow or
deny requests for specific combinations of apps and data types.
People saw it as more usable than ask-every-time, while still
leaving the user in control, which was especially welcome to
those who were less trusting of the system. That sense of con-
trol may be misleading, however, as the relatively permanent
nature of rules may lead people to forget about the permis-
sions they granted. This is exacerbated by the fact that many
were confused about what exactly they were allowing. Fi-
nally, a majority felt that having four options on every request
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was too cognitively taxing. These pain points suggest that
the Rules design, in its current form, would face challenges if
adopted as a general-purpose permissions approach.

In contrast, the Learning design has the advantage of a sim-
pler user experience. However, a sizeable minority of partici-
pants (even in our, potentially biased, sample) were unwilling
to give up control over data access to a black-box algorithm.
The development of an algorithm that can effectively learn
people’s preferences across a variety of contexts also remains
an open research question, though it can build on existing
work on predicting privacy preferences [3,17,26,29,32,57,93],
which also show that a promising strategy may be to combine
Rules and Learning approaches.

One interesting challenge for machine learning-based ap-
proaches to inferring people’s preferences is the way partic-
ipants used permission requests: they denied them not only
when they considered the access inappropriate but also (and
more commonly) when the provided service was not useful
in that moment. Lacking a way to distinguish between these
two reasons for denying requests, a model trained on this data
may reach incorrect conclusions. This may be a fruitful av-
enue for future research, but for now, these challenges cast
the practicality of the Learning approach into further doubt.

We also surveyed our subjects about “auditing,” in which
permissions were approved automatically, but subject to re-
view after the fact. For the more privacy-conscious, this was
unacceptable, but the majority actually preferred it, since it
did away entirely with irksome interruptions from the per-
mission requests. Yet our findings suggest that adopting this
variant would likely lead to poor privacy outcomes. People
would be unlikely to make use of the review feature, as evi-
denced by this study and experience with other systems [60].
This would be exacerbated by the misunderstanding many
users have about the distinction between the assistant itself
and third-party apps for it.

5.3 Design recommendations
While better or more practical approaches may emerge in
the future, what if someone were trying to build a proactive
assistant today? The most effective tactic may be to combine
the strategies that emerged as most promising from this study.
Concretely, we would recommend that an assistant have some
of the following features.

First, since so many participants were uncomfortable with
the assistant making consequential decisions independently,
any actions that trigger consequences beyond ambient infor-
mation display would be subject to manual approval at run-
time. Feedback to and from the assistant should be be sup-
ported through multiple modalities (e.g., on-screen and using
voice), as many pointed out that audio is better when they are
not in front of the device, but that there are also times when
background noise makes the screen a more effective medium.

While privacy is context-dependent, some data types are

universally seen as more sensitive and deserve special scrutiny.
To account for this, the platform should, by default, identify
and block access to any financial information and other known
sensitive topics. Users might review a list of such topics dur-
ing setup, and exceptions could be made on a case-by-case
basis (e.g., for banking apps).

The majority of our participants were not comfortable with
always-on continuous listening, despite acknowledging its
convenience. As a result, we believe that a privacy-friendly
default would be to allow users to opt in to “online” proac-
tive listening only for specific conversations or short periods
of time. The rest of the time, the assistant would operate on-
demand, like current voice assistants. In this setup, since users
would opt into the listening deliberately, there is a greater
expectation for conversations to be analyzed and therefore a
reduced need for interrupting permission requests; these could
instead be automatically approved. However, they should still
be auditable after the conversation has ended, since partici-
pants expressed a desire to be able to go back and review the
assistant’s behavior. Because most people express confusion
between apps and the first-party assistant [59], during these
listening sessions (as well as at other times), users should be
made aware of which specific apps are accessing their conver-
sation, as well as whether they are first- or third-party [77]. In-
spired by recommendations from our participants, the device
should feature voice identification (to restrict users’ access to
their own data) and parental controls.

While this proposed prototype may not procure perfect pri-
vacy, it would significantly enhance it compared with other ap-
proaches where apps might always be listening, and it would
address many of the concerns and user experience pain points
perceived as part of our probe. Future work could explore
whether there are permission designs or approaches that were
not part of our study, which would yield a more favorable user
experience or stronger privacy guarantees.

As assistant platforms prosper and proceed in popularity,
perhaps progressing into proactivity, pressure will persist
to provide proper protections from their potential problems;
while not perfectly practical, and plainly no panacea, permis-
sions proffer promising performance, which plenty of people
perspicuously prefer to the present predicament of pitifully
poor privacy.
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Appendices

A Conversation prompts

For each of the three rounds of the study (§3.3), participants
were given a different prompt to guide their conversation
with their partner. This section includes the specific directions
provided to the participants, as well as the list of apps that
was “active” for that conversation. In verbal instructions, we
explained that these were suggestions, rather than a script to
follow, and that participants were free to deviate from them,
as long as they stayed with the main topic.

A.1 Task 1
Dinner + shopping Your task is to arrange to cook dinner
with your partner. You can decide things like:

• which day you’ll be cooking
• who will be doing the cooking
• what you will cook
• what recipe you will use (feel free to find one online!)
• whether you have the necessary ingredients for the recipe
• which ingredients you need to buy
• where you’ll go to buy those ingredients
• when you’ll do that shopping

As you work on this task, Alva’s apps may try to offer
helpful suggestions on its screen or out loud.

Installed apps Here are some of the apps installed on your
device:

• Supermarket helper

• Recipe search
• Shopping list
• Reminders
• Maps
• Calendar
• Social network

A.2 Task 2
Booking a weekend trip Your task is to plan an outing for
this weekend with your partner. As part of your conversation,
you might:

• Discuss availability and other conflicting events
• Discuss budget
• Choose destination
• Look up things to do
• Choose activities
• Look up directions
• Decide on where to eat
• Talk about whom you want to invite along

Installed apps

• Maps
• Calendar
• Social network
• Travel info
• Weather
• Flights (and other tickets)
• Lodging
• Coupons

A.3 Task 3
Booking a vacation Your task is to plan a vacation together
with your partner. As part of your conversation, you might:

• Choose travel dates
• Discuss budget
• Choose destination
• Look up things to do
• Choose activities
• Search for tickets
• Decide on where to stay

Installed apps

• Maps
• Calendar
• Social network
• Travel info
• Weather
• Flights (and other tickets)
• Lodging
• Coupons
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B Interview guide

B.1 Round 1 (ask-every-time)

B.1.1 General impressions

• Please give us your general impressions of being an Alva
device user. What did you like about it? What did you
dislike?

B.1.2 Why do people deny requests?

• I noticed you denied (or didn’t approve) app _’s permis-
sion request. Can you explain why?

B.1.3 General feedback about permission prompts

• What did you think of Alva’s permission requests (in
general)?

– Understandability

* Were they clear or were they confusing?
* Did they provide enough information?

– Modality

* Would you prefer to receive these requests in
some other way?

* What did you think about receiving them on
the device’s screen? (instead of on your phone,
etc.)

– Attention

* Were the notifications effective at getting your
attention?

* Do you think, in a real situation, you’d notice
or interact with these requests?

* Would you want them to draw more attention
to the notification? (e.g., louder noise) Or less?

– Distractingness

* Were the requests too distracting?
* Do you think they should be more noticeable

or less?

B.2 Round 2

B.2.1 Condition-specific UX questions

Learning

• Do you think Alva accurately learned your preferences?
(Please explain.)

• Would you want your preferences learned in this way (if
the learning were more accurate)?

B.2.2 General privacy questions about this specific con-
dition

• Assuming you had an Alva, how willing would you be
to install apps — either new ones or the ones from today

• Did you (want to) review the decisions made by the
learning?
— on it?

• Overall, how do you feel about your privacy with respect
to Alva?

– Do you feel that your privacy is adequately pro-
tected?

– If not, why not? What scenario are you envision-
ing? What’s missing?

B.3 Round 3 / exit interview

B.3.1 Condition-specific UX questions

Rules/heuristics

• Did you (want to) review the decisions made by the rule?
• Did you regret your decision to make it a rule? Are there

choices the rule made that you would’ve preferred it
didn’t?

• Would you have wanted a more (or less) restrictive rule?
“only allow locations when I said _”

• (if no rule ever used) Why didn’t you make use of the
“always allow/deny” option?

B.3.2 Comparing Alva 1 vs 2

• How did the experiences of Alva 1 and Alva 2 compare
for you?

– Which Alva version does each of you prefer?
Why?

– Did you find the differences between the two Alva
versions meaningful? (Please explain.) How strong
is this preference? Is it only because I’m asking?
Would you only use one of them, or you prefer one
but it’s not that big a deal?

– What are the pros and cons of each version?
– Did you prefer the user experience one or the other?
– Do you trust one or the other more?

• Would you be comfortable having a conversation that
involves sensitive topics, if you knew the apps from
today’s session would be listening (but they’d still have
to request permission before sharing any data)?
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Abstract
Sensors embedded in wearable and smart home devices col-
lect data that can be used to infer sensitive, private details
about people’s lives. Privacy norms have been proposed as
a foundation upon which people might coordinate to set
and enforce preferences for acceptable or unacceptable data
practices. Through a qualitative study, this research explored
whether normative beliefs influenced participants’ reactions to
plausible but unexpected inferences that could be made from
sensor data collected by everyday wearable and smart home
devices. Some reactions were grounded in normative beliefs
involving existing disclosure taboos, while others stigmatized
the choice to limit one’s use of technologies to preserve one’s
privacy. The visible nature of others’ technology use contra-
dicts individual concern about sensor data privacy, which may
lead to an incorrect assumption that privacy is not important
to other people. Findings suggest that this is a barrier to col-
lective privacy management, and that awareness interventions
focused on information about the beliefs of other users may
be helpful for collective action related to data privacy.

1 Introduction
Sensors in wearable and smart home devices collect intimate
information about people’s bodies and activities in contexts
that are usually considered to be very private. These data can
be used to make new inferences about people that are diffi-
cult to anticipate and can be surprising, unsettling or harm-
ful when used for unexpected purposes [18, 40, 41]. Privacy
self-management, also called “notice and choice”, is the estab-
lished framework for data sharing rights and permissions [43].

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
August 7–9, 2022, Boston, MA, United States.

Under this framework, an organization providing a sensor-
enabled device and associated service sets its terms, and poten-
tial users must make a one-time, up-front, take-it-or-leave-it
decision to consent to the terms or not. But when sensor data
collection is automated, always-on and invisible, it is difficult
to imagine how people can be making informed decisions
about their preferences [29]. The consent decisions people
make before ever using a technology may not reflect their be-
liefs and preferences once they have experienced using it [48].
In addition, as sensors embedded in everyday wearable and
household devices allow service providers to amass more and
more data, new inferences may become possible that were
not at the time the user initially gave their consent [26]. For
these reasons, privacy self-management fails as a mechanism
for people to exert meaningful control over sensor data.

Because privacy self-management is so widespread, it is dif-
ficult to imagine what alternatives might look like. However,
scholars have begun to suggest that a collective privacy man-
agement model based on norms for acceptable data collection,
use and sharing might be a more natural and effective way
for people to set boundaries for how information about them
should be used [52]. Privacy norms are often described as a
contextual factor that affects whether disclosure happens in a
particular situation [37]. However, norms can also be thought
of as a mechanism by which groups of people coordinate
about behavior that is considered appropriate or inappropriate
for the situation [7].

People adhere to norms for offline privacy-related behav-
iors [17, 39]. But, existing norms about private information
might or might not influence people’s beliefs and behaviors
regarding the acceptability of sensor data collection and use.
Anecdotally, it is possible to posit scenarios that support ei-
ther position (that norms do or do not have an influence). For
example, while people may believe that one should not phys-
ically sit outside someone else’s home for hours at a time
observing their comings and goings, many people install tech-
nologies such as doorbell cameras that record data about the
behavior of neighbors and passers-by. In this example, a norm
against spying on one’s neighbors does not apply to adopting
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a technology that effectively does the same thing.
The goal of this research was to investigate whether norms

exist pertaining to the collection and use of sensor data. If
normative beliefs play a role in determining acceptable and
unacceptable sensor data practices, then it may be possible to
design a method for collective data privacy management that
relies on norm-based coordination among people. Sixty-five
people who used activity trackers or voice assistants were
interviewed about their own and others’ reactions to hypothet-
ical scenarios involving plausible but unexpected inferences
made using sensor data collected by these technologies.

Participants’ reactions to the scenarios demonstrated both
normative beliefs and personal, non-social beliefs about the
data and inferences presented in the scenarios. Normative be-
liefs involved existing disclosure taboos and also stigmatized
the choice to limit one’s use of technologies to preserve one’s
privacy. Personal beliefs focused on the desire to have con-
trol over data about oneself, the importance of awareness and
consent, and the freedom of each individual to choose to use
a technology or not according to their individual perceptions
of how it could help them.

Norms arise where others’ beliefs and behaviors are visible
or known, and people can become aware of others’ approval or
disapproval. The choice to use a technology tends to be highly
visible, whereas privacy-related concerns and motivations
typically are not. The apparent contradiction between public
behavior accepting data collection and private concern about it
may lead people to an incorrect assumption that privacy is not
important to others, and that engaging in privacy-preserving
behavior is deviant. This may present a significant barrier to
the development of collective privacy management strategies
based on normative beliefs about sensor data. However, it
suggests that awareness interventions focused on information
about the beliefs of other users, rather than information about
what sensor data are collected and shared, may be helpful for
collective action related to data privacy.

2 Related Work

2.1 Social Norms

Social psychologists refer to two kinds of social norms:
descriptive and injunctive. Descriptive norms are defined
as “what is commonly done” [10]. They are beliefs about
what others do, and arise through social comparison [21].
Injunctive norms are beliefs about “what is commonly ap-
proved/disapproved of” [10]. They are beliefs about what
others believe, and are reinforced when specific feedback oc-
curs in a given situation communicating to someone that their
behavior violates the norm.

Social norms guide behaviors, but so do other types of be-
liefs, attitudes and values. This means that the presence of a
norm cannot be determined by observing behavior alone—the
same behavior might be caused by different kinds of beliefs.

For example, Bicchieri [7] makes a distinction between in-
dependent but similar behaviors among a group of people
that emerge from the needs and circumstances of a given
situation (e.g., it is cold outside so everybody is wearing a
heavy coat), and interdependent behaviors that arise through
social influence. Interdependent behaviors can be caused by
social imitation (e.g., everybody is wearing bow ties because
they see everyone else doing it) which would be considered a
descriptive norm. Or, interdependent behaviors can be caused
by beliefs about the approval or disapproval of others (e.g.,
one should not ask someone else about how much money
they make), which would be considered an injunctive norm
because of the evaluative aspect.

To find out if there is a norm influencing behavior in a given
situation, one must identify social beliefs and expectations
that cause the behavior in question. If there’s a correlation
among the behaviors of a group of individuals, like everybody
wearing a bow tie, the objective would be to find out whether
this behavior serves some need or function and everyone is
just coincidentally doing it, or if beliefs about others’ beliefs
or behaviors are causing the behavior to happen. Observations
of actual behavior are important for identifying patterns, but
not enough to tell what caused the behavior. One way to try
to identify whether a behavior is norm-based is to identify
factors that might have caused the correlation, and then ask
questions about hypothetical situations that may or may not
have occurred, to find out what people would do in those situ-
ations [7]. This makes it possible to discover whether social
beliefs and expectations are associated with the behaviors,
and thereby understand whether norms are at work.

2.2 Individual vs. Collective Privacy Management

Many conceptualizations of privacy treat it as an individual
right, which means that individuals are responsible for con-
trolling their own information according to their concerns and
preferences [43]. Privacy is contextual, so it is difficult for
people to know what their preferences for future contexts or
inferences will be, based on the context in which they are
making a privacy decision [37]. People can’t make informed
decisions when they’re unaware of the consequences or don’t
have the expertise to figure them out [27]. And, there are too
many different entities involved in collecting data about users
for people to reason about them all individually. Solove [48]
argues that the existing consent framework for privacy self-
management is not working; while asking for consent makes
data collection legally legitimate, it does not provide “mean-
ingful control”.

Collective privacy management is based on the idea that
groups of people working together can coordinate to form and
manage disclosure rules and boundaries [22, 46]. Much previ-
ous work on collective privacy management has focused on
coordination among individuals about disclosure boundaries
in social media. Multiple people may have different prefer-
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ences about how a photo or other content should be seen and
shared by others [6], and contextual factors like the nature
of the relationship and network distance can play a role in
negotiating and managing interpersonal boundaries [53]. Re-
searchers have developed prototypes which, after individuals
specify their privacy preferences, automatically merge prefer-
ences from multiple people to identify conflicts and propose
or enforce boundary management solutions [4, 49, 50].

In addition to being used in research on interpersonal
privacy, the phrase “collective privacy management” has
also been used refer to policy and governance oriented ap-
proaches to managing data and information privacy. Sloan
and Warner [46] argue that information privacy is a collec-
tive action problem, in which people have a common goal:
to use technologies to meet their needs without disclosing
information they don’t want to disclose. However, the consent
framework of privacy self-management does not support coor-
dination between individuals or groups and the organizations
collecting and using data about them.

Traditional grassroots organizing and activism may be one
way for groups to argue for policies that would allow them
to have more agency when choosing how their data may be
collected and used [12]. Other research has explored ways
to support people in coordinating with each other on privacy
decisions. The coordination in these studies took the form of
seeking advice from the community on privacy decisions [9],
delegating consent for disclosure to trusted others [36], and
presenting information to people faced with a privacy decision
about others’ privacy choices in similar situations [34].

In interpersonal privacy, disclosure rules and boundaries
are often norm-based. People learn about appropriate and
inappropriate disclosure behavior from others in their fam-
ily or organizations they belong to, and form beliefs about
what private information looks like and how it should be
managed [39]. Those norms form part of the basis for col-
lective interpersonal privacy management. It is difficult to
envision what norms for data privacy look like, though, be-
cause agreeing upon conditions for the collection and use of
digital data is typically treated as an invisible exchange be-
tween individuals and institutions. The goal of this study was
to investigate whether norms exist pertaining to the collection
and use of sensor data, and what specific normative beliefs
might be present that could lay the groundwork for collective
data privacy management.

2.3 Activity Trackers and Voice Assistants

Data privacy for sensor-based technologies is especially chal-
lenging because most sensors are by design invisible, embed-
ded in everyday objects [19]. Data can be combined from
multiple sensors, across points in time, and across multiple in-
dividuals or households to create inferences: new data points
that cannot be directly collected from the environment by the
sensors themselves, and are used to identify past patterns and

predict future behavior [30].
When people initially purchase smart home technologies,

often they are more focused on how they’ll be able to use
the features of the devices, and privacy concerns develop
later [35]. Voice assistants, like Amazon’s Alexa or the
Google Home, include always-on microphones that can feel
intrusive to some users [8]. Across multiple research studies,
participants voiced concerns related to being unsure about
what data was actually being collected about them, and wor-
ried about audio data being shared with third parties and either
used for targeted advertising without their permission or used
for unknown purposes [2, 20, 32]. Many participants in these
studies talked about feeling powerless and unable to control
the data that was collected about them [23, 32].

In contrast to voice assistant users, users of activity track-
ers in previous research tended to be unconcerned about pri-
vacy, because they believed fitness data (step counts, calo-
ries burned) are not sensitive. Step counts are perceived to
be anonymous, and users are more concerned about looking
good to others when sharing their fitness data than privacy
threats they perceive to be unlikely [5]. In one study, the lack
of privacy concern was attributed to the belief that it is not
possible to accurately infer personal characteristics beyond
fitness-related information from activity tracker data [51].
The only exception was if the activity tracker collected loca-
tion data—this was seen as a potential privacy risk by some
users [55].

This study builds on existing work about privacy concerns
in these sensor-based devices, by focusing on the sensor data
itself rather than perceptions and use of the technologies as
a whole. In contrast to research focused on privacy risks and
concerns related to expected uses of activity trackers (fitness
tracking) and voice assistants (receiving and executing spoken
requests in limited domain areas), this study involves hypo-
thetical uses of the sensor data for inferences that could enable
functionality beyond the intended purpose of the devices.

3 Method
3.1 Approach

Sixty-five semi-structured interviews were conducted in
which participants were presented with hypothetical scenarios
involving data collected by sensor-enabled technologies. The
first round of 30 interviews focused on activity trackers, which
are wearable devices equipped with accelerometers and other
sensors that record data about the wearer’s physical character-
istics, like movements and heart rate. A second round of 35
interviews focused on voice assistants, such as smart speakers
or integrated smartphone apps, which use microphones and
speech recognition to accept questions and voice commands
and respond by taking actions or providing information.

The hypothetical scenarios involved types of data that are
typically collected by these technologies as part of their nor-
mal operation, so they would seem plausible to end users.
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They described the data being used to make inferences that
are not directly related to the typical usage scenarios for the
two technologies. The scenarios were intended to prompt ex-
isting users of the technologies to imagine uses of the data
they likely had not considered before, to elicit their initial
reactions to these uses. Current or former users of these tech-
nologies were recruited to participate, so that participants
could ground their reactions to the scenarios in their own
experiences with the technologies, rather than relying on the
interviewer’s implicit or explicit framing of the technologies.

The interview questions asked about each scenario were
based on a framework developed by Bicchieri [7] to help with
identifying types of beliefs that guide people’s choices and
behaviors. For example, people may choose to act a certain
way based on beliefs about what the outcome might be for
them personally; beliefs about what they observe other people
doing; or, they may hold beliefs about what one should do
in a given situation. The difference between these is subtle
but important. Consider the behavior of posting one’s current
salary on an online profile. Beliefs related to whether some-
one will do this or not might focus on possible retaliation
from one’s employer (non-social), seeing that others are/are
not posting this information online (social), or anticipating
that others will disapprove of posting one’s salary online (nor-
mative) [11]. An intervention to encourage more people to be
transparent about how much money they make would only
be successful if it were tailored towards the type of beliefs
preventing the behavior from occurring in the first place. The
interview questions were designed using this framework in
order to understand the types beliefs that underlie reactions
to unfamiliar uses of sensor data, and to inform the analysis:

- non-social beliefs are based on one’s own knowledge
and experiences, and do not depend on others’ beliefs
and/or behavior

- social beliefs are based on one’s expectations about how
most others will behave in similar situations, and depend
on observing others’ behavior (descriptive norms)

- normative beliefs are based on one’s beliefs about what
others approve/disapprove of in similar situations (in-
junctive norms)

3.2 Interviews

Each interview began with background questions about the
participant’s use of the technology that was the focus of the
interview, activity trackers or voice assistants. Most of each
interview was spent presenting six hypothetical scenarios to
the participant, one at a time, and asking questions to probe
for reactions to each scenario. The scenario descriptions were
brief, only a few sentences long. Each scenario mentioned
both a type of data the device might collect (e.g., movements
and location, content of recipes read aloud to the user by the
device) and something the data might be used to infer (e.g.,
when the user went to the bathroom, how healthy the user’s

eating habits are). The scenarios did not present a rationale or
motivation for the platform to do what the scenario described,
nor for why the user would want to use the technology in the
given scenario, so that participants were not biased or primed
to understand the technology in the scenarios as serving a
particular purpose. They also did not mention sharing the
information in the scenario with third parties or other people.

The six scenarios were very different from each other, be-
cause participants’ reactions were expected to vary according
to their own beliefs and past usage of the technologies, and
the interviews aimed to elicit a range of reactions from each
participant. They were presented in the same order in each
interview, and were designed to progress from more plausible
inferences (closer to the intended purpose of the technology),
to less plausible inferences. In pilot interviews, it was more
difficult to gain participants’ trust and build rapport when
the scenarios with the least plausible inferences came first.
Trust and rapport are necessary when asking about potential
norm violations. This seemed an acceptable tradeoff for order
effects for this investigation, which does not intend to make
causal claims. See Appendix C for the text of the scenarios.

After introducing the first scenario, the interviewer began
probing for participants’ reactions by asking, “What are some
different kinds of reactions people might have if [technology]
could do this?” where [technology] was either activity track-
ers or voice assistants, referred to by the term the participant
had used for the technology in the introductory part of the
interview. The interviewer probed for specific examples and
asked participants to explain terms and colloquialisms, and
also used general prompts like “tell me more about that” to en-
courage participants to elaborate on their initial reactions. By
asking about “different kinds of reactions people might have”
the interviewer was encouraging the participant to consider
not just their own reactions, but different ways they thought
other people might react as well.

When the interviewer felt that the participant had nothing
new to add about reactions to the scenario, they asked, “Do
you feel like most people would think it is ok or not ok to
use [technology] if it can know [information from scenario]?”
and followed a similar strategy for probing for more detail.
The third interview question asked about each scenario was,
“How would you personally feel about using [technology] if it
could know [information from scenario]?” This question was
only asked if the participant had not already spoken about
what they thought about the scenario. Once the participant
had answered the three questions, the interviewer moved on
to the next scenario.

The interview questions and follow-up prompts elicited re-
actions to each scenario in a neutral way, rather than framing
the focus of the research as being about concern or privacy.
The interviewer did not mention privacy or related ideas (e.g.,
surveillance, consent) unless the participant did first, which
all participants did at some point during the interview. Like-
wise, the questions asked about the technology “knowing” the
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information in the scenario instead of more precise terms like
“infer”, “calculate” or “detect” in order to avoid providing
clues about how a system might do what was described in the
scenario. See Appendix B for the interview questions.

3.3 Participants

Participants were recruited using a subject pool composed of
volunteers from the community surrounding a large university
in the midwest region of the United States, and by snowball
sampling on social media to obtain greater geographic diver-
sity in the sample. Close contacts of the researchers were
ineligible, as were undergraduate students and people who
reported having received formal training in computer science
or IT (information technology).

In the first round of 30 interviews, participants were current
or former users of wearable activity tracker devices (19 partic-
ipants) or smartphone apps that tracked physical activity (11
participants). Eighty percent of participants in this round were
women, and 60% came from snowball sampling. Participants
ranged in age from 23 to 48 (M=33). Their self-reported occu-
pations included stay at home mom, administrative assistant,
graduate student, personal trainer, state government worker,
sales associate, writer.

The second round of 35 interviews1 focused on current or
former users of voice assistants, described to potential par-
ticipants as technologies similar to “Alexa, Hey Siri, or OK
Google.” Seventeen participants reported that they used Ap-
ple’s Siri; the remaining used Google’s voice assistant (13),
Amazon Echo (6), Microsoft Cortana (3), and HTC Assis-
tant (1). All of these except the Amazon Echo were apps
on smartphones. About 30% of participants in the second
round came from snowball sampling, and 46% of participants
were women. Participants in the second round ranged in age
from 20 to 72 (M=39), and their self-reported occupations
included sports radio producer, chef, retired, small business
owner, restaurant server, call center specialist, homemaker.

Recruiting for each round of data collection was conducted
separately. At the conclusion of each interview, the inter-
viewer created detailed memos describing emerging themes
and similarities and differences across interviews. Recruiting
continued until the majority of the reactions to the scenarios
showed similar high-level themes to previous participants in
that round. Overall descriptive statistics for both samples are
presented in Appendix A. The interviews were conducted
by telephone prior to the start of the COVID-19 pandemic,
and ranged in length from 28 to 85 minutes (M=51). Each
participant received a $25 Amazon.com gift card by email
after the interview ended. This study was approved by the
Michigan State University IRB.

1The voice assistant interview protocol initially used a scenario about
inferring stress based on vocal pitch and speech patterns. However, the first
several participants did not find this scenario plausible. A different scenario
was used for the rest of the interviews, and five additional voice assistant
interviews were conducted. The stress detector scenarios were not analyzed.

3.4 Analysis

Iterative qualitative analysis proceeded in several rounds [44].
First, the transcripts were coded for participant attributes like
demographics, the type of activity tracker or voice assistant
they used, etc. This round of coding also involved structural
coding for which scenario was being discussed (Scenario 1-6)
and which round of interview the transcript was from (activity
tracker or voice assistant). This made it easier in later rounds
of coding to identify which technology and scenario was the
context for participant reactions.

Then, the transcripts were coded for inductive themes, fo-
cusing on statements indicating participants’ beliefs and rea-
soning related to whether the data collection in the scenario
was acceptable or unacceptable and why. Beliefs were loosely
defined as thoughts and perceptions about what is true, based
on personal knowledge and experiences [44]. For example:

- acceptable because it doesn’t seem harmful: “And so if
someone out there is tracking that about me, because I
can’t see what the harm is ultimately, maybe it’s a little
spooky, I don’t know, but I feel like in this day and age,
it’s not even spooky anymore.” (AT10, woman, 38, S4)2

- unacceptable because being monitored is uncomfortable:
“That’ll be kind of creepy. I don’t know if I would like
that. ’Cause it’ll be almost like you were being watched,
but through the microphone basically. I don’t know if
that’s something that I would enjoy Siri knowing. I just
don’t think that’s something that Siri needs to know
about.” (VA13, man, 39, S4)

Participants typically spoke about multiple beliefs related
to the same scenario, even conflicting beliefs, as they con-
sidered the aspects of the scenario that came up while they
thought about it and how others might react to it. In other
words, participants could and often did make statements about
both acceptable and unacceptable aspects of the scenarios,
and not all of the beliefs they talked about were their own.
The codes evolved through coding an initial set of about 10
transcripts across both rounds of interviews, and once the
codes had stabilized the initial set was re-coded.

Then, another coding pass focused on just the segments of
the transcripts coded with belief codes, and additional codes
were applied that differentiated whether participants were
talking about their own beliefs versus their beliefs about what
other people believe. This coding pass also identified whether
the beliefs evident in the transcript segments had either non-
social, social or normative characteristics.

In the final stage of the analysis, the belief codes were
grouped into several higher-level themes. Codes were com-
bined that focused on similar reasons and explanations for

2Participants are referred to by ID number, gender, age and the scenario
they were speaking about in the transcript excerpt. ‘S4’ stands for Scenario
4. ‘AT’ before the number indicates a participant in the activity tracker round
of interviews; ‘VA’ indicates a participant in the voice assistant round. The
full text of all scenarios can be found in Appendix C.
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why the data collection and use in the scenario would be
acceptable or not acceptable. These codes differentiated be-
tween statements focusing on privacy-relevant beliefs such as
awareness, consent and control and those that did not.

3.5 Limitations

Participants’ reactions to the hypothetical scenarios, and their
beliefs about how others would react, should not be inter-
preted as accurate predictions about how they or others would
behave if the scenarios were real. Privacy choices are context-
dependent, and platforms and technologies often do not pro-
vide the options people would need to make choices accord-
ing to their privacy beliefs and preferences. However, beliefs
about privacy are important in their own right, because they
are another factor that guides and constrains behavior. The
goal of eliciting participants’ reactions was to better under-
stand normative influences on beliefs about appropriate versus
inappropriate sensor data collection and use, to identify new
opportunities for design and policy interventions that might
help people better manage the privacy of their data.

The six scenarios used in this study were designed to seem
plausible to participants and also to have potential privacy
implications. The technologies involved, activity trackers and
voice assistants, are both discretionary use technologies. This
means that unlike smartphones or cars, these technologies are
not necessary to support basic needs and activities. There may
be beliefs and reactions related to non-discretionary technolo-
gies, or other uses of data from activity trackers and voice
assistants not present in the scenarios, that were not elicited
in this study due to the nature of the scenarios. In addition,
if the scenarios had been presented in a different order, the
specifics of participants’ reactions may have varied. However,
scenario order should not affect underlying beliefs.

Finally, this research used an opt-in convenience sample
consisting of mostly white, highly educated people in the
United States. The sample size, at 65 participants, is larger
than many qualitative studies [31]. However, these findings
should not be generalized to a more diverse population with-
out being validated in a representative sample.

4 Findings
4.1 Norms about Private Information

Normative beliefs were present in many participants’ reac-
tions to multiple hypothetical scenarios. These beliefs focused
on data collection and use about information and behaviors
that participants said should be private or nobody else’s busi-
ness. Overall, 53 of the 65 participants (82% overall; 90% AT,
74% VA) across both rounds of the study had a reaction to at
least one scenario that involved normative beliefs.

References to normative beliefs demonstrated an awareness
of what others believe, like the following reactions from two
participants to Scenario 3, about an activity tracker that could

count how many times a person had used the bathroom. Here,
AT17 (woman, 24, S3) described her expectation that nearly
all other people would disapprove of the data collection and
use in the scenario: “I think ninety-nine percent of people
would say absolutely not. For no reason.” Reactions involving
normative beliefs also often had an evaluative component,
like this belief described by AT26 (man, 28, S3): “Going to
the bathroom’s a personal thing, so it might just be a bit of a
taboo subject.”

In contrast, personal beliefs were typically spoken about
in first person, as the participant’s own belief rather than
something everyone believes, e.g., “It just seems a little creepy
to me, I don’t know why, the phone knowing how often you
oversleep” (VA16, woman, 56, S1). There were also instances
where participants said they were unsure about what others
would think, like the following from AT12 (woman, 39, S6):
“I don’t know. I would think that most people wouldn’t care
but I can also see why it would bother some people, but I
guess I don’t know about that.” Statements like this were not
considered to be examples of normative beliefs.

The most common reactions involving normative beliefs
were about the hypothetical scenarios focused on bodily func-
tions, like bathroom behavior and sleeping (24 participants,
S2 and S3), about data collection in the home (24 participants,
S4), and about inferring information about children (23 par-
ticipants, S5). Forty-eight out of 65 participants (74% overall;
87% AT, 63% VA) described normative beliefs related to the
use of the information in at least one of these three scenarios.

Many of the participants’ reactions focused on how people
in general feel that information about bathroom behavior is
“personal” or “intimate” and is something one does not talk
about with other people. Some spoke about how they felt
like collecting this information would violate a taboo or be
invasive of private space. For example, AT03 (woman, 32,
S3) said, “People feel very personal about that [going to the
bathroom], I don’t think people would want anyone knowing
that business.” Participants had very little doubt or hesitation
when they spoke about what others’ reactions would be. They
didn’t equivocate—they were certain others would not like
this. AT10 (woman, 31, S3) described it this way: “Oh, I think
it would be outrageous. People would be outraged. Again,
that’s something that’s very intimate, very personal.” There
was also an expectation that people would be angry if they
found out this was being tracked without their knowledge. For
example, “I would think people would just be, maybe, upset
or angry that there would be information being kept on how
many times you’re going to the bathroom...” (AT21, woman,
40, S3).

Scenario 4 in both rounds of interviews involved the tech-
nology collecting data and making inferences about some
aspect of the user’s home environment. In the activity tracker
interviews, the scenario involved the device making a map of
the inside of the user’s home while they wore it, and in the
voice assistant interviews it involved doing voice detection
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and counting the number of guests in the user’s home. Partici-
pants’ reactions to these scenarios centered on the idea that
nobody would approve of this, because things that happen in
one’s home should be private. These participants talked about
how if these inferences were being made, to most people it
would feel like they were being “spied on” (VA02, man, 71,
S4). Participant AT15 (woman, 36, S4) talked about how if her
activity tracker did this, it would feel like being monitored—
if the GPS and accelerometer data collected by the activity
tracker were used for mapping rather than step counting, it
would violate a norm about the home being private space: “I
mean, if people wanted to know I could tell them, but person-
ally people I don’t think like to be monitored in their homes.”

One scenario that was the same across both interviews in-
volved data collected by the technology being used to infer
whether the user had young children or not. Most of the reac-
tions to this scenario invoked normative beliefs concerning
protecting children from harm in general, and information
about children more specifically. For example:

“Oh man, I think that having young kids at home
is such a huge personal line for people, that they...
that would just probably be considered a huge, huge
overreach, very intrusive, and posing a lot of secu-
rity and personal safety issues.” (AT16, woman, 29,
S5)

Participants spoke with great confidence about this, even
the participants who had no children themselves. For example,
VA24, who did not have children, had this to say:

“I think parents are bothered by everything in-
volving people knowing things about their children
they don’t offer.” (VA24, man, 27, S5)

A smaller number of participants (13 overall; 9 AT, 4 VA)
talked about normative beliefs in response to other scenar-
ios, particularly where it related to being healthy and hard-
working as something people are supposed to do in order
to be considered a good person. Most of these comments
focused on the discomfort that comes with being evaluated
negatively by others, and an expectation that the information
in the scenario is something that people are often judged on.
For example, in the following two examples a voice assis-
tant participant and an activity tracker participant both spoke
about beliefs about how people are supposed to behave in
order to appear healthy:

“Because especially for a woman, everybody
thinks you’re too fat or you’re too thin. You’re never
perfect, and that’s... If it’s going to automatically
evaluate you based on what you’re cooking... Can
we have one more thing not judging us?” (VA22,
woman, 29, S3)

“I think the majority of people would be afraid
of being judged based on how many steps they do,
or oversleeping an alarm... And we all accept that
there’s this basis of health that we’re all supposed
to maintain. There’s this line that we all kind of say,

ok, this is healthy living. Were you doing it or not?
If we’re not, we always feel guilty, and we always
feel judged.” (AT05, woman, 34, S1)

In the above excerpt, participant VA22 was reacting to Sce-
nario 3 in the voice assistant round of interviews, which was
about how a device with access to the user’s recipes could
read them aloud and assist them while they were cooking, but
also make inferences about how healthy the user is based on
characteristics of the meals they prepare. Her statement illus-
trates normative beliefs about womens’ physical appearance
as being related to her reaction to the scenario. Participant
AT05 was reacting to Scenario 1 which was about an activity
tracker that is worn to bed and counts how many times the
user has overslept, and she felt that information could be used
to categorize someone as lazy. These examples both illustrate
very clearly the strong normative beliefs about how others ap-
prove or disapprove of people based on these characteristics.

Privacy theory considers norms to be part of the contextual
factors that are important for people choosing whether or
not to disclose private information [37, 39]. The findings
in this section show that normative beliefs about the use of
information about certain behaviors and contexts were part of
participants’ reactions to the scenarios. Because these norms
(intimate behavior, home as private space, protecting children)
are not specific to the digital context, it may seem obvious that
normative beliefs about private information would apply to
situations where technology is the observer of the information,
not a person. However, it is also reasonable to hypothesize
that people might feel like it is acceptable for their wearable
devices or voice assistants to collect this information if it
were not visible to other people or stayed on the device, or if
the data were anonymous. The scenarios said nothing about
whether the inferences would be shared or de-identified, so it
is somewhat surprising that normative beliefs were present.

4.2 Norms about Privacy-Preserving Behaviors

In addition to norms about private information, there is also
evidence in the data that norms exist regarding privacy-
preserving behaviors, such as limiting one’s use of technolo-
gies to restrict or prevent data collection about oneself. How-
ever, this evidence came in the form of normative beliefs that
stigmatize concerns about data collection, and behaviors such
as using less modern and sophisticated technologies (e.g., a
flip phone; AT20, VA07, VA09, VA32) due to privacy concern.

A stigma is a strong sense of disapproval [38]. Stigmas
often come about as punishment from a group for violating
norms or deviating from accepted practices. To understand
whether a stigma against privacy-preserving behaviors exists,
first it is necessary to understand what people believe about
normal, accepted practices related to the collection and use
of digital data about themselves.
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4.2.1 Data Collection is an Unavoidable Fact of Life

Thirty-three participants (51% overall; 43% AT, 57% VA)
in this study believed, and also thought that other people be-
lieved, that digital data collection is an unavoidable fact of
life. This is similar to the phenomenon of digital resignation
described by Draper and Turow [14] and Seberger et al. [45].
These participants spoke about how it’s not actually possible
to choose not to have data collected about you—choosing to
use technology is choosing to allow data collection. Partici-
pants said things like “This is the way the world is” (VA08);
“I don’t even know if I’ve agreed for them to pull out my in-
formation” (AT05); “by using the internet you’re somewhat
passively agreeing to be tracked” (VA02); “that’s something
that I feel is probably out of my control” (AT02). These par-
ticipants did not seem happy about this, but rather unhappy
and resigned.

VA05 (genderqueer, 24, S1) talked about it like a physi-
cal, physiological connection to their smartphone: “I mean,
we’re already so connected to our phones and now we have
them monitoring our sleep and wake cycles like, plug me into
my phone, we’re the same being now.” While this seemed
uncomfortable for participants, there was also a sense of fu-
tility that made it difficult for them to rationalize objecting
to it. As VA07 (man, 34, D5) said, “At some point it just be-
comes Google knows everything, and I have to deal with that
if I... Either I use Google or I don’t but they’re gonna find out
everything if I do.”

Comments like these illustrate participants’ beliefs about
the data that has already been collected about them, and their
reasoning about what data the technologies they use are ca-
pable of collecting about them. It was something they felt
would be pointless to get upset over or do anything about,
because it’s already happened and is currently happening. For
example, VA22 (woman, 39, S1) summed this up well: “I
think people who use [voice assistants] are probably okay
with it, ’cause they’re already doing it. They’re already doing
things that are collected.”

In addition, 22 participants (34% overall; 27% AT, 40%
VA) talked about how they believed that using these systems
indicates one must have consented, and that consent means
people must be aware of the data collection and use practices
(they “knew what they were getting into,” AT15; or “knew
about it going in,” AT26). This was despite the fact that the
participants themselves admitted not reading terms of use
and privacy policies. These participants talked about data col-
lection as an inevitable part of using technology, and used
language that had connotations of defeat (“give up [informa-
tion],” AT02), coercion (“forced to go along,” VA09), and
surrender/loss (“sacrifice,” AT19) to describe it. They talked
about unwanted data collection as common knowledge—
something everyone knows is part of using technology and
cannot be avoided (“you accept certain types of information
being tracked,” AT10). They rationalized uses of the data for

purposes that were separate and unrelated to providing the
service that was their reason for using the technology. But, at
the same time, they said it was something that most people
are not concerned about because, after all, they chose to use
the technology (“Well you either buy the iPhone or you don’t
buy the iPhone,” VA09).

These comments voice a belief that if a person chooses to
use a technology or service, they are implicitly agreeing to
everything that it does. For example, VA17 (man, 28, S4) said,
“But in this theoretical scenario, I’m sure that probably the
user has accepted via the application, the [voice assistant] or
whatever, to do this sort of thing.” This belief, consistent with
the notice and choice framework, places the responsibility
squarely on the user to know everything the technology is
collecting and using. Participant VA09 described this well:

“If you wanna use technology, I think that you
have to accept the fact that you’re gonna have data
collected on you that you might not want to be
collected on you.” (VA09, man, 23, S3)

Two things are important about this for understanding
whether a stigma against privacy-preserving behaviors ex-
ists. First, participants expressed personal beliefs that data
collection is commonplace and inevitable, and they use these
technologies anyway. And second, they believe that other peo-
ple believe this as well. In other words, participants talked
about social beliefs that most people accept and are fine with
sensor data collection, and have consented to it. They know
that choice or consent is required to use these technologies,
and believe that the choosing to use them makes the individual
responsible for what comes after.

4.2.2 Objecting to Data Collection Sounds “Crazy”

Twenty-three participants (35% overall; 17% AT, 51% VA)
commented that people who are concerned enough about pri-
vacy that they believe technology is harmful, feel surveilled
all the time, or are focused on other harms due to lack of pri-
vacy are crazy and/or paranoid. These comments arose when
participants were asked about how they thought others would
react to one of the scenarios, and frequently followed imme-
diately after a statement about the participant’s own desire to
protect some aspect of the information about themselves in
which they distanced themselves from that desire.

Paranoia is a delusional state in which a person is exces-
sively suspicious about being targeted for harm by others
without evidence that this is happening [42]. Previous re-
search has also found that people perceive others who might
use encryption tools as ‘paranoid’ [15, 54]. By associating
this state with people who want to preserve their privacy,
these participants indicated that they believe being concerned
about privacy is at some level irrational and deviant. For ex-
ample, AT25 described herself as “a little paranoid” because
she “[doesn’t] think that people need to know exactly what
I’m doing every minute of every day.” VA05 said that not
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wanting Google to “know all these things about me” sounds
“really paranoid.” VA22 said, “I don’t think that you can do
anything electronically without it possibly coming back to
you at some point, other people finding out about it.” But, then
she distanced herself from that belief by subsequently saying,
“I don’t want to sound like a paranoid person.” VA33 talked
about turning off location services on his mobile device, but
then also said about himself, “I’m not super paranoid”—twice.
This indicates that he believes that turning off location ser-
vices could be viewed by others as paranoid, and he wanted
to make sure that the interviewer knew he wasn’t one of those
paranoid people.

Participants also described that an unfounded, unreasonable
anticipation of harmful outcomes is something that paranoid
people do. For example, when asked about how she thought
people would react to the scenario of an activity tracker col-
lecting data about the inside of one’s home, AT08 (woman,
42, S4) said, “I guess it depends on how paranoid you are
and [the crime rate] where you live.” VA35 (man, 51, S1)
described worrying about “somebody finding out that they’ve
hit the alarm so many times” as paranoid. And, VA24 (man,
27, S5) said, “Apparently, parents as a demographic seem like
a paranoid group of people to me” after thinking about how
parents would view a system that could automatically infer
whether or not a person has children, and the possible harmful
uses of that information. This indicates participants believed
that paranoia is related to thinking about the likelihood and
severity of privacy-related harms, and that paranoid people
believe negative outcomes are more likely than is reasonable.

Believing in “conspiracy theories” was also often discussed
as something that people who take steps to preserve their pri-
vacy do. Participants described that people with these beliefs
feel like the government and companies are watching them
and scrutinizing their activities, and that this feeling is ex-
treme and unreasonable, even crazy (e.g., “crazy conspiracy
nuts,” VA07). So whereas the non-conspiracist beliefs held
by the participants conveyed understanding that the data is
being collected, it was considered to be a conspiracy theory
to believe that the government and/or companies are paying
attention and using that information for surveillance. AT28
(woman, 24, S1) described “the conspiracy theories people”
as “the people who refuse to own smart phones because they
believe the government is tracking their every move and that
if you have a smart phone, you’re signing away your right
to all privacy ever.” VA04 (woman, 32, S2) talked about how
people should be “more suspicious” of data collection, “be-
cause there are people and programs that do want that kind
of information, maybe the government.” But then she imme-
diately distanced herself from those beliefs by saying “I’m
not a conspiracy theorist,” like the people who “are rebelling
against technology” because they are suspicious of it. And,
VA26 (woman, 32, S1) gave an example of a coworker who
doesn’t want to share fitness tracker step counts with anyone,
and referred to beliefs like that as, “a little more conspiracy

theorist.”
The findings in this section show that, in addition to norms

about not disclosing some types of information and social
beliefs about how everyone uses technologies that collect data
about users, participants also held normative beliefs related to
what they saw as deviant privacy-preserving behavior. They
described that the common, accepted practice they engage
in and see everyone around them also engaging in is to use
technologies that everybody knows are collecting data about
them. And, they talked in the abstract about how once a per-
son chooses to use a particular technology, they’ve agreed to
whatever data collection and use will take place. They also
labeled people who object to this as “crazy” or “paranoid.”
This indicates that a norm was evident in their reactions to
the scenarios, supporting acceptance of data collection as an
unpleasant consequence of using technology, and labeling
those who visibly object as deviant.

4.3 Non-Social Beliefs about Control over Data

In addition to the normative beliefs already described, partici-
pants also expressed private, non-social beliefs that indicated
they do personally care about privacy, and that being able to
keep some information private is important to them. These
comments from participants emphasized the idea that they
want to be aware of any changes to how the technologies and
services they use are handling their data. They don’t want
the technologies to start doing something different with the
data behind the scenes, like using it for some of the things
described in the scenarios, without letting them know about
it. Overall, 52 participants (80% overall; 73% AT, 91% VA)
made statements like this in response to at least one scenario.
For example,

“But if that’s a possibility we do need to be made
aware of that, it can’t just start happening.” (VA04,
woman, 32, S3)

“I think it’s important because I guess I want to
know what information is being shared and being
gathered. Even if it’s just the totality of what is
being tracked.” (AT16, woman, 29, S4)

As part of speaking about a desire for control over how data
about them is collected and used, participants talked about
how they would not like it if the technology in the scenario
were to start doing something they did not expect with the
data. The participants’ expectations were based on what they
used the system for and what they believed it was doing. As
VA18 said (woman, 30, S4), “it could be a little bit more
off-putting that it could be just collecting more information
about how many other people are around.” In essence, these
participants were saying if they’re not aware of it and can’t
anticipate that it would need to be collecting that data, then it
would not be acceptable to them. For example,

“If they have that just hidden in there, like what
Facebook does with a whole bunch of stuff, then
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no, I don’t think it would be okay, and I think most
people would be opposed it, if there was something
that they were just sneaking in there.” (VA23, man,
64, S4)

Twenty-seven participants (42% overall; 40% AT, 43% VA)
emphasized that it was important to them personally to feel
like they have a choice about opting in to any functionality
that involves doing something they perceive to be new with
the data that is collected by the technology in the scenario.
There was an expectation articulated by these participants that
if the technology wanted to do what the scenario described,
then it would need to seek the user’s permission first. VA29
(man, 45, S3) said, “Well, I imagine that it would be my choice
to turn on [voice assistant] for this particular purpose, not that
it would randomly come on.” And, AT15 (woman, 36, S6)
said, “So, that consent would at least, if somebody wanted to
use the information for something, that they need to be very
clear what they want to use it for, how it’s gonna be used.”

Thirty-nine participants (60% overall; 50% AT, 69% VA)
made comments focused on the idea that participants want to
have some control over aspects of the data collection and use
described in the scenarios. A lot of these comments had to do
with being able to keep the data on the device and not send it
elsewhere or make it visible to others. They wanted to be able
to create boundaries such that the data would only be used for
the purpose the participant wants to use the technology for.
To describe the types of data collection and inferences partici-
pants wanted to prevent, they used words indicating a bound-
ary being crossed or violated, like “overreach” (AT16), “in-
trusion” (VA03, VA10), and “invasive” (AT21, VA10, VA17).
VA07 talked about wanting to make sure that the voice assis-
tant was not able to “hold onto that information any longer
than it needs to”, and AT18 (woman, 25, S6) talked about
how the scenario would be more acceptable to her if she was
able to turn off parts of that functionality: “I would be very
confident if that’s something I could be in charge of.”

Participants’ private, non-social beliefs about privacy are
an interesting contrast with the normative beliefs, described in
the previous section, about the acceptance of data collection
and inferences as being just an inevitable (if unpleasant) part
of using digital technology. Participants’ private beliefs show
that they do value the ability to have control over data about
themselves, and are unhappy that they cannot.

4.4 Non-Social Beliefs about Usefulness

Participants’ first thoughts immediately after hearing each
scenario were nearly always focused on how they personally
might use the functionality described in the scenario, or how
it could help other people—as long as the scenario did not vi-
olate an existing norm. Overall, 64 participants (98% overall;
97% AT, 100% VA) made a statement about how important
the usefulness/helpfulness of the scenario was for determin-
ing whether the data collection and inferences described were

acceptable or not. This echoes the findings of research such as
Dinev and Hart [13] and the recent literature review by Gerber
et al. [16] about tradeoffs between the potential benefits of
disclosing information and foreseeable harms.

4.4.1 Usefulness as Necessary Condition

Thirty-three participants (51% overall; 50% AT, 49% VA)
believed that having access to the information in one of the
scenarios over time would help them identify a pattern in
their lives and behavior or in the world around them. Know-
ing about the pattern would then allow them to make better
decisions, to change their behavior, or it would allow the sys-
tem to make predictions or suggestions that would help them
with their specific situation (e.g., changing the alarm time if
you overslept a lot, making food substitution suggestions if
you were eating too much salt/sugar, etc.). Participant VA09
(man, 23, S3) described his idea about how the scenario could
help him: “you could have [voice assistant] suggest certain
changes to your diet that she’s been tracking for however long
and you can be like, wow, I haven’t eaten a fruit in two weeks,
I should add an apple in or something.” Similarly, AT15 felt
that a greater awareness of oversleeping would be beneficial:

“I guess that would at least give me a heads up
like, ‘Okay, maybe I need to do something different,’
or, ‘What can I do different so that I don’t oversleep
in the future?’ So, I think it would be a positive
thing.” (AT15, woman, 36, S1)

In contrast, if the participant couldn’t imagine a way that
the information would be useful, then they felt the scenario
would not be ok with other people, and the participant would
not like it either. Twenty-four participants (37% overall; 17%
AT, 54% VA) talked about how a particular scenario would not
be useful because they thought it was not possible for the tech-
nology to make accurate inferences of the kind described in
the scenario. A majority of these comments came from voice
assistant participants who did not believe that microphones
in one’s home or smartphone could be used to accurately de-
tect potential crimes being committed. For example, VA04
(woman, 32, S6) said, “maybe I’m having an argument with
my boyfriend and it thinks, oh, there’s domestic violence here.
But really we’re just having an argument. I think the data
might be a little corrupted or just not accurate.”

4.4.2 Useful or Not? It Depends...

Forty-four participants (68% overall; 67% AT, 69% VA) said
that whether other people would find the functionality in the
scenario useful would vary based on their beliefs, desires,
characteristics or circumstances. These participants had dif-
ficulty even speculating about others’ reactions to particular
scenarios (that didn’t violate norms or taboos) without know-
ing more about the other person’s personality, preferences
or life circumstances. This was most common in relation to
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Scenario 6, which in the activity tracker interviews was about
inferring one’s carbon footprint from movement data, and in
the voice assistant interviews was about inferring how safe
one’s neighborhood is from ambient sounds. In the carbon
footprint scenario, participants talked about how others’ re-
actions would depend on their beliefs about climate change,
and in the crime monitoring scenario it would depend on how
safe or unsafe one’s neighborhood is. For example:

“I think it depends on the individual person. If
there’s somebody who wants to reduce their carbon
footprint, if they’re looking to kind of get an idea,
like a snapshot, of what their activities that impact
on the environment around them.” (AT21, woman,
40, S6)

“So I guess if you’re in a safe neighborhood,
you’d probably say, great. It’s giving my neighbor-
hood a positive ranking. But if you’re in one of the
bad neighborhoods, you probably wouldn’t like it.”
(VA23, man, 64, S6)

Two-thirds of participants (40, 62% overall; 73% AT, 51%
VA) said that whether a given scenario would be useful or
not would depend on additional information about the situ-
ation or context of use that were not provided as part of the
scenario. The scenarios described sensor data being used by
the technology to make inferences, but didn’t provide much
background or motivation for those inferences to be made or
how a person would use the inferences in their lives. As such,
the scenarios didn’t contain the information participants felt
like they needed to understand how the inferences could help
someone, and this meant they could not conclusively say what
their own or others’ reactions would be. So when asked, par-
ticipants talked about the kinds of things they believed would
affect people’s assessment of the scenario. These comments
often focused on characteristics of possible harms in the sce-
narios that people would prefer to avoid, or whether or not the
information would be shared. For example, 15 participants
spoke about how people would react badly if the information
in the scenario were shared with others when the user didn’t
want it to be, and another 15 participants talked about harms
in the form of data breaches, higher insurance rates, or loss
of physical safety due to the information being known.

Finally, over one third of participants (37% overall; 27%
AT, 46% VA) said they didn’t know or couldn’t say what
other people would think about at least one scenario. This
was explained as just not having any idea (16 participants,
e.g., “I don’t know. I don’t know what other people think,”
VA03), or not being able to say whether more people would
be ok with it or not ok with it (9 participants, e.g., “I think it’d
be pretty mixed... So 50-50 really,” VA05).

Speculation about whether a scenario would be useful or
not was a universal reaction to the scenarios, and an impor-
tant perspective for participants’ own evaluations of whether
the scenario would be acceptable to them or not. In addition,
participants believed that other people would also find use-

fulness to be an important factor, so much so that for most
participants, more details about the situation and context were
required to make a reasonable guess about others’ reactions
(again, for scenarios that did not violate existing norms). This
indicates that there is no collective set of social or norma-
tive beliefs about usefulness related to whether or not one
should or should not use a technology that collects a certain
kind of data. Rather, usefulness is left up to the individual to
determine for themselves.

5 Discussion
Norms are a form of collective action, in that they represent
the convergence of beliefs among a group of people regarding
behaviors that are acceptable and unacceptable. Notice and
choice (privacy self-management) is the opposite of collec-
tive action—it makes the individual solely responsible for
understanding the data practices and consequences of using
a technology before they’ve even tried it, and once they’ve
consented, makes it their fault if something happens that they
don’t like [48]. A collective approach to data privacy man-
agement would provide a framework for coordination among
technology users so that they can take action as a group to set
rules and policies for the data collection and use practices of
organizations and platforms [12].

This research investigated whether normative beliefs play
a role in people’s reactions to plausible but unexpected infer-
ences based on sensor data from common wearable and smart
home devices. If norms do influence whether a particular in-
ference is judged to be acceptable or unacceptable, then it is
possible that collective privacy management strategies could
be designed based on that foundation.

Normative beliefs were evident in participants’ reactions
to the hypothetical scenarios presented to them in this study.
Common norms about disclosure of intimate information and
protecting children were part of participants’ reasoning for
deciding that some scenarios would be unacceptable to them,
and to most people. They were also uncomfortable with the
idea that their voice assistants and activity trackers could use
data collected as part of the technologies’ normal operation
to generate new inferences without informing them about
what the inferences were and how they would be used. The
existence of normative beliefs about unacceptable uses of
sensor data is encouraging for the prospect of collective data
privacy management. However, the findings of this study also
identified three significant barriers that stand in the way of
governance approaches or group collective action in support
of better sensor data privacy solutions.

5.1 Barriers to Collective Data Privacy Management

The first barrier arises due to non-social beliefs about use-
fulness, and individual choice. The only universal rubric for
deciding whether a scenario would be acceptable or unaccept-
able was how useful the data and inferences in the scenarios
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might be. Participants initially considered each scenario from
this perspective, and believed it would be of the utmost impor-
tance to other people as well. They also believed that it is up
to each person to decide whether to use a technology or not ac-
cording to their own individual circumstances, and everyone
who uses technology accepts data collection as part of this
and knows what they are getting into. This echoes the logic
of privacy self-management, and supports the interpretation
of others’ continued use of potentially invasive technologies
as an endorsement of the data practices those technologies
employ. It is a highly individualistic approach that does not
provide much common ground across people for collective
data privacy management.

The second barrier is a result of social beliefs about technol-
ogy use, and the inevitability of data collection. Participants
believed data collection is an unavoidable fact of life if one
chooses to use technology. The choice to use a technology
tends to produce visible results, but privacy concern tends to
have less visible outcomes. Knowing that others are using
these technologies, participants assumed that most people ap-
prove of the company or service provider’s data collection and
use practices, because if they didn’t they wouldn’t consent
and would not be using it. This makes it seem like nobody
else cares about privacy, and perpetuates the belief that others
must be comfortable with the status quo. This is a barrier to
collective privacy management because it creates a descriptive
norm supporting the use of potentially invasive technologies,
no matter what their data practices are.

The third barrier stems from normative beliefs disapprov-
ing of privacy-preserving behaviors. Taking steps to limit
data collected about oneself was viewed by participants as
deviant, and individuals who do so were labeled as crazy or
paranoid. During the interviews, some participants were even
concerned themselves about being labeled in this way due to
their speculation about possible harms from loss of privacy.
But, participants’ own non-social beliefs about the importance
of controlling data and inferences about them contradicted
this norm. In other words, privately, they valued privacy, but
publicly they saw everyone not valuing it and negatively judg-
ing those who take steps to protect it. This contradiction is
strikingly similar to a phenomenon called pluralistic igno-
rance [33], which occurs when people engage in behaviors
they privately do not believe in or approve of, but they do it
anyway because they believe that everyone else approves of
it and they don’t want to appear deviant.

Under conditions of pluralistic ignorance, normative beliefs
about others’ behaviors related to data collection and use con-
flict with private discomfort about the status quo. And in fact,
stigmatization of people who violate the norm is a common
component of pluralistic ignorance situations, and is espe-
cially difficult to combat when trying to change a prevailing
norm [7]. Since there is little visible evidence that others value
privacy and disapprove of privacy-violating data collection,
people feel isolated in their private beliefs and are unlikely

to speak up or take action. Pluralistic ignorance makes it ex-
tremely risky for individuals to speak up and advocate for
better data privacy options and solutions. This would make
meaningful reform of the existing data privacy governance
structure (notice and choice) quite difficult.

5.2 Towards Collective Data Privacy Management

Effective governance of data collection and use practices
based on collective data privacy management seems unlikely,
given the barriers described above. Non-social beliefs echo
the logic of privacy self-management, and both social and nor-
mative beliefs exist that are essentially anti-privacy. However,
participants still wanted control over their data and disap-
proved of some types of data collection and use. The norma-
tive beliefs supporting privacy identified in this study all apply
to any type of information, not just sensor data and inferences.
In other words, they were unrelated to externalities created
by massive datasets and machine learning. People’s concerns
about the lack of control over the data collected about them
are generally invisible to others, making it nearly impossi-
ble for new norms related to sensor data and inferences to
form. For example, imagine a norm similar to the existing
norm about protecting children, but instead disapproving of
providing data to a platform that could be used to harm some-
one else. For such a norm to form, information about others’
beliefs about this would need to be more widely available.

Most approaches to helping people gain more control over
their data focus on ways to make platforms’ data practices
more transparent to end users. But, awareness interventions
focused on information about the beliefs of other users and
their privacy choices, rather than information about what sen-
sor data are collected and shared, may be helpful for collective
action related to data privacy. People who use sensor-based
technologies need to know they are not alone in their privacy
concerns. Even small changes to the current notice and choice
framework may create an opportunity to weaken the percep-
tion that others do not value privacy. For example, in April
2021, Apple provided a new feature in iOS 14.5 called App
Tracking Transparency. This feature allows iPhone users to
opt out of app data tracking. According to tech news sources,
50-60% of iPhone owners have chosen to opt out as of Febru-
ary 2022 [1,24]. However, platforms do not routinely disclose
this type of information to end users.

Ultimately, privacy itself seems to be at odds with collective
action. Behaviors like not disclosing information or opting out
of using certain technologies are less visible than disclosing
or opting in. In addition, choice—individual refusal—is the
only option people believe they, and others, have for exercis-
ing control. But often, choosing not to allow data collection
isn’t really an option at all. Without more visible evidence
of others’ privacy-preserving beliefs, choices and behaviors,
collective privacy management is unlikely to succeed.
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Appendix

A Participant Descriptives

Two rounds of interviews were conducted. The first focused
on activity trackers (e.g., Fitbit), and the second focused on
voice assistants (e.g., Amazon Alexa, Google Assistant, Ap-
ple Siri). Recruiting for the second round of interviews com-
menced after data collection of the first round was completed.
Participants were recruiting using a subject pool composed of
volunteers from the community surrounding a large university
in the midwest region of the United States, and by snowball
sampling on social media to obtain greater geographic diver-
sity in the sample. This appendix presents overall descriptive
statistics for both samples.

Note that at the end of each interview, participants were
asked to fill out a brief demographic questionnaire which in-
cluded questions from the Collection and Unauthorized Sec-
ondary Use subscales of the concern for information privacy
(CFIP) instrument by Smith, Millberg and Burke [47]. These
data were not analyzed for this paper; descriptive statistics
are presented here as background. The privacy concern ques-
tions are listed below. The instructions were: “Here are some
statements about personal information. From the standpoint
of personal privacy, please indicate the extent to which you,
as an individual, agree or disagree with each statement.” The
8 items were presented in random order to each participant,
and were answered on a 5-point Likert scale where 1 was
Strongly Disagree and 5 was Strongly Agree.

Collection Subscale

- It usually bothers me when companies ask me for per-
sonal information.

- When companies ask me for personal information, I
sometimes think twice before providing it.

- It bothers me to give personal information to so many
companies.

- I’m concerned that companies are collecting too much
personal information about me.

Unauthorized Secondary Use Subscale

- Companies should not use personal information for any
purpose unless it has been authorized by the individuals
who provided the information.

- When people give personal information to a company
for some reason, the company should never use the in-
formation for any other reason.

- Companies should never sell the personal information in
their computer databases to other companies.

- Companies should never share personal information with
other companies unless it has been authorized by the
individuals who provided the information.

Age
Mean 36
Min 20
Max 72
SD 12

Gender
Man 24
Woman 40
Other 1

Collection Subscale
Mean 3.72
Min 1.25
Max 5
SD 0.81

Secondary Use Subscale
Mean 4.43
Min 2.25
Max 5
SD 4.75

Table 1: Demographics of the 65 participants (30 from round
1 and 35 from round 2). Two participants (one from each
sample) did not complete all CFIP [47] subscale items, and
were excluded from those descriptives.

B Semi-Structured Interview Questions

Warm-Up Both rounds of interviews began with about 10-
15 minutes in the interviewer introduced the study and asked
some warm-up questions. These questions focused on learn-
ing more about the specific technology the participant used,
the language and terminology they used to refer to it, the sit-
uations in which they used it, and the kinds of things they
used it for. The interviewer did not mention privacy in the
introduction to the study, and only asked follow up questions
about privacy if the participant spoke about it first.

Transition to Scenarios After the warm-up questions, the
interviewer transitioned to the hypothetical scenarios. At this
point, the interviewer said something resembling:

“Now, we’re going shift our focus a bit from how
you use your [technology], to thinking about some
hypothetical scenarios about [technology]. The sce-
narios are different things that all might be possible
in the near future, using the different kinds of infor-
mation that [technology] can collect. We’d like you
to imagine that the scenario is something that can
really happen.

The scenarios are designed to stretch your imag-
ination and get you to think about ways of using
a [technology] that you may not be used to, and
how information generated by using a [technology]
might be collected and used in the future.

What I’m most interested in is your impressions
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and ideas about different ways people might react to
each scenario. So I have some follow-up questions
for each scenario related to that. Do you have any
questions?”

Questions about Scenarios The following questions were
asked about each scenario presented to the participants:

- What are some different kinds of reactions people might
have if [technology] could do this?

- A few participants had a hard time getting started talking
about reactions to the scenario. Questions like these were
used to prompt them to begin speaking about what they
were thinking.

- Can you imagine someone who would or wouldn’t
mind [technology] knowing this kind of informa-
tion?

- Tell me more about what makes it hard to imagine
the scenario.

- Who were you thinking of that might react like
that?

- Why do you think they would react that way?

- Do you feel like most people would think it is ok or not
ok to use [technology] if it can know [information from
scenario]?

- (If the participant hadn’t answered this question yet...)
How would you personally feel about using [technology]
if it could know [information from scenario]?

C Text of Hypothetical Scenarios

Each round of interviews included six hypothetical scenarios
involving possible future uses of data that could be collected

by the technology (activity trackers or voice assistants). The
scenarios are purely speculative, designed to seem plausible,
but for the most part probably not something these technolo-
gies were actually doing at the time the interviews were con-
ducted. Table 2 on the next page presents the text of each
scenario used in the study.

Scenario 1 (S1) and Scenario 5 (S5) are very similar. The
other scenarios were necessarily somewhat different, as the
two technologies were quite different from each other and
collected different kinds of data. However, even where the
scenarios were different there are still some parallels:

- Scenario 2 (S2): both versions involve something that
very closely resembles an existing use case for the two
technologies.

- Scenario 3 (S3): both versions involve information that
could be used to infer something about the user’s health.

- Scenario 4 (S4): both versions involve always-on moni-
toring some type of information about the user’s home
environment

- Scenario 6 (S6): both versions involve information that
some users might perceive as being in the public interest,
that must be collected about the user and then aggregated
across a group to produce a ranking

Scenario 6 in both rounds of interviews was a little bit
different in that for both technologies it was about a societal
issue (carbon footprint, crime) that has interdependent conse-
quences beyond individual users. In other words, one person’s
carbon footprint or criminal activity in or near their home af-
fects other people in the community (i.e., the environment
or property values) in ways that oversleeping or the data and
inferences in the other scenarios do not.
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S1 Activity Tracker: Imagine a wearable sensor device that a user wears to bed. Some people use their activity trackers
this way already. This hypothetical device can use information about the user’s movements and alarm settings on their
smartphone to know how many times the user overslept last week.
Voice Assistant: Imagine a person that uses [voice assistant] as an alarm clock, to set an alarm to wake them up in
the morning. Some people already do this, actually. Asking [voice assistant] to set an alarm means that it could use
information about how many times the user hit snooze in the morning, or how long the alarm goes off before the user
shuts it off, to know how often the user overslept last week.
Sensor: Accelerometer (activity tracker), alarm time, interactions with device to snooze or stop the alarm

S2 Activity Tracker: Imagine an app that can use information from a user’s wearable sensor device to make a graph or chart
of when the user was sitting down at his or her desk at work each day last week.
Voice Assistant: Imagine that [voice assistant] can be activated accidentally based on hearing the wake word when
the user didn’t actually intend to issue a command. This might happen if a user says the wake word when talking to
someone else, or even when an actor in a TV commercial says it. This could allow [voice assistant] to know the content
of some of the user’s conversations when they don’t mean to talk to the device.
Sensor: Accelerometer, GPS (activity tracker); Microphone (voice assistant)

S3 Activity Tracker: Imagine that instead of time spent sitting down in a location, a wearable sensor device could use
information about a user’s movements and location to count how many times [he or she] went to the bathroom yesterday.
Voice Assistant: Imagine that it’s possible to use [voice assistant] while preparing meals, to read recipes and provide
cooking instructions. This means that it would have access to information about ingredients, cooking methods, and
meals the user prepares, and could determine how healthy a person is based on his or her eating habits.
Sensor: Accelerometer, GPS (activity tracker); Microphone (voice assistant)

S4 Activity Tracker: What if an app were able to use information from a wearable sensor device to observe something
about the user’s environment based on their movements and altitude, like how many levels/floors there are in the user’s
home? What are some reactions you think other people might have to a device that could know that?
Voice Assistant: What if [voice assistant] were able to use information from past voice commands to observe something
about the user’s home environment, like how many different guests or visitors the user has over? This could happen
based on analyzing things like vocal pitch and speaking patterns, or the number of different voices in the background
when a command is spoken.
Sensor: Altimeter (activity tracker); Microphone (voice assistant)

S5 Activity Tracker: Imagine that it is possible for a system that uses wearable sensors to know whether a user has young
children at home or not. This could be possible based on information about the user’s movements, and GPS locations of
places they visit, like playgrounds and parks.
Voice Assistant: Imagine that it’s possible for [voice assistant] to figure out whether the user is a parent who has a baby
or toddler at home? This could be possible based on the content of the commands issued to the system, or the vocal
pitch of the user, especially if a child asks [voice assistant] questions or directs it to play music.
Sensor: Accelerometer, GPS (activity tracker); Microphone (voice assistant)

S6 Activity Tracker: Imagine that a system could estimate a user’s weekly carbon footprint, and rank it against the carbon
footprint of other users in their area. A wearable sensor device that can detect a user’s movements and identify [his or
her] GPS location can use this information to figure out when the user is in a moving vehicle, and estimate the carbon
footprint based on that.
Voice Assistant: Imagine that [voice assistant] could estimate how safe or unsafe the user’s neighborhood is, and rank it
against the safety level of the neighborhoods of other users in their region. This could be possible if at the same time as
it is listening for the wake word, it is also listening for the sound of gunshots inside the home or nearby. Information
about whether there has been gunfire at a location could be used to make a ranked list of each property and average that
across a neighborhood.
Sensor: Accelerometer, GPS (activity tracker); Microphone (voice assistant)

Table 2: Text of the hypothetical scenarios read to participants. The text in [brackets] was replaced by the terminology the
participant used during the interview to refer to the technology they had experience with. The first two voice assistant interviews
(DA01 and DA02) used a different Scenario 3, about detecting stress based on vocal pitch and speech patterns. However, both
participants strongly felt this scenario was not believable, so the scenario was revised for the remaining interviews. (Note that
detecting stress levels from audio data is actually feasible [3, 25, 28].)
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Abstract
Smartphone owners often hand over their device to another

person for temporary sharing, such as for showing pictures
to a friend or entertaining a child with games. This device
sharing can result in privacy concerns since the owner’s per-
sonal data may become vulnerable to unauthorized access.
Existing solutions have usability problems and neglect hu-
man factors of sharing practices. For example, since device
sharing implies trust between people, explicitly hiding data
may signal mistrust. Besides, an owner may fail to enable a
sharing-protection mechanism due to forgetfulness or lack of
risk perception. Therefore, we propose device sharing aware-
ness (DSA), a new sharing-protection approach for temporar-
ily shared devices, which detects a sharing event proactively
and enables sharing protection subtly. DSA exploits natural
handover gestures and behavioral biometrics for proactive
sharing detection to transparently enable and disable a de-
vice’s sharing mode without requiring explicit input. It also
supports various access control strategies to fulfill sharing
requirements imposed by an app. Our user study evaluates
handover detection over 3,700 data clips (n=18) and compre-
hensive device sharing processing over 50 sessions (n=10).
The evaluation results show that DSA can accurately detect
handover gestures and automatically process sharing events
to provide a secure sharing environment.

1 Introduction

Prior research shows that it is common for smartphone users
to temporarily share their devices with another person for trust

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
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and convenience [20, 31]. For example, a smartphone user
may show pictures stored on the phone to a friend or hand
over the device to a child to play games. This device sharing
can result in negative experiences due to all-or-nothing access
control [12]. Liu et al. [27] report that 86% of the participants
in their user study always kept their phone in sight when
sharing, which puts an extra burden on the owner and may
make the sharee feel mistrusted. (We use the terms “owner” to
refer to a smartphone owner sharing their device and “sharee”
to refer to people a device is shared with.) Hang et al. [12]
report that the majority of participants in their user study
wanted the ability to share only specific apps and features.

Existing solutions for temporary device sharing empha-
size how to impose access restrictions on sensitive apps and
data during sharing. They allow the owner to add a guest
account [17], pin an app [15, 16], or launch apps with limited
features (e.g., a camera app without a view of existing pic-
tures) when the device is locked. However, most solutions
require an explicit action from the owner before sharing the
device. Vulnerabilities arise when humans are forgetful [36]
or lack risk perception of certain situations [4]. Owners may
forget to switch to the guest account or to pin an app before
sharing. Furthermore, sharing behavior is closely related
to trust [38]. An owner explicitly enabling these solutions
signals mistrust for device sharing between the owner and
sharee [1, 13, 20, 30, 32]. Besides, these solutions are inad-
equate for some sharing scenarios. A guest account works
well to entertain children with a game but not for temporary
sharing with spouses. Pinning an app grants access only to
the current foreground app. It is insufficient when a sharee
needs access to multiple shareable apps.

We introduce device sharing awareness (DSA) to address
when to enable device sharing solutions. DSA should: 1)
proactively detect device sharing instead of requiring an
owner to remember performing a predefined action, 2) contin-
uously identify the owner to prevent unauthorized access and
ensure that only the owner has full access, 3) be exception-
resistant to automatically handle possible false detection or
exceptions and mitigate the exposure of sensitive resources.
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For an outcome of device sharing awareness, DSA should pro-
vide flexible access control to choose an appropriate strategy
based on the current app type.

To fulfill the above requirements, DSA automatically deals
with all aspects of a device sharing event with little to no input
from the device owner. For subtle and fast sharing detection,
DSA continuously senses for device handover gestures us-
ing motion sensors and verifies the owner’s identity using
behavioral biometrics with high accuracy and low power con-
sumption. Behavioral biometrics alone may make it hard
to distinguish a sharing event from unauthorized access and
rapidly react to the sharing event. When detecting a sharing
event (or upon manual activation by an owner), DSA can en-
able app-level access control using allowlisting or blocklisting.
Besides, it allows the shared app to adopt its sharing-specific
access control strategies (if available). Other apps are also
notified of the device sharing by DSA and can adopt their
own sharing reaction (e.g., de-authenticating a user).

We conducted a user study and collected data from 18 par-
ticipants to evaluate DSA. Our evaluation over 3,700 motion
data clips shows that DSA can detect handover gestures ac-
curately for 95% of the sharing events. On a public dataset
containing 81-hour phone usage data from 100 users [40],
DSA generated only 0.9 false positives per hour of continu-
ous device use. For an average daily smartphone use of about
three hours [11], DSA will generate about three false positives
a day. We also tested the device sharing processing ability
of DSA with a popular touch-based implicit authentication
(IA) solution [10], which includes 50 complete device shar-
ing sessions. DSA succeeded in detecting handover gestures
in 48 sessions, and automatically handled 41 sessions with-
out exceptions while its exception processing additionally
recovered six sessions. DSA adopts adaptive sensing, and
consumes 0.11% of battery per half hour at high-frequency
sensing when there is significant movement, and consumes
only 0.06% of battery per half hour at low-frequency sensing.

Our main contributions include: 1) A demonstration of the
ability of low-cost proactive sharing detection using smart-
phone built-in sensors. 2) An open-source solution for An-
droid1 that secures sensitive data during device sharing, while
mitigating human factors of forgetfulness and mistrust. 3) An
extensive evaluation to demonstrate its practicality in terms
of accuracy to detect sharing and battery consumption. 4) A
public, labelled motion sensor dataset with over 3,700 sharing
gesture clips for the research community.

2 Related work

Device sharing surveys. According to recent surveys, mo-
bile device sharing is common in people’s daily life [31]
and even a systemic practice in some regions (e.g., South

1The source code and the dataset are available at https://github.com/
cryspuwaterloo/DSA-Framework

Asia [1, 4, 35]). Reasons for device sharing are not limited
to economic consideration, help, convenience, or access to
specific features. As a social and cultural practice, it is also
driven by the need for maintaining social relationships and
signaling trust among people [1, 4, 30]. However, as revealed
by extensive qualitative studies [1, 20, 31], people still have
privacy concerns over sharing their mobile devices given pos-
sible device misuse and exposure of sensitive or private data.
For example, a social networking app may keep a user logged
in due to its single-user design. A sharee can move to that
app during sharing and access restricted data or functionality.
Access control for device sharing. Researchers have studied
smartphone owners’ security and privacy concerns with shar-
ing different apps and called for access control mechanisms
for device sharing [12,20,24,31,35]. Studies [12,13,20] show
that all-or-nothing access control cannot meet the need for
device sharing from both security and convenience aspects.
Koushki et al. [24] show that app- or task-level access control
can significantly reduce unnecessary or missed interventions
compared to all-or-nothing access control. xShare [27] en-
ables the owner to specify the resources to share and offers
a restricted mode for the sharee but requires modification
to the operating system. DiffUser [33] establishes a multi-
user security model for Android smartphones, but it requires
creating different accounts to apply different access control
rules. SnapApp [6] adopts a time-constrained access control
model where a short sliding gesture can activate a 30-second
usage session. This scheme reduces the authentication over-
head and enables quick device sharing, but the attacker can
still launch an attack within the session. TreasurePhone [37]
considers both environmental and user contexts to realize
context-dependent access control to groups of apps. Overall,
most existing systems need manual activation and lack inter-
action with third-party apps to secure sensitive resources. In
comparison, DSA enables smartphones to proactively detect
device sharing without being manually activated by an owner
and provides flexible access control.
Trust. As trust is an important motivation of device sharing,
we also need to take trust into account when designing device
sharing solutions. A guest account for socially close sharees
is deemed inappropriate since it signals mistrust [20, 30]. Ex-
plicitly hiding certain apps may also imply a lack of trust [1,4].
Recent device sharing proposals have explored how to protect
sensitive resources while not compromising trust. Seyed et
al. [38] propose a modular smartphone comprising of multiple
access-controlled hardware components to address the trust
and convenience issues of device sharing. PrivacyShield [34]
provides a subtle just-in-time privacy provisioning system,
which enables the owner to quickly enable an access control
rule by entering pre-defined touch gestures. Ahmed et al. [2]
adopt two accounts for shared use and secret space, respec-
tively, which can be accessed via the same interface but with
different passwords. To address the trust issue, DSA takes
control of the entire sharing process proactively and auto-
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matically so that smartphone users do not need to specify or
enable access control rules in front of a sharee. Note that DSA
emphasizes the subtlety of enabling a device sharing solution.
It does not try to hide from a sharee that the device is currently
in a restricted environment, which is a design problem [1].
Achieving this goal reliably requires tremendous efforts of
app developers to redesign their apps [2].
Activity detection. DSA uses smartphone motion sensors to
detect a sharing event based on hand movements. Existing
work [3, 28, 39] focuses on using motion sensors to detect
specific hand gestures. DSA detects natural device handover
gestures continuously so that owners do not need to remember
to perform a pre-defined gesture for device sharing. Vaizman
et al. [41, 42] propose a multi-modal system that uses various
sensors on smartphones and smartwatches to recognize a
person’s behavioral context in natural environments, which
is close to our purpose of detecting a sharing gesture in the
wild. However, unlike behavioral contexts, such as walking
and running, a sharing gesture lasts only one to two seconds
and is not a repetitive or periodical activity. Nevertheless, we
follow the feature selection from existing work [25, 41] to
train our gesture detection model.

3 Device Sharing Awareness

3.1 Modeling temporary device sharing

Temporary device sharing is a social activity where a device
owner shares certain resources on the phone with one or sev-
eral sharees. The device sharing scenario targeted by our
work is: The device is initially with its owner, and the owner
directly hands it over to a sharee as a signal of granting tempo-
rary access. During sharing, a sharee should not have access
to sensitive resources, including personal data (e.g., messages,
photos) and critical operations (e.g., deleting files). We do
not study device sharing where the device is initially not with
its owner, or where a sharee can access the device indirectly
(e.g., the owner puts the unlocked device on a table to pass
the device) or without the owner’s presence. Traditionally,
this kind of sharing is enabled with separate user accounts or
PIN sharing [1, 30]. We discuss this case in § 6.

We describe a sharing event with the following three-stage
device sharing model:

1. Pre-sharing. The owner initially holds the phone. The
owner unlocks the device and opens the app that contains
the resources to be shared. Then, the owner passes the
device to the sharee.

2. Sharing. The sharee holds the device and starts using
the opened app. During sharing, the sharee should be
able to access only the specified resources for sharing.
For the multi-sharee scenario, sharees may pass around
the device, but we still regard it as a single sharing event.

3. Returning. The (last) sharee finishes using the device
and returns it to the owner. A sharing event ends only
when the current user is confirmed to be the owner.

We define the shared app as the foreground app at the
moment when sharing is initiated. Based on the owner’s
preferences, a sharee may be allowed to access further apps
during sharing. The term shared app always refers to the
original one.

3.2 Limitations of existing sharing solutions
Many technical solutions have been proposed to protect sen-
sitive information from unauthorized access on a shared de-
vice. We classify these solutions into four categories based
on their scopes and methods: 1) Guest accounts create an
independent environment for sharees without access to the
personal data of a device owner. However, it prevents sha-
rees from accessing non-sensitive resources only available on
the owner’s account (e.g., non-sensitive photos, a public post
on the owner’s social networking app). 2) App locks (e.g.,
Samsung S Secure [7], Norton App Lock [26]) make an app
require credentials (e.g., a PIN) for launching the app. App
locks provide all-or-nothing access control: a device owner
can only choose from sharing the entire app or nothing. It
introduces unnecessary authentication overhead and does not
apply to many common apps with personal data. For example,
a browser app provides the essential web browsing function
and may store the owner’s passwords for auto-filling. 3) App
pinning (e.g., Android Screen Pinning [16], iOS Guided Ac-
cess [15]) restricts a sharee’s access to the current foreground
app only. While it is handy for single app sharing, it fully
blocks access to other apps but imposes no restrictions on ac-
cessing in-app content of the foreground app. 4) Vaults (e.g.,
App Vault [18], Private Space [14]) allow owners to hide apps
and files from sharees. A common practice is to provide two
interfaces for shared access and private access, respectively.
It provides finer-grained control over the shared resources
compared to the other methods. However, vault solutions
have been found to provide limited stealth functionality [2]:
1) Most vault apps on the market still provide an entry point
that reveals the existence of a hidden vault. 2) They may only
apply to specific file types (e.g., photos, text, videos).

There are still several gaps between the current practices
and a desired device sharing solution:

1. Lack of subtlety. Ahmed et al. [1] have found that the
act of locking or pinning an app or data may incur so-
cial challenges and raise suspicion, especially when it
comes to device sharing with family members. Thus, a
device sharing solution should be activated subtly and
automatically by the device.

2. Relying on a user’s explicit input. Many device shar-
ing solutions require a user to manually trigger them. A
user’s forgetfulness or lack of risk perceptions [4] can
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cause inaction to device sharing, resulting in the expo-
sure of sensitive data. Besides, relying on a user’s input
can also result in poor usability since an owner may need
to take additional steps (e.g., enter a PIN for app locks)
to access certain resources during regular phone use.

3. Coarse-grained access control. Many solutions follow
a simple access control model to grant all or nothing
access to each app. However, it is preferable to give
apps the option to adapt their own fine-grained access
control strategies during sharing. For the browser app
example, a sharee should be allowed to browse the web
without accessing the owner’s data.

As existing device sharing solutions [2, 6, 34] mainly ad-
dress how to protect sensitive resources from unauthorized
access during sharing, we focus on a novel perspective, device
sharing awareness (DSA), to address when to (de-)activate
such solutions. The device should be able to detect device
sharing and identify the owner proactively and transparently.
We present the following example to illustrate how DSA is
expected to handle device sharing automatically:

In a coffee shop, Owen shares with his friend, Shannon,
a bunch of travel photos stored on his smartphone. When
he hands over the phone to Shannon, DSA automatically
detects the sharing activity and notifies the gallery app so
that the app can hide all photos labeled as private. At the
same time, all notifications from messaging apps are silenced.
During sharing, DSA allows Shannon to be redirected to
the Map app by the location metadata of photos but not to
move to any social networking apps to post photos. After
Shannon finishes browsing the photos and returns the device,
the system recovers as before the sharing activity.

3.3 Sharing detection

For minimizing the restrictions on an owner, a device shar-
ing solution is supposed to take effect only when there is an
ongoing sharing event. Therefore, an important requirement
of device sharing awareness is to proactively determine the
beginning and the end of a device sharing event. According
to the device sharing model, we emphasize two factors for
sharing detection: sharing gestures and owner detection. A
sharing gesture is an indicator of a sharing event and implies
that the owner authorizes the sharee to access the phone. We
regard manual activation methods adopted by existing sharing
solutions as explicit sharing gestures (e.g., buttons, touch-
screen swipe gestures, and shortcut keys [15, 16, 34]). They
explicitly indicate the beginning of a sharing event and trigger
sharing solutions immediately. However, for subtlety and less
reliance on explicit input, we also exploit an implicit sharing
gesture, the device handover gesture, which can be directly
sensed from the natural hand movements when the device is
handed from one person to another. In this paper, we mainly
investigate the detection of the device handover gesture.

While a handover gesture indicates the beginning of a shar-
ing event, we cannot use it to determine the end of a sharing
event since there may be multiple sharees passing around
the device. Here, verifying the user’s identity is essential:
While a non-owner user is temporarily allowed to access the
device during sharing, the device should ensure that the cur-
rent user changes back to the owner at the end of a sharing
event. A common practice for de-activating the sharing mode
is to ask for explicit authentication (e.g., a PIN) to ensure the
device has been returned to the owner. DSA should be able
to determine if the current user is the owner proactively and
transparently. It can be achieved by continuous and implicit
authentication: A device can distinguish the device owner
from other people based on biometrics, including continuous
facial recognition [8, 29], voice recognition [44], or implicit
authentication (IA) based on behavioral biometrics [19, 22].
In addition to determine the end of device sharing, owner
detection can complement a device sharing solution in cases
where a handover gesture is detected erroneously and can
avoid false activation of the sharing mode.

Detecting sharing events based on owner detection alone,
ignoring handover gestures, is insufficient. It is hard to distin-
guish a sharing event from unauthorized access of a stranger
(e.g., a stranger using an unattended, unlocked phone with-
out permission) since a non-owner user can be detected in
both cases. Besides, continuous facial recognition may cause
significant power consumption; voice recognition and behav-
ioral biometrics require sufficient input data for identification,
making the device slow to react to a sharing event. Thus, a
crucial problem is how to combine handover detection and
owner detection for detecting sharing events.

3.4 App types
Most sharing solutions impose access control on sharees to
avoid access to sensitive resources. We name this restricted
environment for device sharing as the sharing mode. Many
apps contain both shareable and non-shareable content, while
some apps may involve redirection to other apps to process
specific requests. Thus, existing solutions that only restrict
the sharee to the current foreground app cannot fulfill these
requirements. Based on whether resources in an app are
shareable and existing taxonomies [13, 27], we classify apps
into the following three categories:

• Shareable apps. Apps that are completely shareable
without any sensitive resources, such as games or
weather apps. A sharee has full access to such apps.

• Semi-shareable apps. Apps that contain both shareable
and non-shareable resources, such as social networking
or photo gallery apps. A sharee can access the shareable
resources during sharing without access to personal data
and sensitive operations in such apps.

• Non-shareable apps. Apps that contain no shareable
content, such as system settings, banking, or corporate
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apps. During sharing, a sharee should have no access to
such apps. Specifically, corporate apps have higher secu-
rity requirements and need to react to the sharing event
even when running in the background (e.g., terminate
the session, disconnect from a remote service).

Our goal is to design a device sharing access control strat-
egy that meets the requirements of different kinds of apps.
Moreover, we need to consider some special apps or compo-
nents such as the home screen and the notification bar, most
of which are provided by the system launcher in Android.

3.5 Threat model
Device sharing involves two kinds of roles: an owner and one
or more sharees. A malicious owner is out of the scope of
DSA since the owner can disable DSA and launch attacks on
a sharee (e.g., accessing a sharee’s account that is not properly
logged out after sharing, or sniffing passwords the sharee en-
ters on a website). Instead, we focus on attacks from sharees.
We classify sharees into two categories: A benign sharee uses
only the specified resources without any intention of accessing
sensitive information or other apps during sharing. However,
a benign sharee can do accidental mis-operations that expose
private data (e.g., switch to other apps). It is also possible that
some apps may push notifications that contain sensitive in-
formation to a benign sharee (e.g., an email notification with
a preview). A malicious sharee targets other apps than the
shared app and intends to access private information during
sharing. They may try to leave the current app and access
unauthorized resources. A malicious sharee may be aware of
the existence of the protection mechanisms, such as screen
lock and implicit authentication, and attempts to bypass them.
A malicious sharee may also know of the existence of our
proposed solution and launches attacks accordingly.

4 System design

We now introduce the design of our framework. We present
how DSA works based on different states, its main modules,
complete workflow, and exception handling strategies.

4.1 State transition
We define three states of a device: normal, sharing, and
locked. In state “normal”, the user has full access to the de-
vice. In state “sharing”, the user has limited access to the de-
vice and cannot access sensitive resources. In state “locked”,
the user has no access to the device and needs to explicitly
authenticate. Fig. 1 shows the state transition among the three
states. Existing app pinning solutions fully rely on manual
operations to switch among the three states (see Fig. 1 Loop
1⃝): 1) pin an app to start sharing (i.e., limit access only to the
current foreground app), 2) unpin an app to end sharing and

Normal Sharing LockedPin Unpin

Gesture 
detected

Violation
detected

Owner 
identified

Non-owner detected

Unlock

Fail to unlock

state manual operation automatic detection

① ①③

①③

②③

②

Figure 1: State transition of device sharing. Three sharing
loops: 1⃝ explicit sharing loop (manual option), 2⃝ implicit
sharing loop (handover gesture + owner detection), 3⃝ hybrid
sharing loop (handover gesture + manual unlock).

lock the device, 3) authenticate the user to return to normal
state. DSA keeps this loop to allow users to start or end the
device sharing manually.

Following § 3.3, we introduce an implicit sharing loop (see
Fig. 1 Loop 2⃝) as a new trigger mechanism: 1) Sharing:
If DSA detects a handover gesture, the state changes from
“normal” to “sharing”. 2) Returning: If DSA confirms the
owner’s identity, the state changes back to “normal”. Note
that detecting a handover gesture, which may occur when a
sharee returns the device, cannot be used to end a sharing
event given possible multi-sharee cases or gesture spoofing
attacks (i.e., the sharee fakes a handover gesture). In the im-
plicit sharing loop, DSA can handle device sharing and secure
sensitive resources without locking the device or asking for
manual actions by the owner. However, state “locked” is
still useful for processing violations (see § 4.6). DSA allows
a hybrid sharing loop (see Fig. 1 Loop 3⃝) where DSA de-
tects a handover gesture to move into sharing state while the
owner or sharee have to manually end sharing, and explicit
authentication is required to move back into state “normal”.

4.2 Handover detection
We use the device handover gesture as a trigger of an implicit
sharing loop. A handover gesture lasts only a few seconds and
does not occur frequently. Compared to the typical gesture
recognition problem, a handover gesture is performed in a
natural manner rather than a specified motion (e.g., drawing a
circle). The key to handover gesture detection is to study the
common patterns of handover gestures and distinguish them
from similar motions (e.g., switch hand).
Pilot experiments. We conducted a pilot experiment to inves-
tigate possible handover gesture patterns for feature selection:
one experimenter, acting as a device owner, handed over
a Google Pixel phone to another person (i.e., sharee) with
two different position settings: 1) the owner handed over the
phone from their right hand to the sharee sitting in front of
them; 2) the owner handed over the phone from their right
hand to the sharee sitting next to them. Each setting was
repeated ten times. We collected data from the accelerometer
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Figure 2: Handover patterns. 1. (horizontal movement): the
device travels a distance in the xy-plane, where acceleration
follows a sine curve like pattern; 2. (spike): When the sharee
catches the device, a spike appears on the z-axis of accelera-
tion; 3. (rotation): the device is rotated either by the owner or
by the sharee to adjust the orientation.

and gyroscope at a sampling rate (denoted as fs) of 50Hz.
We use a software linear acceleration sensor provided by An-
droid, which isolates gravity from raw acceleration data with
the help of the gyroscope. The collected data includes linear
acceleration and rotation speed on the three axes.

According to the collected sensor data, we observed that
the length of a handover gesture is about two to four sec-
onds. We also observed three patterns and exemplify them
in Fig. 2. The observation shows the possibility to detect
a handover gesture with motion sensors. It also helps us in
determining features and targeting possible misleading activ-
ities that share similar patterns with handover gestures. For
example, the acceleration readings of a horizontal hand move-
ment follow a sine curve like pattern, which can be described
by time-domain waveform features. A spike on the z-axis of
acceleration resulting from a slight fluctuation of catching a
device can be captured by entropy-based features. A mislead-
ing activity with similar patterns is a user’s passing the device
from their left hand to their right hand (i.e., switching hand).
Feature extraction. To proactively detect handover gestures,
the device continuously collects motion data from the ac-
celerometer and the gyroscope. We first divide the collected
time series data into fixed-size, overlapping segments, where
the sampling rate is fs, the segment length is d seconds (equal
to fs · d samples), and the interval between the start of two
consecutive segments is p seconds. (Fig. 7 shows an example
of segmentation.) The choices of d and p affect the detection
performance. If d is too small, it is hard to capture the han-
dover patterns from a data segment; if d and p are too large,
it takes more time to capture handover. We investigate the
impact of different settings on detection performance in § 5.

After segmenting the raw data, we extract the following fea-
tures for each segment: We first calculate the magnitude of lin-
ear acceleration, m =

√
a2

x +a2
y +a2

z . Together with each axis
of linear acceleration and gyroscope data, we use common
statistics widely adopted in gesture detection [3] and activity
recognition [25] including: average, standard deviation, max-

imum, 25th percentile, median, 75th percentile, sum, double
integration, and range. Also, we measure root mean square
(RMS) [9] of the readings to capture time-domain wavelet

patterns: RMS(v) =
√
(v2

0 + v2
1 + · · ·+ v2

n−1)/n, where v =

{v0,v1, ...vn−1} is a series of n sensor readings. Value and
time entropy [41] measure sudden changes in a signal. We
calculate the value entropy by quantizing all magnitude values
to a 20-bin histogram for a moderate granularity. For time
entropy, we normalize all sensor readings to form a proba-
bility distribution and calculate H(|v|) =−∑

n
i=0

|vi|
∑ |v| log |vi|

∑ |v| .
Furthermore, to include correlations between different axes,
we calculate the correlation coefficient between every two
axes. In total, there are 87 features.
Classification. Based on the extracted features, DSA uses
a pre-trained classifier to determine if the current segment
belongs to a handover gesture. We adopt an offline learning
strategy and train a generic classifier before deploying the
system. For an online strategy, data labelling is challeng-
ing since it may need a user’s feedback to position a sharing
event. Besides, our evaluation results in § 5 show the feasi-
bility of applying a generic classifier to different users. To
reduce false positives, we use a sliding window strategy that
makes decisions based on several consecutive segments: if
two consecutive segments are classified as positive, the sys-
tem concludes that a sharing event is happening.
Adaptive sensing. Given that proactive handover detection is
always running in the background, its power consumption is a
concern. We adopt an adaptive sensing strategy to reduce bat-
tery consumption. The accelerometer and gyroscope initially
collect raw motion data at a sampling rate at 10 Hz. When
significant movement is detected (i.e., the acceleration magni-
tude exceeds a pre-defined activation threshold), it switches
to a high sampling rate of 50 Hz and conducts handover de-
tection. When the device is stationary for a period of time,
the sampling rate is lowered to 10Hz. This strategy reduces
unnecessary computations when the device is stationary.

4.3 Owner detection

Owner detection is provided by continuous and implicit au-
thentication (IA) mechanisms. DSA relies on IA results to
determine if the current user is the owner or not. Biometric
mismatch results in a negative IA result, indicating that the
current user is not the owner. In state “normal”, IA mecha-
nisms are running continuously to prevent unauthorized ac-
cess from non-owner users. They will lock out the current
user upon negative IA results. In state “sharing”, IA mecha-
nisms are automatically configured not to block users upon
negative results as they indicate an ongoing sharing event.
Once the IA results change from negative to positive in this
state, DSA regards it as the end of a sharing event.

We incorporate existing IA mechanisms for owner detec-
tion and do not design a new IA mechanism. The selection of
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IA mechanisms should take accuracy, availability, detection
latency, and battery consumption into consideration. Ide-
ally, IA mechanisms with low false rejection rate and low
battery consumption are preferred in state “normal” since a
device is not under sharing most of the time. In contrast, IA
mechanisms with low false acceptance rate and short detec-
tion latency are preferred in state “sharing” to determine if
the device has been properly returned to the owner. Owner
detection can adopt multiple modalities to ensure accuracy
and availability. For example, if touch-based IA produces
a positive result, the device can automatically conduct face
recognition to determine if the current user has changed back
to the owner. It helps to ensure high accuracy with avoiding
battery consumption of continuous facial recognition.

Considering the availability of various behavioral biomet-
rics on smartphones, we use the touchscreen input biometric
and adopt Touchalytics [10], whose reported equal error rate is
below 4%, as the default scheme in our evaluation. Touchalyt-
ics extracts 29 features from touch events to capture behavior
related to acceleration, velocity, duration, orientation, width,
pressure, and trajectory length. It performs classification for
each touch event and authenticates the user based on the re-
sults of several consecutive touch events. According to Khan
et al. [22], the battery consumption of touch-based IA is low
enough for continuous owner detection.

4.4 Access control for device sharing

For improved usabililty, DSA adopts different strategies for
enforcing app-level access control based on the shared app
type. It also notifies apps of sharing status changes so that a
shared app can change its behaviors to a shared mode. The
common app-level access control strategies involve: 1) Block-
list. A device owner can determine a list of non-shareable apps
that cannot be accessed by a sharee. In state “sharing”, the
system rejects all access attempts to the apps on the blocklist.
Besides, hiding non-shareable apps is also applicable to block
a sharee’s access in a subtle way. 2) Allowlist. A sharee is
only allowed to access a list of shareable or semi-shareable
apps. App pinning methods can be regarded as a kind of
allowlist that makes only the current foreground app available
to a sharee. 3) Profile switching. Mobile operating systems
(e.g., Android) organize user data in profiles and allow the
programmatic switching of an app’s profile [5]. It enables
a sharee to use a semi-shareable app without accessing the
owner’s data. If this feature is not available, an app can switch
a profile as part of in-app sharing control (see below).

While an owner can configure access control strategies for
different apps, DSA can infer what access control strategy to
adopt: In most cases, DSA sets the current foreground app
as a shared app and automatically adopts an allowlist-based
strategy to restrict a sharee’s access to the shared app and
any shareable or semi-shareable apps redirected to from the
shared app. If there is “no app” running in the foreground
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sharing 
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Sharing
gesture
detector
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mechanisms
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state
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service
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Figure 3: DSA architecture.

(e.g., the current foreground app is a launcher or home screen),
DSA enables blocklist-based access control.

In addition to app-level access control, an app may have
its own device sharing control strategies. Possible options
include switching to guest mode, disabling user-specific con-
tent, logging out the owner’s account, etc. For example, a
camera app can provide only the camera function without
revealing any local photos. As suggested by existing stud-
ies [1, 2], it is important for apps to incorporate the “shared
use" paradigm into their current design to provide more fine-
grained in-app sharing control. In this case, DSA can provide
important device sharing notifications to these apps to help
them decide whether to enable such a shared use design.

4.5 DSA workflow
Fig. 3 shows the architecture of DSA. The high-level work-
flow of DSA follows the three stages introduced in the device
sharing model in § 3.1.
Pre-sharing. The sharing gesture detector and the owner de-
tector run continuously. At state “normal”, the owner detector
is performing continuous authentication to reject non-owner
users. Once a handover gesture is detected or the owner ex-
plicitly starts the sharing mode, the DSA service updates the
current state to “sharing” and adopts an access control strategy
according to the current foreground app. It also broadcasts
the device sharing signal to other apps so that they can enable
their own sharing mode or other reactions such as requesting
re-authentication for the next access.
Sharing. The device is in state “sharing” and the sharing
mode is enabled. The foreground app scanner continuously
checks if the sharee is authorized to access the current fore-
ground app. It rejects any unauthorized access to sensitive
resources based on the access control strategy by redirecting a
sharee to the shared app given possible mis-operations. If the
mis-operations reach a pre-defined threshold, the DSA service
locks the device. The notification listener intercepts incoming
notifications to filter out the ones from non-shareable and
semi-shareable apps. The blocked notifications are temporar-
ily stored during sharing. The owner detector keeps verifying
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if the current user is the owner and stops blocking non-owner
users (i.e., negative IA results).
Post-sharing. Once the current user is identified as the owner
or the owner manually ends sharing and passes explicit authen-
tication, the DSA service updates to state “normal”. The DSA
service notifies the foreground app scanner and the notifica-
tion listener for lifting the access restrictions. The notification
listener shows the owner all cached notifications that were
missed during sharing. The owner detector resumes to defend
against unauthorized access from non-owner users. The DSA
service then broadcasts the state change to other apps so that
they can revoke the changes made for device sharing.

4.6 Exception processing
As the implicit sharing loop allows DSA to handle device shar-
ing automatically without a user’s explicit input, exceptions
may occur, resulting from false detection, mis-operations, or
attacks, and cause security or usability issues. It is critical
to have an exception processing mechanism to recover from
exceptions and mitigate their negative impact. Specifically,
it needs to minimize the chance of sensitive resources ex-
posed to a sharee. We classify exceptions into four types and
provide solutions accordingly. In addition, in our user study
(see § 5.3), we investigated the exceptions that DSA may
encounter and how efficiently it handled these exceptions.
Non-owner user detected in state “normal”. When the
owner detector detects a non-owner user, it locks the device
and asks for re-authentication, such as a PIN code or
password. There are three situations: 1) the current user is
an attacker, and the owner detector successfully prevents
unauthorized access, which is not an exception of device
sharing; 2) the current user is the owner, and the owner
detector falsely rejects the owner, which is a failure of the
adopted IA mechanism; 3) the current user is the sharee, and
the owner detector makes a correct detection, but the sharing
gesture detector failed to capture the sharing event. Therefore,
we need to distinguish the second and third situations. If
the user passes re-authentication, the DSA service prompts
a dialog to confirm if a sharing event was initiated. If so, it
updates the sharing state and starts the sharing mode.
App exception. An app exception happens when a sharing
event is detected but the current foreground app is invalid. It
can be one of the following invalid apps: 1) a non-shareable
app: DSA blocks the access and re-authenticates the owner. If
the non-shareable app is logged in with the owner’s account,
the current session of the app will be immediately ended.
2) system launcher: it provides entry points to all apps on
the smartphone. Since no app is specified for sharing, DSA
applies a blocklist-based access control strategy. The sha-
ree is prevented from accessing non-shareable apps, and the
notifications of non-shareable apps are hidden.
False positives of the handover detector. If the handover
detector falsely detects a handover gesture when there is no

Sharing
detected

Owner
identified

15:45:25.300 I/HandoverDetection: Sharing detected
15:45:25.353 I/AccessControl: Sharing mode
15:45:25.354 I/DSAService: Broadcast sharing state
15:46:19.588 I/OwnerDetection: IA result: owner
15:46:19.588 I/DSAService: Return confirmed
15:46:19.660 I/AccessControl: Normal mode

Notifications hidden Sharing

Notifications recovered Normal

Normal

Truncated log view

Sensitive notifications of
owner’s downloaded files

Figure 4: DSA Service Example: 1) At 3:45pm, DSA de-
tected a sharing event and enabled the sharing mode; 2) Dur-
ing sharing, sensitive notifications were hidden, and DSA
broadcast the sharing signal; 3) At 3:46pm, DSA identified
the owner and ended the sharing mode with recovering the
hidden notifications. Note: the first icon in the notification
bar means the device is connected to a computer (for logging
purposes); the second icon indicates that DSA Service is run-
ning; the third and fourth icons are the sensitive notifications.

sharing event, the DSA service still moves to state “sharing”,
which causes inconvenience to owners. However, the owner
detector can help correct false positives. If the owner contin-
ues using this app, the owner detector can identify the owner,
and the system moves back to state “normal”. Even if the
owner detector also happens to make a false detection and
mistakenly regards the owner as a sharee, the owner can still
explicitly end the sharing mode and re-authenticate. In § 5.2,
we evaluate how the owner detector addresses false positives.
App redirection. A shared app may involve resources that
redirect to other apps, such as a URL to be opened in a
browser. DSA allows redirection to shareable and semi-
shareable apps. Note that an app can activate its sharing mode
by acquiring the sharing state from the DSA service at startup.

4.7 Implementation
We implement our demo DSA solution on Android as a ser-
vice and release the source code1. Developers and researchers
can incorporate DSA into their device sharing solutions for
automatic (de-)activation. Developers of third-party apps can
set up a broadcast receiver to obtain the sharing notifications
from the DSA service for enabling their in-app sharing control.
Fig. 4 illustrates the log view and the changes of the notifica-
tion bar at different states of an implicit sharing loop to reflect
how DSA automatically handles device sharing. We can see
that DSA automatically hid the sensitive notifications after de-
tecting a handover gesture and recovered them once the user
changed back to the owner. During this process, the owner
did not need to manually enable and disable the sharing mode.
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5 Evaluation

We first evaluate handover detection as it plays an important
role in starting the implicit sharing loop. Then, we test how
DSA coordinates handover detection and owner detection to
automatically handle sharing events. We received approval
from our IRB for the user study reported in this work.

5.1 Evaluation setup

Study description. We conducted a user study advertised
as “the evaluation of context detection techniques for smart-
phone sharing”, and recruited 18 participants (5 females and
13 males) through word-of-mouth advertising. Eleven partic-
ipants were between 18–29 years, five were between 30-39
years, and two were above 40 years of age. 13 participants
were related to the field of Computer Science and the rest
were in non-related fields. The study consisted of two parts:
handover detection and device sharing. Participants chose to
complete the first part only or both parts. 10 of 18 participants
completed both parts. Participants received $25 remuneration
for completing the whole study ($15 for completing the first
part only). Due to the pandemic, most experiments happened
remotely, and participants were instructed and supervised us-
ing a videoconferencing platform. Participants could choose
to use a provided experiment smartphone or to install a data
collection app on their devices. The phones recorded in the
evaluation include Google Pixel, Google Pixel 3, Samsung
S8, Xiaomi Redmi 5, and Huawei P9.
Model setup. For the detection of handover gestures, we used
Support Vector Machines (SVM) and Neural Networks (NN)
to train the gesture detection model and use it for classifi-
cation. Considering the NN model’s superior performance
and the increasingly mature support for NN on today’s smart-
phones, we adopted NN in our evaluation. The input layer
of the NN is the feature vector (size=87) of each segment.
The model includes two hidden fully-connected layers using
ReLU as the activation function: one 64-neuron layer and
one 48-neuron layer. We apply 10% dropout in between two
hidden layers to reduce overfitting. The output layer uses
Sigmoid as the activation function since our gesture detec-
tion is a binary classification task. We use the cross entropy
loss function and Adam optimizer for model training. We set
the number of epochs as 120 and the batch size as 128. For
the training set, the positive instances were from handover
gestures, and the negative instances were from movements
sharing similar patterns with handovers. Given the low fre-
quency of sharing events in practice, an imbalanced training
set reflecting the actual distribution may make the model fo-
cus on detecting non-handover gestures [21]. Thus, we adopt
a balanced training set where positive and negative instances
are evenly distributed, and use 10% of the data for validation.
Metrics. Handover detection involves segmenting motion
data, classifying each segment, and making decisions based

User# 1 2 3 4 5 6 7 8 9 10 11 12
AUC 0.98 0.98 0.98 0.98 0.99 0.99 0.97 0.97 0.97 0.96 0.97 0.96
EER 0.07 0.05 0.06 0.07 0.03 0.02 0.07 0.08 0.03 0.07 0.04 0.09

Table 1: Segment-level experiments: Per-user models.
User# 1 2 3 4 5 6 7 8 9 10 11 12
AUC 0.94 0.96 0.98 0.97 0.99 0.95 0.90 0.90 0.97 0.93 0.94 0.97
EER 0.11 0.10 0.09 0.10 0.04 0.12 0.16 0.15 0.07 0.15 0.11 0.09

Table 2: Segment-level experiments: Cross-user models.

on a number of consecutive segments. For segment-level
classification, we evaluate the classifier performance based
on its receiver operating characteristic (ROC) curve and use
area under curve (AUC) and equal error rate (EER). For
event-level detection, we use precision, recall, and f1-score
to evaluate the overall detection performance under different
settings. To measure the reaction time of each positive gesture
detection, we use its elapsed time after the moment when the
participant receives the instruction to hand over the device.

5.2 Evaluation of handover detection
The first part of our user study evaluated the accuracy of han-
dover detection. Training a gesture detection model requires
both handover (i.e., positive) and non-handover (i.e., negative)
data to distinguish handover gestures from other movements.
Thus, the user study involved two-participant handover tasks
and single-participant non-handover tasks. In the handover
tasks, participants were asked to hand over a smartphone from
either their left or right hand in two directions: 1) Face-to-
face: the owner was in front of the sharee. 2) Side-by-side:
the owner was next to the sharee. Participants also performed
the handover tasks with random directions to provide diverse
handover data, where they randomly adjusted their relative
positions each time. For each pair of participants, one par-
ticipant handed over the device to the other at least 20 times
per direction. Then, they swapped roles and repeated. In the
non-handover tasks, we recorded motion data for activities
having similar patterns with handover, such as switching hand,
putting the device down, rotating the device, and random
movements with combining device rotations and movements
in different directions. All participants completed each single-
participant task (e.g., switching hand) 20 times. Each data
clip of handover or non-handover events lasts 5s to 10s.

In total, we collected 2044 positive and 1737 negative clips.

5.2.1 Cross-user experiments

A pre-trained gesture detection model should work on a new
user (i.e., low user dependence) without retraining. Thus,
we evaluate the cross-user performance of gesture detection
from the perspectives of AUC and EER. A high AUC and
a low EER indicate that a model can distinguish handover
gestures from these activities better. We split each data clip
into segments (d = 2s, p = 1s). For positive events, we focus
on data segments that have 50% overlap with this time interval
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Figure 5: Event-level experiments: impact of different parameters on the detection performance and latency.

and label them as positive segments.We label all the segments
from negative events as negative segments.

First, a cross-user model, which is pre-trained with hybrid
data from multiple users, should have comparable accuracy
as a per-user model. As a reference, we run a 10-fold cross
validation to test the performance of per-user models for 12
participants using the same Google Pixel phone. We split
each user’s data in 10 subsets and use one subset as the test-
ing set and the other nine subsets as the training set for each
fold. As shown in Table 1, the AUCs of all models are above
0.96 while the EERs are below 10%. Then, the cross-user
model is trained with multiple users’ motion data. We adopt
the following protocol: for each participant, we train a model
with 11 other participants’ data and then test it on the chosen
participant’s data. Table 2 shows that the cross-user model
can still provide a high AUC when it is applied to a new
user, where the worst AUC is 0.90 and the worst EER is 16%.
We can observe an increase in EER by comparing cross-user
models to per-user models, which implies a weaker ability
to distinguish a new user’s handover gesture from their other
movements. Nevertheless, we apply a sliding window-based
strategy for sharing event detection (see § 5.2.2) and addi-
tionally apply IA based owner detection (see § 5.3) to further
mitigate false detection. In summary, the results shows that
the gesture detection model can recognize handover gestures
across different users, which imply its low user dependence.

In the appendix, we present cross-device evaluation results
to show model transferability to different devices.

5.2.2 Impact of different settings

As introduced in § 4.2, the choice of segment size d and
interval p affects the detection accuracy. Besides, we adopt a
sliding window-based strategy, where handover detection is
performed over w segments to balance accuracy and detection
delay. Moreover, we use adaptive sensing to save battery
(see § 4.2), and the choice of its activation threshold θ may
affect the detection performance. We divide all events into
10 subsets and adopt 10-fold cross validation. We enable
adaptive sensing only for the adaptive sensing experiments.

Segment size and interval. Intuitively, a larger segment size
d and a smaller interval p provide better ability to cover a
sharing gesture. We tested four d’s (1s,2s,3s,4s) and set p to
achieve a 50% segment overlap. We set w = 2. In Fig. 5(a),
d = 3s provides higher precision compared to d = 2s, but it
takes longer to make a detection. To balance latency and accu-
racy, we set d = 2s. Then, we test three different p’s. Fig. 5(b)
shows that a shorter interval has higher recall, but lower preci-
sion. A larger overlap allows more classifications in the same
period to improve recall and capture a gesture earlier.
Window size. Considering the length of a sharing gesture, we
change the window size from one to three segments at d = 2s
and p = 1s. Fig. 5(c) shows f1-score reaches the highest
(median: 98%) and the average elapsed time is only 2s when
w = 2. When w = 3, the average recall decreases to 81%.
When w = 1, the average precision drops to 92%. This result
shows the necessity of a window-based strategy to avoid false
positives instead of directly using segment-level results.
Adaptive sensing. We set up the evaluation environment as
follows: 1) low frequency mode: fs = 10Hz without classifi-
cation task. 2) mode switch: if m > θ, high frequency mode
is activated; if m ≤ 0.1m/s2, low frequency mode is activated;
there is a 90ms latency when mode switch happens, which
is the maximum of 50 measurements on Google Pixel. 3)
high frequency mode: fs = 50Hz with feature extraction and
classification. We test five different thresholds: 0, 0.3m/s2,
0.6m/s2, 0.9m/s2, 1.2m/s2. Fig. 5(d) shows that recall drops
with higher θ. Due to the mode switch delay, it is likely to
miss data at the beginning of a gesture. Nevertheless, when
θ = 0.3m/s2, recall is still acceptable (mean: 95%).

Given our results, we use the default settings d = 2s, p= 1s,
w = 2, and θ = 0.3m/s2 to balance precision (mean: 0.98),
recall (mean: 0.95), and reaction time (mean: 2.33s).

5.2.3 False positive evaluation

We train the gesture detection model using the training data
from all participants in § 5.2.1 and adopt the settings sum-
marized in § 5.2.2. We evaluate the long-term false pos-
itive rate of handover gesture detection using the HMOG
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(a) Example 1: error-free session.
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(b) Example 2: gesture detection failure.
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(c) Example 3: IA false acceptance.

Figure 6: A user study session consists of three stages: 1. owner uses the device and then hands it to sharee; 2. sharee uses
the device and then returns it; 3. owner receives the device. The grey plot shows the intensity of the movements measured by
the accelerometer. Green area: the device is in state “normal”. Yellow area: the device is in state “sharing”. Red area: the device
is locked. Blue and orange points are the per-swipe results of touch-based IA, representing owner and non-owner, respectively.

dataset [40,43]. This testing data involves 493 sessions (about
81 hours) of 100 smartphone users’ reading and writing activ-
ities, but no sharing activities, while standing or sitting. For
each session, we keep detection running even after a false
positive is detected. The result shows that the hourly false
positive rate for continuous device use is 0.9 per hour. Since
handover detection runs only when the screen is on, the num-
ber of false positives is correlated to the daily screen time of
a user. For an average daily screen time of three hours [11],
handover detection may produce two to three false positives
in a day. Even if a false positive makes DSA move to state
“sharing” falsely, DSA switches back to state “normal” once
the owner’s identity is confirmed, which mitigates the false
positive. Thus, the false positive rate of handover detection
is acceptable for daily usage. For future work, we will con-
duct a longitudinal study on the impact of false positives on
usability.

5.3 Device sharing processing

The second part of our user study tested if DSA is able to
automatically detect the sharing and the returning of a smart-
phone with the help of both handover detection and owner
detection. Besides, we captured potential exceptions.
Task description. We adopted a touchscreen input based IA
scheme [10] (i.e., touch-based IA) and used a (m,n)-sliding-
window-based strategy: If m out of n swipes are accepted as
the owner’s, IA will accept the current user as the owner. Here,
we set m = 4,n = 7 for balancing false rejection rate and false
acceptance rate of touch-based IA. For IA enrollment, we
collected 200 swipes from each participant to train the per-
participant IA models. For handover detection, we trained a
model with the training data from the controlled experiments
in § 5.2 and use the default settings. In each session, a group
of two participants was asked to perform a web page sharing
task: the owner shared a web page and handed the phone to the
sharee; after reading the page, the sharee returned the phone
to the owner. Each participant was required to swipe at least
10 times during reading when the phone is in their possession.
Once they completed the reading task, they swapped their

roles and repeated the above process. Each group contributed
to 10 sessions. Given that the amount of time for temporary
device sharing is usually limited [31], most sharing events
in our study lasted from 30 seconds to one minute. Short
sharing events require DSA to detect the starting and end
of a sharing event rapidly. We did not specify the position
of each participant and how they handed over the device so
that participants could hand over the device in their natural
manner. In total, we collected 50 device sharing sessions
from five groups of participants for analysis.
Results. We counted the sessions with exceptions of either
handover detection or IA among the 50 sessions. We observed
three exception types: 1) failure in detecting handover ges-
tures to enable the sharing mode: 2 sessions, 2) IA falsely
accepting a sharee as an owner: 6 sessions, and 3) failure in
detecting the end of a sharing event: 1 session. Therefore,
DSA completed the implicit sharing loop in 41 sessions with-
out explicit inputs from the owner. We note that the results
were related to the performance of the selected IA scheme,
which can be improved by using IA schemes with higher
accuracy. Fig. 6(a) shows an example of a session without
exceptions: The owner was using the phone during the first 9
seconds and then handed it over to the sharee; DSA detected a
handover gesture and switched to state “sharing” at 12s; after
the sharee finished using the phone and returned the phone to
the owner, the owner detector detected the owner at 24.5s and
switched back to the normal state.
Exception processing. We recorded all sessions with excep-
tions and analyzed how DSA processed them. In two sessions,
handover detection failed to detect handover gestures but DSA
blocked the sharee according to the negative IA results (see
Fig. 6(b)). In six sessions, DSA initially falsely identified the
sharee as the owner. However, in four of these sessions, it
correctly identified the sharee as non-owner within several
seconds after obtaining more touch events from the sharee.
For example, in Fig. 6(c), DSA falsely identified the sharee
as the owner, and consequently, state “sharing” was left at
21.2s. However, after DSA detected several non-owner touch
events, it locked the sharee out at 24.4s to prevent potential
unauthorized access. DSA failed to recognize the owner after

USENIX Association Eighteenth Symposium on Usable Privacy and Security    681



the device had been returned in only one session. In this
case, the owner could still manually exit from state “sharing”
by passing re-authentication. A possible solution to mitigat-
ing potential security threats brought by IA false detection is
to set up stricter detection criteria for identifying the owner
(e.g., requiring more positive swipes in a window size) in
state “sharing”. Note that these errors or exceptions may be
specific to touch-based IA owner detection. Using or combin-
ing different biometrics may improve accuracy. Furthermore,
the training data was collected from only brief reading tasks,
which lacks diversity and may result in more false detections.

6 Discussion

Battery consumption. We run the DSA service on Google
Pixel in airplane-mode for 30 minutes without other running
apps and repeat 5 times for both high-frequency sensing and
low-frequency sensing. We use Battery Historian to estimate
the battery consumption of DSA Service. As a reference, we
leave the phone with screen always on, and the phone dis-
charges 3% of battery in 30 minutes. The results show that the
average estimated battery consumption of DSA Service alone
for high-frequency sensing is 0.11% per half hour; the rate for
low-frequency sensing is 0.06% per half hour. Therefore, the
battery consumption is very small while adaptive sensing can
further reduce battery consumption. Our battery consump-
tion evaluation is preliminary. Since DSA performs sharing
detection only when the screen is on, we chose a small time
frame. In the future, we will evaluate battery consumption
with longer time frames and its impact on device usage.
Defending against unauthorized access. Given the observed
latency of handover detection, we conclude that DSA can
swiftly activate the sharing mode, and a sharee can hardly
conduct effective attacks during such a short interval. Even if
handover detection fails, owner detection can block a sharee
upon negative IA results. As observed in § 5.3, owner detec-
tion was limited by the performance of its IA scheme. False
acceptance may temporarily deactivate the sharing mode so
that a sharee can move to sensitive apps at this moment. The
exception processing of DSA will reject a sharee if the IA
result is negative again. However, similar situations may re-
sult from a malicious sharee launching specific attacks on the
adopted IA scheme (e.g., mimicry attacks [23]). A promising
countermeasure is to adopt multiple modalities (i.e., multi-
modal IA) so that the failure of one modality is not likely to
make owner detection fail. Thus, how to incorporate multi-
modal IA into DSA will be our future work.
PIN sharing. For DSA, we assume that a device owner ini-
tially holds the device and performs a sharing gesture, indi-
cating a device sharing event. However, PIN sharing, another
way of device sharing, breaks the assumption. An owner
shares their PIN/password with a sharee in advance so that
the sharee can unlock the device without the owner’s pres-

ence. DSA cannot distinguish PIN sharing from unautho-
rized access since it only captures non-owner access for both
cases. However, a device sharing solution can be made aware
of PIN sharing through two ways: 1) The shared PIN can
reveal a user’s identity. A device owner can set up two dif-
ferent PINs [2] for themselves (i.e., private use) and sharees
(i.e., shared use), respectively. If a user is using the PIN for
sharees, it implies a sharing event. 2) A sharee can register
their biometrics (e.g., fingerprint, face, touch) in the system
so that they can be identified. The device sharing solution can
activate the sharing mode once the current user’s biometrics
match any registered sharee’s record. Otherwise, it identifies
the current user as illegitimate and locks the device.
Evaluation limitations. We list the following limitations in
the evaluation of DSA: First, the evaluation of handover de-
tection did not cover some conditions (e.g., from standing
to sitting, in a vehicle) and edge cases (e.g., non-handover
sharing actions via a table). For edge cases, as DSA’s sharing
detection is extensible, a feasible solution is to add models
for these sharing actions. For better security, sharing mode
can be enabled for these cases only if a non-owner is detected
under certain contexts (e.g., at home). Second, to collect
sufficient device sharing events in a short period, we asked
participants to execute tasks in the second part of our user
study. Some handovers in the first part of the user study re-
quired participants to follow specific position and direction
instructions. These may have influenced their device sharing
behavior during the tasks in the second part. Third, our anal-
ysis focused on how DSA handles sharing a device from a
system’s perspective. A potential avenue is to conduct a field
study with our prototype DSA implementation so that we can
investigate how DSA handles sharing events in the wild and
collect smartphone users’ perceptions about DSA.

7 Conclusion

We present DSA, a device sharing awareness solution for
temporary smartphone sharing. DSA enables smartphones
to conduct continuous and proactive device sharing detection
with low latency and low power requirements. It provides
flexible access control strategies to protect sensitive apps and
resources from unauthorized access during sharing. Extensive
experiments show that DSA can detect device sharing with
high recall and low false positive rates.
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Figure 7: Data segmentation. In this example, segment size
d = 2s, interval p = 1s, and windows size w = 3 segments.
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Figure 8: Inter-device experiment.

Cross-device experiments. The gesture detection model is
also expected to work across different phone models. In
the cross-device experiments, we added four other Android
phone models: Samsung S8, Redmi 5, Google Pixel 3, and
Huawei P9 and collected motion data of two participants for
each phone model. We adopt the following two protocols
to test cross-device accuracy: (1) We train a model with
all 12 participants’ training data on the Google Pixel and
test it on the other four phones. As shown in Fig. 8(a), the
model trained with one phone’s data shows a consistently
good performance on the other phones, where the AUCs are
always above 0.92 and the EERs are around 10 to 16%. (2) We
use mixed training data from four phone models to train the
model and test it on the fifth phone. As shown in Fig. 8(b), the
cross-device model provides a consistently good performance
across different phone models.
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Abstract
Smart home cameras raise privacy concerns in part because
they frequently collect data not only about the primary users
who deployed them but also other parties—who may be tar-
gets of intentional surveillance or incidental bystanders. Do-
mestic employees working in smart homes must navigate
a complex situation that blends privacy and social norms
for homes, workplaces, and caregiving. This paper presents
findings from 25 semi-structured interviews with domestic
childcare workers in the U.S. about smart home cameras,
focusing on how privacy considerations interact with the dy-
namics of their employer–employee relationships. We show
how participants’ views on camera data collection, and their
desire and ability to set conditions on data use and sharing,
were affected by power differentials and norms about who
should control information flows in a given context. Partic-
ipants’ attitudes about employers’ cameras often hinged on
how employers used the data; whether participants viewed
camera use as likely to reinforce negative tendencies in the
employer–employee relationship; and how camera use and
disclosure might reflect existing relationship tendencies. We
also suggest technical and social interventions to mitigate the
adverse effects of power imbalances on domestic employees’
privacy and individual agency.

1 Introduction

Privacy choices that individuals make regarding their own con-
nected devices often affect the privacy of those around them.
These knock-on privacy effects are becoming rapidly more
urgent with the expanding use of connected smart devices—
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many of which are designed to collect data in what was for-
merly a prototypical private place, the home. In addition to
collecting data about the primary user who installed it, a smart
home device may also collect data about other members of the
household, incidental visitors or bystanders, and potentially
targets of deliberate surveillance within the home. These sec-
ondary “users” may have more or less power to control what
data the devices collect about them, depending on their social
and economic position relative to the primary user(s).

In this paper, we examine how social and economic power
dynamics affect the privacy consequences of smart home
cameras for domestic childcare workers. Childcare workers
such as nannies, au pairs, and professional babysitters may
sometimes be incidental bystanders to data collection, as a
result of increasing use of smart home technology in general
[118, 125]. And they may sometimes be deliberate targets of
monitoring by their employers—a practice that is becoming
more expected, at least in some places [35, 43, 57, 127].1

This case study of nannies contributes to a growing body of
work on how socio-economic power differentials may result
in differential privacy outcomes for different types of people.

In this research—the first on smart home privacy for domestic
workers in the U.S.—we focus on nannies because they oper-
ate in a complex, multi-layered context that blends disparate
sets of potentially conflicting norms and priorities about data
collection and sharing [cf. 4, 17].2 In addition to being a
home, where the residents tend to have more control over
decisions about technology (or whatever else) than they do
elsewhere, the smart home is also the nanny’s workplace. This
may imply a different set of data norms, and control over any
aspect of the environment is also mediated by the employer–
employee relationship and its power dynamics. Finally, it is

1In this paper, we refer to domestic childcare workers as “nannies”, and
the job as “nannying”, for the sake of brevity. But our study included au pairs
and professional babysitters as well, and findings are based on all participants.

2Brief preliminary findings based on interviewers’ impressions were
previously published as a work-in-progress workshop paper [17]. This paper
is the first full publication based on systematic analysis of the transcripts.

USENIX Association Eighteenth Symposium on Usable Privacy and Security    687



a care situation, which complicates the usual professional
divides—and at the same time may imply a different balance
between the employer’s safety concerns and the employee’s
privacy, compared to other workplaces.

Within this blended context, this paper focuses on the ef-
fects of cameras (as opposed to other devices), because they
have unique implications in terms of power dynamics and
employer–employee relationships. Employers may use cam-
era data in a way that affects nannies’ day-to-day experiences
of their job, as well as their job security [cf. 35, 53, 122],
while devices such as smart speakers or smart thermostats
rarely have such uses.3

This paper addresses the following research questions:

1. How are domestic childcare workers’ privacy attitudes,
experiences, expectations, concerns, and choices with
regard to working with smart home cameras shaped by
their relationships with their employers?

2. How do employers’ use of and interactions with employ-
ees about cameras reflect, reinforce, or change existing
power dynamics in those relationships?

3. What are potential points of intervention (social and
technical) for mitigating the effects of power imbalances
on how domestic childcare workers’ privacy preferences
are enacted with regard to smart home cameras?

Based on a qualitative analysis of 25 interviews with nan-
nies, au pairs, and professional babysitters in the U.S., we
show how privacy attitudes and expectations in a domestic
childcare context may be affected by power differentials and
norms about who makes decisions about data flows in a given
context, as well as childcare workers’ specific concerns about
how their employers may use the data. We also show how
nannies’ ability to exert control over their data is limited by
both social norms and practical economic considerations. In
the process, we identify potential points of intervention to
mitigate the privacy effects of power differentials. We suggest
corresponding solutions that focus on promoting and improv-
ing communication between employers and employees about
camera use, supporting technical and social designs that are
not only privacy-enhancing but also agency-enhancing.

2 Related Work

User and Bystander Privacy in Smart Homes Re-
searchers have explored primary users’ experiences, perspec-
tives, expectations, and privacy concerns with regard to smart
home devices’ data practices [e.g. 1, 14, 23, 51, 93, 128, 138,
139, 140, 147] [overview in 72]. Many studies focus on how

3We compare nannies’ experiences, views, and adversarial models with
regard to cameras vs. other smart home devices in a forthcoming paper.

particular situational factors shape people’s attitudes and con-
cerns with regard to data collection, use, and sharing [e.g.
7, 38, 44, 67, 68, 81, 82, 94]. Most studies that compared lo-
cales have found that people are more sensitive about devices
gathering data in their homes than, for example, in their work-
places or in business establishments [e.g. 4, 27, 67, 94, 112]
[contra 45]. Consequently, several questions about privacy
preferences and concerns arise when one person’s workplace
is also another person’s home.

Researchers have used the Theory of Privacy as Contextual
Integrity (CI) [15, 96, 97, 98] to examine how people rea-
son about data collection that blurs or crosses the boundary
between private and public contexts (e.g. home vs. Internet,
[e.g. 7, 77, 141]). From the intersection of these contexts, new
ideas about privacy and power can emerge [20]. CI asserts
that it is the context, or particular social situation, that dic-
tates norms about digital privacy and acceptable data sharing.
Information redistribution that is considered appropriate in
one situation may be too sensitive or a violation of privacy
in another. If there are power imbalances, CI analysis can
also uncover how the parties in a given context negotiate
conflicting norms [e.g. 16, 55, 56, 63, 64].

Most research on smart home privacy preferences and ex-
pectations has focused on people’s views as primary users—
including their concerns about bystanders [e.g. 52, 145, 146,
147]. However, secondary users of various kinds have re-
cently received more research attention. Research on multi-
user smart homes shows the complexity of balancing differing
privacy preferences of household members [e.g. 6, 40, 42, 51,
60, 62, 144, 148]. In some cases, research on residents of
smart homes has also noted potential issues for non-residents
[e.g. 23, 26, 65, 81, 82, 106, 117, 128].

Other work has focused more closely on visitors and guests
as bystanders, including Airbnb guests [29, 84, 123]. Situ-
ations in which people become smart home bystanders are
very common, and span a variety of social and employment
contexts [25, 85, 91]. Even if bystanders know devices are
present, they often have incomplete or incorrect ideas about
the extent of data collection and use [3, 4, 85, 86], and they
may not have socially appropriate ways to express their pri-
vacy preferences even when they understand the implications
[3, 4, 53, 86, 144]. Some of these studies suggest technical
and/or social solutions to these issues, some of which will be
described later in this section.

Privacy and Social and Economic Power Discussions
about technology and social and economic power rest on a sub-
stantial body of work on the digital divide. Research on digital
inequalities [e.g. 22, 39, 109, 114, 136, 150] [for IoT: 73], and
on demographic differences in online privacy knowledge, be-
haviors, and attitudes [e.g. 30, 49, 80, 100, 132, 133, 134], has
shown how vulnerabilities arise from such differences [e.g.
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24, 46, 49, 100] [for IoT: 10, 47, 103]. Existing power imbal-
ances between those who collect data and those data is col-
lected from mean the disadvantaged tend to have less control
over their privacy [e.g. 5, 19, 24, 33, 78, 83, 111, 115, 134].
Collected data can then lead to further discrimination [e.g.
79] [for IoT: 31, 103].

Power imbalances and accompanying privacy vulnerabili-
ties can play out in employer-employee relationships within
surveiled workplaces, creating complex trade-offs [11, 69,
137] [for IoT: 9, 75, 78, 99] [for care contexts: 18, 71, 124].
These trade-offs are especially prominent with in-home work
[4, 53]. For example, where parents use nanny cams as a
means of control [35], it can result in evasion [4, 53], and may
also reduce nannies’ capacity to deliver the best care [53]. We
compare findings from our study with other research on do-
mestic workers in smart homes in §6.2; however, there are no
published studies from the U.S. Additionally, our study adds
depth in aiming to understand the relationship between smart
home privacy and employer–employee power dynamics.

Smart devices can also affect family or household dynamics
in multi-user smart homes. For example, Apthorpe et al. [6]
found that IoT devices benefit interpersonal relationships (e.g.
easing household management) but also cause interpersonal
conflicts (e.g. facilitating surveillance, causing distrust, caus-
ing disagreements over device use). On the other hand, the
question of exactly who has control over devices in the home
may be an indicator of existing interpersonal and/or socio-
cultural dynamics [42, 53, 61, 63, 64]. In extreme scenar-
ios, imbalances in device control can enable domestic abuse
[36, 53, 70, 76, 101, 116]. If there are children involved, smart
home devices [13, 66, 113, 126] and smart toys [8, 90] can
turn children into targets of or bystanders to data collection.

Protections for Bystander Privacy Proposals for or at-
tempts to implement stronger bystander protections have
focused on detecting hidden cameras [e.g. 21, 74, 102,
123, 131] or clearly signaling that a device is recording
or transmitting data [e.g. 3, 4, 23, 25, 32, 54, 59, 85, 86,
105, 108, 128, 129, 143, 147]. Others have proposed us-
ing objects [e.g. 2, 119] or contextual cues (such as peo-
ple’s locations, presence of multiple people in a room) [e.g.
12, 51, 65, 92, 95, 104] to signal preference to obfuscate or
not record data about bystanders at all. However, there are
limitations to such technical approaches, and not all users
trust manufacturers or service providers to implement them
[58, 65, 149].

There have been calls for more granular smart device settings
to accommodate the privacy interests of different parties in
the same household [6, 40, 42, 48, 50, 50, 51, 63, 65, 91,
105, 130, 135, 143, 144, 148]. For instance, parents have
expressed interest in nuanced parental controls that would
allow children to use devices without compromising safety

[6, 126]. Other potential design practices for increased by-
stander protections—which could especially benefit domestic
employees, if extended—include simplifying the privacy con-
trol process [148] and expanding the platforms through which
smart controls can be adjusted [3, 42, 60, 86, 143, 148]. Be-
sides technical implementations, other suggestions include
raising awareness of smart device function [4] and facilitating
more open and transparent conversations about device usage
between primary users and bystanders [25, 128, 144, 148].

Such recommendations, however, were not made with specifi-
cally domestic workers in mind. We expand upon these recom-
mendations, and suggest our own interventions to address the
privacy concerns of domestic workers and power imbalances
with their employers, in §6.3.

3 Methodology

We designed and conducted semi-structured interviews with
25 domestic childcare workers (including nannies, babysitters,
and au pairs) in the U.S. in late 2019.4 The Institutional
Review Board (IRB) at University of California, Berkeley,
reviewed and approved our study, and we obtained written
consent from participants.

Data Collection We used a mix of offline and online re-
cruitment. We distributed flyers in cafes, daycares, schools,
colleges, and playgrounds. We also advertised in nanny-
specific Facebook groups, Reddit communities, and other on-
line venues, and used snowball sampling. We recruited both
individuals who had worked with cameras and those who had
not.

Our interviews included warm-up questions about partici-
pants’ nannying experiences and relationships with their cur-
rent and past employers. We next asked about participants’
personal experiences working in houses that had cameras, and
discussions with their employers about the cameras. Other
questions included participants’ expectations, attitudes, pri-
vacy concerns, and choices they had (or would have) made
related to camera use and disclosure, as well as their knowl-
edge of legal and technical protections. When participants had
not had specific experiences, such as working with cameras
or finding hidden cameras, we probed hypotheticals to ex-
plore their views. We also administered an exit questionnaire
covering demographics, experiences with technology, current
employment situation, and what smart devices they and their
employers owned.5

4In parallel, we also conducted 15 interviews with parents who employ
nannies. Information on those interviews may be found in Bernd et al. [17],
and results will be published in a future paper.

5Our recruitment materials, screening scripts, interview scripts, and exit
questionnaires can be found at https://bit.ly/3zIEpov, so that other
researchers can use them in related work (as some already have).

USENIX Association Eighteenth Symposium on Usable Privacy and Security    689

https://bit.ly/3zIEpov


We conducted one pilot to finalize and prioritize questions. In-
terviews took 1 to 1 1/2 hours. Two were in person and the rest
were by phone or video chat. We compensated participants
$50. Interviews were professionally transcribed.

Data Analysis We used inductive coding to identify com-
mon topics and themes in our qualitative data. To develop
an initial coding frame, three researchers each independently
coded a separate test transcript using MAXQDA. The three
researchers then discussed their coding frames and merged
them after resolving disagreements. These researchers and an
additional researcher then independently coded two more tran-
scripts (the same ones) to test the merged frame. After making
further changes to the coding frame, we divided up all the in-
terviews (including the test transcripts) so that each transcript
was coded by two researchers, continuing to check agreement
and discuss questions about code application throughout.6

No further codes were identified, indicating saturation.7 All
four researchers participated in organizing codes into themes
specific to addressing our research questions. We all reviewed
the excerpts on each topic to further refine the themes.

Limitations Study materials and interviews were in English.
All participants were comfortable conversing in English, but
some did not speak it as their first language; 20% spoke an-
other language primarily or equally. This may have increased
the possibility of misunderstanding. We may also have missed
insights about the effects of limited English fluency on com-
munication and power imbalances for U.S. nannies that we
could have captured by offering interviews in other languages.

Around 28% of domestic childcare workers in the U.S. are
immigrants [142], and we believe that understanding the expe-
riences of immigrant workers is key to understanding power
imbalances and privacy in the workplace [cf. 46]. We do not
know whether our sample was representative in this regard, as
we did not ask about immigration status. (We did not believe
the limited scientific benefit would outweigh distress undocu-
mented participants could have experienced at the question.)
Immigrant workers may be less likely to take part in studies,
due to language barriers or—especially for those with pre-
carious immigration status—enhanced privacy concerns [e.g.
28, 107]. As we describe in §6.4, this qualitative work should
be expanded and quantified, increasing generalizability with
multiple languages and focused recruitment of immigrants.

6We checked agreement rates to ensure coders were using codes similarly.
We do not report formal agreement measures as we do not make quantitative
claims [cf. 89]. Rather, we aim for transparency and thick description [41].

7A text copy of the codebook can be found at https://bit.ly/
3aEDRoU, or as a MAXQDA file upon request, again so it can be used in
future comparative research.

4 Participants

Demographics and Job Experience With the potential ex-
ception of immigration status, our sample is representative
of the demographics of nannies and childcare workers in the
U.S. Participants’ ages ranged from 19 to 55, with a me-
dian of 30. All participants self-identified as female/women.
Asked to self-describe ethnicity, 72% said white or Caucasian,
16% Hispanic, Latina/x, or Mexican, and 8% Asian or Indian-
from-India. Most participants were either nannies (60%) or
nannies/household managers (16%), while 12% were pro-
fessional babysitters and 8% were au pairs. 4% had other
similar nannying jobs. Additional details about participant
demographics (and comparisons with the target population)
may be found in Bernd et al. [17], Appendix A.

Experience With Cameras 22 out of 25 participants had
worked with indoor cameras on while they were present. All
who had worked with cameras had encountered livestreaming
ones, usually Internet-enabled. Most had worked with cam-
eras that recorded (often simultaneously streaming), though
some recorded only when triggered. (The other participants
were not sure about recording.) Cameras were most com-
monly located in children’s bedrooms/playrooms and entry-
ways, and some in common areas.

5 Findings

In this section, we describe how smart home cameras inter-
sect with the employer–employee relationship and its power
dynamics in an in-home childcare context. In §5.1, we discuss
participants’ privacy attitudes and concerns about how cam-
eras reflect the employer–employee relationship—i.e. what
camera use or disclosure may indicate about employers’ atti-
tudes toward the nannies or the operation of power dynamics
in the relationship (RQ1). At the same time, many participants
were concerned about how cameras could affect the employer–
employee relationship, e.g. by reinforcing power dynamics
or encouraging parents to be critical of nannies (RQ2); we
discuss these perceptions in §5.2. However, as we discuss in
§5.3, potentially-conflicting contextual norms about control
of information flows constrained participants’ ability and de-
sire to make choices about their collected camera data (RQ1,
RQ2). In §5.4, we show how participants’ choices with regard
to accepting or restricting data collection (including whether
to accept a job at all) could be either motivated or constrained
by the power differentials in those relationships (RQ1, RQ2).
Throughout our analysis, we saw that purposes of data col-
lection and how data was used were central themes—in par-
ticular, whether the purpose of the camera was related to the
nanny’s employment and job prospects. Some of the views
discussed in this section implicate potential points of inter-
vention, where intervening could have substantive effects on
nannies’ experiences with cameras (RQ3).
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5.1 Cameras Reflecting Employer–Employee
Relationships

With a well-matched family, participants said they could build
a good working relationship with the parents, and strongly
bond with children: “Both for me and for the family, we both
have to trust each other. And that’s not as important in a
lot of other positions.” (N20) Participants considered mutual
trust, respect, and open and honest communication as essential
components in building a common ground and effectively
resolving disagreements. Our participants often expressed
opinions about how cameras, or interactions around cameras,
might illuminate or reflect those important relationship values.

5.1.1 Cameras and Trust

What cameras signaled about trust was a frequent theme.
Many participants viewed cameras as at least a potential sign
that parents might not trust them:8 “I think [the cameras] made
me a little bit more cautious about if they trust me or not.”
(N36)9 (Participants occasionally mentioned specific ways
parents might not trust them, such as not trusting them to be
attentive, but usually phrased it more generally.) However,
participants had more nuanced perspectives on the likelihood
that a camera signaled distrust and how uncomfortable they
were with it, depending on the specific context.

Some participants viewed cameras fairly broadly as a sign of
outright mistrust, to a degree that always made them uncom-
fortable: “It’s just a feeling, like, that you’re not trusted and
you’re being watched.” (N33) Some were concerned about
lack of trust when the camera’s purpose was specifically to
monitor or even micromanage the participant: “[Interviewer:
If the main reason was actually to check in on you, how would
you feel about that?] [...] I would be uncomfortable. Cause
again, I think the whole circumstances of the nanny and the
family is the trust and the communication.” (N37)

Different participants also noted that their judgment about
whether cameras indicated a lack of trust might depend on how
often employers checked the cameras or how many cameras
were in the house: “I wouldn’t be comfortable working in a
home where there are cameras in all of [...] the communal
spaces, like the living room and the kitchen [...]. And if those
cameras are being monitored constantly. I just wouldn’t be
able to relax ever and I wouldn’t feel trusted at all.” (N6)
In particular, some participants did not view it as a serious
trust problem even if the employers said the cameras were
there to monitor the nanny, as long as it really seemed to be
a just-in-case protection rather than constant monitoring: “I

8As this research is qualitative, we did not try to count and verify the
number of participants who expressed a given view. We use words like most,
many, some, or a few only to give a rough insight into prevalence.

9Numbers run higher than 25 because we assigned them when contacting
potential participants to set up interviews; some did not follow through, or
canceled.

don’t have a problem with there being observational devices.
[...] But if they felt the need to monitor me 24/7, [...] I would
be uncomfortable with that, because that shows us a level
of distrust that would make me probably leave and go find
another position.” (N14)

A few opined that a trust gap at the beginning was not unex-
pected, but that trust should build over time and be reflected
in decreasing camera use: “[An employer should] maybe con-
sider using it only as the trust is being built. And then, once
[...] she realize[s] that she can trust this person, then to stop
using the cameras.” (N19) However, some worried that em-
ployers who frequently used cameras might end up relying
too much on them: “I would see something parents need to
avoid would be to use [cameras] to build trust as opposed to
actually building trust with the person.” (N14)

5.1.2 Disclosure and Respect

Mentions of trust per se did not necessarily explicitly relate to
power dynamics (though such dynamics might be implicit, in
who had power to entrust whom with what). However, trust
was often discussed together with other relationship aspects
with more clear power implications, such as respect: “[If] a
camera just shows up all of a sudden one day without any
discussion, that’s not gonna make me feel very trusted and
like they respect my profession.” (N27)

With both trust and respect, participants had a range of views
on whether having cameras in itself was a bad sign—and
some noted the meaning was changing as smart homes be-
came more popular: “Earlier in my career, it was very odd
to see a camera in a house, and it meant that a family didn’t
trust you. But now it’s become so much more commonplace.”
(N27) However, opinions of undisclosed cameras tended to be
more negative—and in particular, not disclosing cameras to a
nanny was seen by many participants as a bad sign in terms of
relationship values like trust, respect, and good communica-
tion: “That would feel better [if employers had disclosed their
cameras] because [...] you can see a good communication
between you and them.” (N15) An undisclosed camera could
make someone feel untrusted even when they believed the
camera was not there to watch them: “They never told me that
they have [cameras]. [...] I understand that they don’t have
them for me, they have them for the children, they’re like, you
know, cameras to watch the kids, so... But I had that feeling
of feeling, like, not trusted.” (N36)

In particular, several participants drew a strong connection
between disclosure and respecting or valuing the nanny: “I
have no problem being recorded as long as you’re telling me
you’re doing it. You know, as long as there’s some respect for
privacy. [...] Respecting you enough to let you know.” (N10)

A few participants also viewed parents’ sharing of data with
others through the lens of respect: “[I: Do you know if either of
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[your employers] have ever shared any recordings or showed
anybody what was happening?] I don’t know but I would
be shocked if they had. [I: Why would you be shocked?]
Because they respect me.” (N20) Others were less concerned
about sharing generally, though they might draw inferences
about employers’ attitudes if it was done without consent: “If
they’ve already shared [camera footage] without my consent,
I would kind of assume that they are finding an issue with my
work in some way.” (N7)

5.2 Cameras Affecting Employer–Employee
Relationships

In addition to being an indicator of relationship tendencies,
cameras can also actively affect relationships. Nannies’ ex-
pectations or concerns about how cameras might change their
relationships with their employers—positively, negatively, or
not at all—could, in turn, affect participants’ privacy attitudes
about cameras: whether they were comfortable, uncomfort-
able, or simply resigned.

5.2.1 Uses, Power Implications, and Discomfort With
Cameras

Participants’ attitudes about cameras (including attitudes
about audio vs. video) often depended on the employer’s
camera usage. Such attitudes were often entangled with how
camera usage and purpose impacted power dynamics and
relationship quality. Even nannies who might generally be
comfortable with cameras in an employer’s home might be
less comfortable if they thought the devices could facilitate
or exacerbate poor treatment or intrusive supervision: “If the
purpose is to babysit me while I’m nannying the children,
then I really feel uncomfortable with that.” (N37) However,
there was notable variation amongst participants in what they
considered intrusive supervision.

Catching the Nanny Out Cameras could reinforce exist-
ing power imbalances by giving employers new evidence to
excuse firing a nanny over small infractions: “I [got] fired
over the cameras last summer, or that was their official excuse.
Because they denied unemployment cause they said I got fired
‘for cause’ instead of, ‘she’s not Christian’ or whatever. [...]
Other ladies have also had [...] personality conflicts [...], and
then all of a sudden there’s something on the camera that they
do, because the parents are watching [...] for the first wrong
thing that’s a little bit out of line.” (N27) Even participants
who had not been fired could be concerned they might be:
“If I curse in front of an audio system, even if I’m not with
their child, I could get fired.” (N3) Concerns about employ-
ers trying to catch nannies out were amplified when cameras
were not disclosed: “‘We have hidden this camera because
we believe that you will be lying to us,’ is the message that I
get when I see or suspect a hidden camera.” (N29)

Cameras could also make nannies nervous about their per-
ceived job performance, or make them feel as if they had to
perform for an audience [cf. 128]: “I could see [the camera]
turn, it would make me feel extremely uncomfortable. [...] It
would almost feel like I’m putting on a show.” (N16)

Micromanaging Many participants mentioned that nanny-
ing provided them with more autonomy and flexibility than
other jobs; however, this benefit could be undermined by ex-
cessive supervision. How cameras enabled or even encour-
aged micromanaging was a major concern for many partici-
pants. Some participants explicitly discussed the power impli-
cations of micromanaging: “I’m a grown adult. They don’t
have their boss sitting at their desk watching them do the
minutia of their day. I deserve to be treated with the same
amount of respect.” (N3)

Even when power was not mentioned, the term micromanag-
ing evoked the employer’s ability to exert additional and un-
welcome control over the employee: “So long as they’re not
using the cameras to micromanage. I’ve had friends who get
[...] little messages throughout the day to show that the parents
are watching and criticizing their work.” (N29)

Participants were especially uncomfortable with micromanag-
ing via camera when it was used to enforce completion of
tasks unrelated to childcare: “If I had just done anything [with
their child] that they didn’t like, that would be okay [for em-
ployers to talk about something they saw on-camera]. But if
it was something really nitpicky or if it was something like,
‘Oh, I saw that when our daughter was napping, you were on
your phone. Can you clean the kitchen next time?’ that would
be something [...] I would take more offense to.” (N26)

“Spying” or Illegitimate Use The connection between
camera purposes and power also played out in discussions
about employers using cameras for “spying”, a term that had
different meanings for different participants. In addition to
using that term to refer to undisclosed cameras generally, a
few referred to it as “spying” when employers observed them
when they were not directly with the kids. Such nannies were
comfortable with being monitored only while they were with
the kids (because then they did not view it as spying on them):
“When they’re doing it to spy, then I’m less comfortable about
it. [But], if it’s centered around the kids, I’ll accept most ex-
planations.” (N7)

Some participants even viewed it as “spying” if they were
monitored via camera while they were with the kids: “When
you feel like you’re being observed by camera, that’s different.
That’s an invasion. [...] If you’re watching your nanny do
something and then you text her [...] [about something you
saw], that’s different than if you notice something in the house.
That feels like you’re being spied on.” (N12)
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Abuse In addition to concerns about how cameras could
negatively impact supervision practices, some nannies were
concerned that cameras provided the means for intimidating or
creepy behavior: “If they were watching me [when] I wasn’t
even with the child, I probably would leave the job. [...] When
you’re in someone’s house, it’s their territory. And when they
make that unsafe [...] I just wouldn’t feel comfortable in their
house again.” (N26)

Risks could be higher for employees who belonged to more
vulnerable populations or who knew less about the technology
(discussed further in §6.2): “A lot of nannies are older and
they might not even understand what some of this technology
is, and how it’s used. [...] A lot of domestic workers don’t
speak English very well. A lot of domestic workers are from
different countries. So, there’s a lot of potential for vulnerable
populations to be taken advantage of using this technology.”
(N27)

5.2.2 Disclosure, (Dis)Trust, and Mitigating Discomfort

One participant pointed out that hidden cameras in particular
aroused suspicions of harassment, whatever the actual reason
for nondisclosure might be, and connected it to the equation
of disclosure with respect: “I don’t want to be giving anybody
a private show by accident and not know. [...] I don’t think
it’s respectful to have a camera and hide it. [...] Like it just
feels creepy.” (N16)

Several participants highlighted how undisclosed cameras—
or undisclosed uses of disclosed cameras—could erode the
participant’s trust in parents: “I would feel like [a camera is] a
violation of my trust and my privacy if I don’t know about it.”
(N20) On the flip side, some participants noted that disclosing
cameras and their purposes could facilitate nannies’ trust in
their employers’ intentions and attitudes, and thus reduce their
discomfort with cameras: “If they give me a good explanation
[...] I am generally okay with that. It’s the hiding of it, and
then the spying, and the saying that it’s all just so they can
look at the kids, when [...] they would not have those cameras
if there was not a nanny present. [...] There needs to be two-
way communication, so that I feel trust, so that I can provide
good care while still feeling watched.” (N7)

However, a few participants preferred their employer not dis-
close, to avoid the discomfort of feeling watched: “I don’t
want to know [whether it captures audio], because I don’t want
to be self-conscious. I want to do my job without thought of
the camera.” (N12)

A couple of participants also mentioned that discomfort or
concerns about potential problematic use of cameras could be
averted if data were not retained indefinitely: “It just seems
like there’s less potential for abuse or misusing a camera if
you can’t [...] save tons and tons of video.” (N18)

5.2.3 Power and Comfort With Cameras

A few participants expressed positive views of cameras based
on their benefits to relationships, such as how cameras might
support good communication and employers’ respect for them
as professionals: “What I try to do when there are cameras
around is to model for parents how I would handle situations.
So, if [the cameras are recording audio] the parents can hear
what I’m saying to their child, [...] that’s all the better. [...]
And it’s also a way of making sure that we’re on the same
page.” (N32)

Relationship benefits like increasing trust might be traded off
against potential sources of discomfort: “[Having cameras]
gives them the sense [...] that I am who I am with their kids,
and who I said I was at the interview. And that’s why I kind
of don’t mind the cameras, in a big sense? [...] [Even though]
you’re conscious of how you look and [...] all these little
things, [...] they don’t really bother me.” (N12)

Another mentioned benefit was that if something went wrong
where the nanny was not at fault, cameras could provide ex-
culpatory evidence: “If [the child] runs and falls and smacks
her head and gets a bruise, there’s now proof on camera that
I’m not the one who caused that to happen. [...] So I definitely
prefer working with cameras.” (N20) Further, cameras could
mitigate some of the negative consequences of a difficult dy-
namic, by providing evidence when the nanny would have no
other recourse against an employer looking for an excuse to
reprimand or fire them: “That way, they can’t say, he said, she
said. It’s on the footage.” (N40)

A few nannies expressed comfort with cameras not because
of work relationship benefits, but because they had not ex-
perienced negative relationship effects with their current em-
ployer: “The cameras I feel are perfectly comfortable, within
the context of how they’re being utilized and the specific
family that I work with.” (N4)

5.2.4 Social Factors in Privacy Resignation

Often participants were resigned to camera data collection
because it accorded with the norms for employee–employer
or caregiver–child relationships; we describe these norms in
§5.3.

A couple of nannies pointed out that cameras could reinforce
a general dynamic they were already resigned to, where being
in someone else’s home compromised their privacy: “For the
most part, there’s no breaks. So, there’s no privacy. [...] Last
month, my aunt passed away [...] and at an office job, I might
have taken the day off to maintain some privacy. [...] And
I feel like I’m overstimulated by kids clinging onto me, no
privacy. And then when you add cameras in the home, there’s
no privacy.” (N7)
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5.3 Prerogatives and Privacy Expectations
Our participants often phrased their expectations about cam-
eras in terms of prerogatives. In these examples, participants’
expectations were based on privacy norms about who had the
prerogative to make decisions about data collection and shar-
ing in a given situation—where those privacy norms were part
of a broader set of social norms about who made decisions in
that situation [cf. 3, 88, 110].10

As we noted in §1, domestic childcare work combines three
contexts with different norms about information sharing—
home, work, and caregiving [cf. 4, 17]). We observed three
common ways of framing prerogatives to control data flows,
loosely related to those three contexts. First, participants could
see it as the homeowners’ prerogative to install what technol-
ogy they chose and use it how they liked, and to protect the
safety of their homes. Second, it could be employers’ prerog-
ative to dictate working conditions and rules. Finally, some
participants viewed it as parents’ prerogative to make choices
about how to protect their children’s safety, or to keep track
of what is happening with their children.

The examples below are roughly grouped according to home,
work, and caregiving contexts, but many explicitly highlight
the tensions that arise from the overlap—and it is worth noting
that participants did not always endorse prerogatives, even
when they referred to them as norms.

5.3.1 Homeowner Prerogatives and Home as Baseline

Some participants explained their acceptance of cameras by
invoking homeowner prerogatives as an a priori assertion,
without further explanation: “We have to respect too that we
are not in our house, you know, so...” (N15) For some partici-
pants, homeowner prerogatives (or device-owner prerogatives)
also precluded negotiation about specifics (see §5.4.2): “[I:
Do you feel like parents should ask nannies if there’s any
preferences that they have about the privacy settings? [...]]
No. It’s your camera. It’s your life.” (N16)

A couple of participants invoked the home context in explain-
ing that they understood the use of cameras for monitoring
because it could be difficult or strange having someone in
your home: “It doesn’t get any more personal and private than
your home. That’s where you go to retreat from the world. If
you need a camera there because there’s a stranger...” (N16)
Other participants were resigned to having less control in
someone else’s home—especially if it was also a workplace:
“I feel that there’s a level of relinquishment of my privacy here
in the house when I’m working in somebody else’s home; I
recognize that that is part of the job.” (N4)

10In general, we assume that someone’s privacy expectations in a given
context are a result of their individual past experiences with information flows
in that context, their accumulated knowledge of how information usually
flows in that context, and the social norms they are aware of about how
information should flow in that context.

As a counterpoint, some viewed cameras as potentially con-
cerning because they felt out of sync with general expectations
of privacy when in someone’s home: “Like just blowing noses,
or just like random stuff like that, that you think, ‘Oh, I’m
in someone’s house. Like, it’s private. I’m fine.’ But it’s not
private, you know, cause you’re on camera. So it’s stuff like
that that I’ve had to just think twice about.” (N26)

In particular, the difference between a home and other work-
places made some nannies feel personally targeted: “The
daycare center is [...] less sort of, targeted because there’s lots
of different kids and I assume [...] different employees instead
of just sort of the more one-on-one kind of thing.” (N19) A
few thought that cameras were less expected in a home-based
care situation because of the close relationship: “I feel like in
a daycare, camera, it’s more normal cause [...] you don’t have
a personal relationship. [...] It’s just like a standard. Whereas,
if people are trusting you to be in their house with their kids,
that’s different to me.” (N18)

Several nannies also pointed out how their presence disrupted
the privacy the parents might expect in their home [cf. 86, 91,
127]: “You’re in somebody’s home, it’s their privacy. [...] I
am learning a lot of very intimate details about their lives that
they might not show to the outside world.” (N29) A couple
of participants viewed cameras as a sort of trade-off for this,
even if they would have preferred to work without cameras:
“We’re kind of like outsiders here, in their private home. So
we need to maybe give in a little bit of our privacy.” (N10)

5.3.2 Employer Prerogatives and Workplace as Baseline

Some participants mentioned they would expect to be moni-
tored by their employers in any workplace: “It’s not isolated
to domestic work; I think that it is not terribly uncommon to
work with a camera. [...] I don’t expect privacy necessarily
while I’m working.” (N4) However, the same participant ref-
erenced workplace-based privacy norms she felt should be
respected even in a private home: “Because it also your job,
for you as a nanny it feels more like a public area, because
[...] you’re in somebody else’s private space, that for you is
a workspace. So, I do think that it’s important to know when
and where there are cameras, for basic privacy reasons.” (N4)

Several nannies pointed out that differences between privacy
norms in a home and a workplace caused them to evaluate
home cameras differently from other workplace cameras: “[I:
Do you feel like [having cameras] is different in a [preschool]
versus if it was in somebody’s house?] Yeah. [Laughs] Yeah,
because it’s their house. I mean, like I said, it’s something
more personal. But, the job is your professional job. [...] This
is the difference.” (N24) For this participant, N24, being a
live-in au pair—where her employers’ home was also hers—
introduced additional needs: “If I don’t live there, I don’t care
[whether the camera collects audio], but, I’m going to live,
like an au pair, [...] I prefer just video.” (N24)
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The tension between expectations based on home norms ver-
sus workplace norms manifested in several ways, such as
what counted as public versus private space: “I think making
sure that the current laws are more clear on what is a private
area versus a public area when a home becomes a workplace
would be great, [...] especially for live-in nannies, and where
they can be recorded and stuff like that.” (N3)

5.3.3 Parental Prerogatives and Shared Caregiving as
Baseline

Many participants said that they expected and accepted mon-
itoring at least in part because it was a care situation, and
parents were expected to prioritize their children’s safety:
“It’s their home and their children, and they have every right
to do whatever is in their power to keep their children safe, and
if they think that includes video recording, then that is their
right.” (N29) Some framed it more generally as parents’ pre-
rogative to make decisions about their children’s care: “That
is pretty much my feelings on cameras. It’s your house. It’s
your child. You can raise it and do whatever you choose to.
[...] I’m not gonna judge a parent on that.” (N16)

In some cases, participants discussed power dynamics and pre-
rogatives negatively, in terms of potential harms or constraints
on their choices (see §5.4). However, especially when talking
about the care relationship and parental prerogatives, some
participants said their understanding of prerogatives made
them less uncomfortable with monitoring: “I understand the
big brother overtones, but I also understand that parents want
to be able to see if their children are doing okay while they’re
in the care of somebody else. So it doesn’t bother me, because
I recognize my role in the house.” (N4)

While most of the discussion of prerogatives and power dy-
namics situated the employers as having the most power in
the relationship (with nannies having, at most, the power
to choose to leave), a few participants highlighted that—
whatever the economics of the situation—parents might feel
like they were losing power by relinquishing control of their
children and their homes: “I understand that in someone’s
home, I’m by myself. If I choose to [...] abuse a kid, there’s
no one to stop me. So I understand the need for cameras in
that sense, where I have all the power with their child.” (N26)

5.4 Power Dynamics Motivating and Con-
straining Privacy-Related Choices

Participants sometimes made job choices based on how their
employers used cameras. But at the same time, their ability to
make choices or express preferences about camera data col-
lection was constrained by the power dynamics of employer–
employee relationships.

5.4.1 Power Implications Motivating Job Choices

As we described in §5.1 and §5.2, participants were concerned
about both what cameras could indicate about their relation-
ships with their employers, and how they might affect those
relationships. Those factors might affect whether a nanny ac-
cepted a job, or kept a job they had, in a house with cameras.
For example, participants might quit or consider quitting a job
when video surveillance exacerbated the problem of micro-
managing: “That’s actually a reason why I left my previous
nanny family. They would constantly check the cameras and
text me on certain things that they would do differently or
things I was doing wrong in their eyes.” (N35) Participants
might also quit if cameras were used in ways that indicated
disrespect, distrust, or other negative dynamics (as described
in §5.1), e.g. watching at inappropriate times or failing to dis-
close the cameras at all: “I might actually consider leaving [if
I found a hidden camera], because [...] if they didn’t trust me
enough to, one, not have them; two, tell me they were putting
them up, then there’s the underlying issue there that needs to
be addressed. And if they don’t feel comfortable talking to
me about it, then maybe we’re not the right fit.” (N33)

5.4.2 Power Constraining Choices About Taking or
Keeping Jobs With Cameras

Concerns about the presence and use of cameras might be
weighed against other factors—including socioeconomic fac-
tors that determined how selective a participant could be. As
we noted earlier, participants might not feel they had the power
to refuse or leave a job with cameras, given that jobs in camera-
free houses were increasingly hard to find: “They’re your boss.
You can’t really say no to them. And it’s their house, not only
are they your boss, their house, they’re allowed to do what
they want. So, saying no, whether or not my feelings [about
cameras] are valid for whatever reason is... Yeah, there’re
probably gonna be consequences for that.” (N33) On the flip
side, a few participants said they might be more willing to put
up with cameras—and even micromanaging via cameras—as
a trade-off for a higher salary: “I felt like they really expected
a lot of me. And that’s why they had cameras, which made it
okay for me because they were paying for high expectations.
[...] If someone wasn’t paying me well and they wanted to put
me on camera, I think I would not.” (N26)

5.4.3 Power Constraining Discussions and Condition-
Setting About Data Flows

In discussing the downsides of nannying as a career, many
participants noted that having no intermediary (or having only
agencies) put them at a disadvantage in negotiating working
conditions: “The different characteristics of fair employment
are really on you, and it’s a very vulnerable position to be
in, especially because you’re in somebody else’s house. The
power dynamics are really different, and that way it can be
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really tricky for a lot of nannies.” (N4) Against that back-
ground, participants had a range of views on what they could
reasonably expect an employer to discuss about a camera.

Some participants did not feel that employers were—or even
should be—obligated to disclose the existence of cameras at
all. However, most believed they had a right to know. But
even participants who thought employers should disclose did
not necessarily assume they would disclose, if not forced to
do so: “I would expect [employers to tell me if there were
cameras], but I know they don’t have to. They’re not obligated
to. I think they should [be obligated].” (N32)

The right to know might be framed in terms of consent (in-
cluding implicit consent by accepting a job or continuing to
work after camera disclosure): “I probably would not return
to that family [to babysit]. [Because of] trust and respect. If
they don’t tell me that there are cameras recording, then I
do not consent to being recorded.” (N29) However, when we
asked whether employers should seek permission from their
employees, most participants said they did not view that as
appropriate. While the words consent and permission can
describe the same interaction, the two words profile a dif-
ferent power balance between the parties involved. While
a couple of participants seemed to use the two words inter-
changably, others drew an explicit distinction:11 “[I: Do you
think employers should ask nannies for their permission to
install cameras inside the house?] I don’t know if I would
probably use the word ‘permission’. I think it is up to the
parent. It’s their home, it’s their kids. But I do think asking
for the nanny’s consent is [...] necessary.” (N6)

Opinions also differed as to whether it was reasonable to ex-
pect employers to discuss details such as purpose and planned
use, or specifics about data flows and privacy settings. Some
considered it reasonable to ask about these details, especially
about the purpose of the camera: “I would still [...] advise [a
first-time nanny] to ask about it and ask where they are, and
[...] what their plan is with those. How often they’re going to
be checking those, and things like that.” (N34) Some viewed
it as inappropriate or risky to ask too many questions, even if
there were things they would have liked to discuss: “I don’t
want to make it seem like I don’t want to be videotaped, [...]
like, ‘Oh gosh, what have you seen?’ But then, I would like
to ask because I’m curious.” (N26) Others viewed feasibility
of asking for details as depending on the current relationship
and how good communication was with that employer: “I feel,
like, with the boy’s family, I would be comfortable discussing
it. And I’d be kind of afraid to discuss it with the girls’ parents
because [...] I feel they would get on the defensive.” (N19)

Very few participants thought they were in a position to set
conditions on camera use, such as requesting changes to pri-
vacy settings. Most viewed cameras as take-it-or-leave-it—

11We were not deliberately varying the wording of our questions to com-
pare participants’ reactions; this was an accidental experiment.

even in the rare cases where they were offered a say in whether
cameras were used: “My current nanny families, they both
asked me if I’m okay with [cameras], and if not, they would
take them down, but prefer to leave them up to monitor the
kids in case anything happens. [...] [I: If you had access to the
privacy settings, would you change anything, or would you
ask the parents to change anything in these settings?] [...] No,
I think that that is pretty much up to the parents and [...] I’ve
already known about the cameras, so the privacy settings are
really up to them.” (N35) However, some believed they would
have no problem requesting changes if they had an issue: “[I:
Have you ever asked parents about your preferences about
the privacy settings of the cameras? [...]] No, I have never
felt like that boundary was crossed. If I did, I would feel very
comfortable saying something.” (N4)

6 Discussion

6.1 Summary of Findings
The major takeaways from our findings above are:

• Participants’ views on camera data collection depended
in large part on the purpose of data collection, how they
thought the data would be used, and how those data uses
might affect their relationships with their employers; they
were most concerned about whether and how cameras
would be used to supervise their work. (RQ1)

• Participants believed that the way employers used cam-
eras reflected relationship qualities, such as trust, respect,
and open communication. (RQ2)

• Participants’ views on whether and how employers
should use cameras—and how that use interacted with
nannies’ privacy rights—often made reference to pre-
rogatives or social norms about who should control data
flows, based on general social norms about who made
decisions in a given context. (RQ1, RQ2)

• Even where participants believed they had a right to
control data collection about them, most saw themselves
as having a limited ability to make choices or express
preferences about it, due to power dynamics in employer–
employee relationships. (RQ1, RQ2)

In §6.3, we recap specific problems where interventions could
have the most potential to mitigate the effects of power dynam-
ics and promote clear, open communication about cameras
(RQ3), and suggest corresponding interventions.

6.2 Comparison With Similar Studies
Johnson et al. [53] collected ethnographic data about Filipino
migrant domestic workers in Hong Kong, including nannies,
and their perceptions of home cameras used for surveillance.
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The research showed that pervasive digital surveillance re-
sulted in workers finding ways to evade control, not deliv-
ering the best care, and showing signs of negligence. These
practices undermined trust between domestic workers and
employers. In addition, the study found that control aligned
with social hierarchies of gender, race, and class.

The participants in Johnson et al.’s study were in a more
precarious position than most of ours reported being, in part
because they were subject to rigid immigration rules that re-
quired them to live in their employers’ house. (Only the two
au pairs in our study lived with their employers; no other par-
ticipants mentioned being dependent on employers for visas.)
Also, our study was not limited to cameras used for surveil-
lance. We therefore found a greater range of perspectives on
cameras and how they helped or hindered employer–employee
relationships, job performance, and job satisfaction. But at
the same time, some of the same patterns were reflected in
our participants’ concerns about excessive surveillance, loss
of trust, and control or micromanaging of work.

Albayaydh and Flechais [4] conducted qualitative interviews
with domestic workers and employers of domestic workers,
exploring privacy attitudes about smart home devices in the
home workplace (not specific to cameras). The study was con-
ducted in Jordan and focused on how religion and customs
influenced perceptions of smart home devices. The study did
not explore device purposes and uses in depth, but noted that
some employees expected employers not to hide or use mon-
itoring devices maliciously, due to norms based on Islamic
religious beliefs that forbid breaching the privacy rights of
others. However, in the end, many employers did not disclose
smart devices, either purposely or because they assumed em-
ployees already knew—and similarly to our study, employees
viewed nondisclosure as an indicator of distrust.

6.3 Points of Intervention and Recommended
Mitigation Strategies

We found that power imbalances had adverse effects on nan-
nies’ privacy and individual agency with regard to camera
data collection—mainly due to the fact that employers own
the cameras, and, hence, employers have the power to choose
who can access cameras and their settings. Efforts to create
advanced controls (see §2) and education about device func-
tions and configuration are insufficient. Social interventions
such as those we suggest here are needed to guide parents and
nannies in negotiating privacy matters and increase nannies’
agency in the smart home context.

Privacy and Security Discussion Guides for Parents and
Nannies Participants valued transparency about the exis-
tence and uses of cameras, to the point where they might quit
if they found a hidden camera, or even hidden uses of a dis-
closed camera. They identified communication at time of hire

as an especially effective point of intervention at which to
mitigate concerns. Even with very obviously visible cameras,
they said they would like an opportunity to ask questions. To
help both parents and nannies navigate such conversations
and make it easier to introduce potentially sensitive questions,
we propose designing digital privacy and security discussion
guides. Such guides might include advice about the mutual
benefits of transparency around cameras; a list of possible
discussion points to structure the conversation; and guidelines
on how different smart home stakeholders can be involved in
deciding on the configuration of a camera.

Further research is needed to expand on, verify, and quantify
the considerations to prioritize for such a guide. However, our
findings so far suggest these frequently-mentioned questions:

• Whether there are cameras present, how many there are,
and where they are located.

• What type of data cameras collect (audio/video), whether
it is recorded (as opposed to livestreamed), and, if so,
how long recordings will be kept.

• How often cameras will be checked and how camera
data will be used, especially whether they will be used
to supervise nannies’ work.

• Whether the nanny will be able to use the camera as a
baby monitor, or otherwise have access to the data.

• Under what conditions the nanny is comfortable with
the employer sharing video of her with third parties or
on social media—and when nannies may share pictures
or videos of children.

Encouraging such open conversations about cameras may
function as a trust-building intervention to help address power
imbalances.

Discussion guides should be co-designed with participation
from domestic childcare workers and employers thereof
[cf. 121, 122], and iteratively tested, refined, and validated.
Guides should be jargon-free and accessible and translated
into non-English languages commonly spoken in the U.S.

These discussion guides can supplement existing materials
for nannies and other domestic workers about privacy issues
and rights with respect to cameras and other smart home de-
vices, provided by organizations like the National Domestic
Workers Alliance in the U.S. or Voice of Domestic Workers
in the UK [121]. Agencies are also well-positioned to miti-
gate power imbalances by encouraging discussions, and when
asked, some participants thought agencies could facilitate
conversations about cameras—or at least inform parents that
the conversation should be had [cf. 4].

Promoting Domestic Worker Agency at Point of Configu-
ration Few of our participants had discussed camera con-
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figuration and privacy settings with employers, and none had
been actively involved in choosing settings. When asked,
many did not have strong opinions about what the settings
should be, or thought it was not their place—but more did
at least want to know what the current configurations were.
Some participants opined that employers did not think to bring
it up because it was not a normal expectation to discuss device
settings with non–household members. Meanwhile, some em-
ployers could configure or use cameras in problematic ways
unintentionally; in such cases, an alert might be effective in
averting privacy infringement.

Prior work on bystander and secondary-user privacy has sug-
gested nudging a device owner about a visitor’s known pref-
erences [144], or incorporating social interventions such as
alerts and nudges into the interfaces of smart home devices
[42, 91, 148] that would encourage the owner of the device
to involve other occupants of the home in setup processes
and alert them to potential violations of information-sharing
norms. This idea could be expanded to encourage owners to
consider the needs of non-occupants as well [25, 105, 128], in-
cluding domestic workers, and could incorporate a discussion
guide such as that suggested above.

Relatedly, some participants noted that nannies’ control over
or access to camera data was a point of intervention where
employers could feasibly share power, reducing uncertainty
about data handling and allowing nannies to use the same de-
vice to monitor children. Nudges could encourage configuring
options to allow this.

Design Guidelines for Smart Home Camera Product
Teams To bridge the gap between academic research find-
ings and industry practice, we suggest creating design guide-
lines that explicitly foreground the needs of domestic work-
ers, and provide practical recommendations for balancing
conflicting needs and privacy concerns of employers and
employees. Different stakeholders should take part in devel-
oping and refining the design guidelines [cf. 34]: primary
users/device owners, domestic childcare workers, and cam-
era product teams, e.g. in participatory design workshops
[87, 120]. Guidelines could also incorporate findings from
other user studies with diverse types of bystanders (see §2).
In addition, guidelines could promote value-sensitive tech
product design (VSD) [survey in 37] [for privacy: 10] (e.g.
accounting for potential use of cameras in covert surveillance)
and educate developers about relevant privacy regulations.

In many cases, there are existing solutions that could be
adapted to the use case; however, guidelines should empha-
size that enhanced features may need to accommodate nuance.
For example, as we noted in §5.4.3, some participants found it
overly distracting to know when a camera was being watched
live. It should therefore be possible for the nanny to choose
to turn this feature off—and yet the design ought not to make

it easy for employers to hide that they are watching.

6.4 Future Research
Different smart home devices have different purposes of use
and data practices (collection, use, storage, and sharing), lead-
ing nannies to think differently about them. Besides cameras,
our interview script included questions asking participants
about their views on smart speakers, smart TVs, and loca-
tion trackers. In a forthcoming paper, we compare nannies’
perspectives on these different devices.

In this paper, we focused on the employees’ (nannies’) per-
spectives. In future work, we will explore the other side of
the equation: employers (parents), based on the interviews we
conducted (see §3). In that work, we will compare the privacy
threats perceived by nannies with those perceived by parents
in smart homes, and examine how those threat models may
influence the choices of each.

This paper explored the perspectives of nannies; future work
should explore and compare the needs and concerns of other
groups of bystanders with regard to cameras as well as other
smart home devices, as specific needs and threats may differ,
and different vulnerabilities may need to be addressed. Even
amongst domestic workers, different job types may lead to
differences in experiences and views, due to differences in
social prestige, central management, and opportunities for
building relationships and trust with employers. We are cur-
rently designing large-scale surveys to quantify our findings
with domestic childcare workers and compare that situation
with other bystander contexts in smart homes.

7 Conclusion

We conducted 25 semi-structured interviews with domestic
childcare workers in the U.S. about smart home cameras, in-
vestigating how domestic employees navigate a multi-layered
context that blends privacy and social norms for homes, work-
places, and caregiving. We examined how privacy considera-
tions interact with the dynamics of employer–employee rela-
tionships in an in-home childcare context. Power differentials
and norms about who should decide how information flows in
a given situation affected participants’ perspectives on camera
data practices, as well as their ability to make choices and
requests about camera data collection. Purposes and manner
of use especially influenced participants’ attitudes about cam-
eras, because those factors both reflected and affected their
relationships with their employers. (E.G., employers using
cameras to micromanage and excessively monitor participants
signaled disrespect and a lack of trust on the employers’ part.)
Drawing on the findings of this study, we suggest a set of tech-
nical and social interventions that balance power dynamics in
smart homes with a focus on cameras, to improve domestic
employees’ privacy and support their individual agency.
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