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Incident Management – 3 parts



Building support — 
Vision & Plan doc



Vision
1. IM recognized as key capability for company
2. IM practices consistent across company
3. IM capabilities at all levels of the org
4. Effective mechanisms for developing & 

strengthening IM capabilities
5. Routinely conduct blame-aware incident 

reviews
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Plan
1. Awareness training during onboarding (1h)
2. Responder training for all Engineers (3h)
3. Leadership training for experienced 

responders (3h)
4. Refresher training for experienced 

responders & leaders
5. Exercises to enable people to practice their 

IM skills
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Training
Engineering Incident Responder and

Engineering Incident Commander classes
 3 hours each; based on PagerDuty’s class

Incident lunch exercise

Incident Commander workshops



Severity Levels
Guidelines for 
● what sort of problem is what Sev Level
● what sort of response is appropriate
○ time expectations (after hours, 24/7, etc.)
○ priority relative to other activities



Major IC
First oncall rotation of Incident Commanders

Someone on call 24/7

Follow-the-sun staffing
● Initially San Francisco, Melbourne, Dublin



Major IC
Problem: Melbourne and Dublin teams are smaller
● Folks there are on call for Major IC more often
● … and also on-call for other services

Solutions:
● San Francisco handles weekends (low volume)
● Increase staffing in Melbourne and Dublin
● Reduce hours for both by adding Pune to Major IC



Major IC
Problem: Lots of responsibility for an individual

Solutions: 
● Strong/vocal management and exec support
● Peer support from fellow Major IC members
● “Bat Signal” pages all Major ICs in current and 

prior follow-the-sun group



Major IC
Problem: Lots for IC to do; easy to lose track

Solutions:
● IC Checklist
● Incident Bot



Major IC
Problem: More simultaneous incidents

Solutions:
● Create “Slack IC” oncall rotation to handle 

less-severe incidents
● Slack IC also gives newer ICs a place to gain 

experience before joining Major IC



Major IC
Problem: Resource contention between incidents

Solution: Area Command
● Meta-incident, overseeing other incidents
● Area Commanders are our most experienced ICs
● AC prioritizes & arbitrates between incidents
● “Singleton” resources (Deploy Commander, Exec 

Liaison, etc.) “move up” to AC incident



Major IC
Problem: Tying up Major IC on long-duration 
(long-tail) incidents

Solutions:
● Hand off to Slack IC
● Train all Eng Managers as ICs, and hand off 

to EM for the relevant team



Major IC
Problem: Lots of incidents in certain 
teams/pillars

Solution: Pillar-specific IC on-call rotations
● Data Engineering
● Internal Tools
● … more as we continue to grow ...



Incident Review
● Strong “blameless” culture
● Incident Commander is not responsible for 

leading Incident Review
○ Incident Review is driven by Eng Manager 

from most-involved team
○ IC is expected to be a key contributor



COVID19 and WFH
No big deal for us, since we were already 
generally working incidents in Slack channels

Not being face-to-face didn’t really hamper us

We do have to consciously work to build and 
maintain social bonds; no more “break room 
encounters” and “hallway chats”



What’s next?
● Continue to build roster of trained ICs
● Establish additional Pillar/Team-specific 

on-call IC rotations
● Improve methods for handling long-running 

(multi-day, sometimes multi-week) incidents
● Continue developing Incident Review 

capabilities
● Evolve an Incident Analysis practice



Ongoing challenges
Slack itself is our key tool for Incident Response
● What do we do when Slack itself is down?



Ongoing challenges
How do we recruit and train new incident 
responders and commanders?
● Make incident response involvement part of 

job ladders and promo expectations

How to practice skills and develop confidence?



Ongoing challenges
How do you demonstrate the need for “more” 
to support and grow the program, when it 
already appears to be well-functioning?

How do you ensure that it remains successful?
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Brent Chapman
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