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A journey in performance analysis in the large

Data analysis in this presentation is for illustration only
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Speaker spaceOutline

•Some performance metrics are misleading
•e.g., CPU utilization in the presence of Hyper-Threading

•Performance Evaluation at Scale
•Summary and next steps
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Speaker spaceSPEED
Site Performance Efficiency, Evaluation and Decision

Estimation
•What happens now?

Evaluation
•What is the influence of 
the SW/HW upgrade? 

Decision
•What happens in future? 

Validation
•What are the real effects? 
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Speaker spaceUnderstanding a Performance 
Metric is Non-trivial

•Given: a data center that has a CPU utilization of 50%
•Assume: no software scaling and no interference problems
•Decide: reduce the number of servers by half

OOPS !!!
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http://blog.csdn.net/sangyongjia/article/details/44426453
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50% 50% ??

100%

!=
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Speaker spaceExperiment
•Intel Xeon CPU, 2 sockets, 16 cores per socket, 
Hyper-Threading turned on. Total 64 logical CPUs.
•SPECjbb2005 benchmark: each warehouse ran on one 
logical CPU.
•(1) 32 warehouses (half of all logical CPUs).
•(2) 64 warehouses (all logical CPUs).
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7.58E+10 7.84E+10

32 64

PMU Counter: INST_RETIRED.ANY 
/s

Experiment Results

1.199 1.235

32 64

SPECjbb2005 Throughput (Mops)

50.16%

98.59%

32 64

OS Report CPU Util
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Speaker spacePerformance Estimation at Scale

RUE (Resource Usage Effectiveness)

𝑹𝑼𝑬 =
𝑹𝒆𝒔𝒐𝒖𝒓𝒄𝒆 𝑼𝒔𝒂𝒈𝒆
𝑾𝒐𝒓𝒌 𝑫𝒐𝒏𝒆

•Resource usage: CPU, Memory, Storage, Network
•Work Done: Queries, Tasks

Smaller is better
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Speaker spacePerformance Evaluation at Scale

Speedup from configuration 1 to 2

𝑺𝒑𝒆𝒆𝒅𝒖𝒑 =
𝑹𝑼𝑬𝟏
𝑹𝑼𝑬𝟐

•RUE1 is the RUE of configuration 1
•RUE2 is the RUE of configuration 2

Bigger is better
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Speaker space
Performance Data Collection in the 
Large
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Speaker spaceThe law of large numbers

•a theorem that describes the result of performing the 
same experiment a large number of times. According to 
the law, the average of the results obtained from a 
large number of trials should be close to the expected 
value, and will tend to become closer as more trials are 
performed.

https://en.wikipedia.org/wiki/Law_of_large_numbers
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Speaker spaceExample: Testing a new feature

•To reduce the cost of testing
•1% of instances of an application ran on the new config 
(config 2), 99% of instances ran on the old config (config 1)

•No change in deployments, each app might run on the new 
config or the old config

•We still have a large number of samples, even with 1% 
of the instances
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Speaker spacePerformance Evaluation at Scale

App 3 App 4

Machine 4

Machine 2

App 2 App 3

Machine 3

App 1 App 2

App 1 App 2 App 3 App 4

Machine 1
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Machine 4

App 1 App 2 App 3 App 4

App 2

App 3

App 1 App 4

App 1

Machine 3

Machine 2

Machine 1

App 3App 2

App 3

RUE1

RUE2

RUE1
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Speaker spaceBig Data

Config 1 Config 2
Speedup

Proportion of App 
Instances RUE1

Proportion of App 
Instances RUE2

App Total 99.00% 885 1.00% 815 1.09

Looks really promising, let’s change ??
More samples needed?
More analysis needed?
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Speaker spaceBig Data Paradox

Config 1 Config 2
Speedup

Proportion of App 
Instances RUE1

Proportion of App 
Instances RUE2

App Total 99.00% 885 1.00% 815 1.09

App Group 1 50.10% 1289 0.30% 1484 0.87

App Group 2 31.50% 428 0.40% 434 0.99

App Group 3 17.40% 550 0.30% 655 0.84
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Speaker spaceSimpson’s Paradox

•A trend appears in several different groups of data but 
disappears or reverses when these groups are 
combined

https://plato.stanford.edu/entries/paradox-simpson/
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Speaker spaceSimpson’s Paradox

Resource
Utilization

Work Done

Feature on

Feature off

Overall performance increases

Is that real?
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Speaker spaceReady to try to detect Simpson’s Paradox 
in your SRE performance analysis?

• https://github.com/ninoch/Trend-Simpsons-Paradox
• https://github.com/CamDavidsonPilon/simpsons-
paradox
• https://github.com/ijmbarr/simpsons-paradox
• https://github.com/ehart-altair/SimpsonsParadox
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Speaker spaceWatch out

•CPU utilization may be more complicated than it looks
•Average performance change from a lot of data could 
be misleading

Be wary of any ratio used in performance analysis

You can find me on LinkedIn
https://www.linkedin.com/in/kingsumchow/
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