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Incident Commander
Meet COVID19 Scaling Incident
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Storming Norming Performing AdjourningForming



Raising 
the Alarm

Storming Norming Performing AdjourningForming



Declaring an Incident*

Storming Norming Performing AdjourningForming



Objective #1: No outages
(but if we have one, degrade gracefully)

Storming Norming Performing AdjourningForming



Objective #2: Have enough serving capacity

Storming Norming Performing AdjourningForming



Objective #3: Forecast demand accurately

Storming Norming Performing AdjourningForming



Storming Norming Performing AdjourningForming

1x      2x       10x        50x                      100x



Storming Norming Performing AdjourningForming



Communication 
(is a full-time job)

Storming Norming Performing AdjourningForming



Storming Norming Performing AdjourningForming

😫 



Primary 

Storming Norming Performing AdjourningForming

Standby 



Workstreams 

Storming Norming Performing AdjourningForming



Capacity



f(sessions) → compute resources



Storming Norming Performing AdjourningForming

Wave 1 Estimate Resources → Get Resources → Turn up serving Capacity

Wave 2 Estimate Resources → Get Resources → Turn up serving Capacity

Wave 3 Estimate Resources → Get Resources → Turn up serving Capacity

time  → 



Dependencies



Bottlenecks



Improving Throughput by Reshaping Server Instances



Control Knobs



10 HD sessions 
OR 

100 SD sessions



Production



Ad-hoc
↳Documented

↳Atomic Operations = 
Automated ↳Flow-Control = 

Automated





m i l l i o n
Daily Meeting Participants



Storming Norming Performing AdjourningForming

 daily 
→

 weekly 
planning cycle



Automate 
All the Things! 



m i l l i o n
Daily Meeting Participants
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🎉
Thanks!

(and looking forward to your questions in the Slack)
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