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$whoami
● Senior Site Reliability 

Engineer @ Linkedin

● Production-SRE Team
○ Reduce MTTD & 

MTTR
○ Disaster 

Recovery

● Worked on:
○ Cloud - AWS, 

Azure
○ Micro-services
○ Traffic 

Engineering
○ Databases 
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Background



LinkedIn Stack 
Under the hood



An Instance of LinkedIn Services



What happens when a 
Production outage happens



Finding Needle 
in a haystack

Image source: https://comic.browserling.com/extra/22



False Pager Escalations

In the middle of night
● Paged due to your service being 

unhealthy due to a dependency ?

● Woken up because someone thinks that 
your service might be responsible ?

● Spending hours trying to figure why your 
service is broken? 



So we needed a correlation system!

Alert  Correlation 

Need

• Find a problem with a service between a 
given time .

• Reduce MTTR on incidents

• Reduce False escalations

Scope

• A service has high latency or high  error 
rates 



Alert Correlation
A framework that automates the alert correlation process to identify unhealthy 
microservice(s). 



Alert Correlation Slack Recommendations



Problem



A Real Issue



A Spike 



Correlation does not mean Causation

Image source - https://xkcd.com/



Problem Statement: 
Finding the “right” needle in a needlestack

 https://comic.browserling.com/87



Inspiration : Anomaly Detection

Dr. Boris Iglewicz, a renowned researcher and tenured 
faculty member within Temple University’s Fox School of 

Business, died Aug. 25. He was 75.

Dr David Hoaglin, Currently teaches at University of 
Massachusetts Medical School



Modified Z-Score For Outlier Detection

Iglewicz and Hoaglin recommend that modified Z-scores with an absolute value of greater than 3.5 
be labeled as potential outliers.



MAD (Median Absolute Deviation)

The median absolute deviation(MAD) is a robust measure of how spread out a set of 
data is.

MAD is a robust statistic, being more resilient to outliers in a data set than 
the standard deviation.
● In the standard deviation, the distances from the mean are squared, 

so large deviations are weighted more heavily, and thus outliers can 
heavily influence it. 

● In the MAD, the deviations of a small number of outliers are irrelevant.



A Simple Example
Assume you have the following set of number 4,14,14,14,14,14,15,15,15,15,15,15

Step 1 : The median (mid value) for the above number is 14.5

Step 2: Subtract the median from each value using |x - x|̃ :
| 4-14.5 | = 10.5
|14-14.5| = 0.5
|14-14.5| = 0.5
|14-14.5| = 0.5
|14-14.5| = 0.5
|14-14.5| = 0.5
|15-14.5| = 0.5
|15-14.5| = 0.5
|15-14.5| = 0.5
|15-14.5| = 0.5
|15-14.5| = 0.5
|15-14.5| = 0.5

Step3: Calculate Median Absolute deviation by sorting the above result and finding median: 
(10.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5 )  = 0.5



Step4: Calculate the Modified Z Score |(0.6745(x – x)̃ / MAD)| for all the original numbers.

4 → |(0.6745(4 - 14.5)/0.5)| = 14.1645 
14 → |(0.6745(14 - 14.5)/0.5)| = 0.6745
14 → |(0.6745(14 - 14.5)/0.5)| = 0.6745
14 → |(0.6745(14 - 14.5)/0.5)| = 0.6745
14 → |(0.6745(14 - 14.5)/0.5)| = 0.6745
14 → |(0.6745(14 - 14.5)/0.5)| = 0.6745
15 → |(0.6745(15 - 14.5)/0.5)| = 0.6745
15 → |(0.6745(15 - 14.5)/0.5)| = 0.6745
15 → |(0.6745(15 - 14.5)/0.5)| = 0.6745
15 → |(0.6745(15 - 14.5)/0.5)| = 0.6745
15 → |(0.6745(15 - 14.5)/0.5)| = 0.6745
15 → |(0.6745(15 - 14.5)/0.5)| = 0.6745

Step5: Anything greater than 3.5 is a outlier 



Spike Detection Challenges 

1. We needed correct data points to mark outliers in 30 mins window.

2. More than one metric to work with..

3. Find outliers in near real time as recommendations are generated.

4. We wanted ~0 False Negatives



1. Get all the service graphs being affected due to a service-endpoint.

2. For each service graphs get data from Autometrics to fetch correct data 
points.

3. For each of the graphs you now find outliers by passing it to modified 
z-score algorithm.

4. Clean , Combine the data from each of graph for final decision making

5. Once you have outlier data we need to take decision as follows:
a. If you find any graph with no spikes classify it to be a REAL ALERT 
b. In case we find 5 spike data points to be consecutive and around 70 % of all the graph are having same 

trends, we will call it a REAL ALERT
c. Anything Less than 70% is a SPIKE

Our Approach 



Results - Real Alerts



Results - Spikes





Results: Spike vs Real

Less than 1 
% False 
Positives



● Simple statistics without any ML solved our problem.

● Follow Occam's razor for problem solving .

● Reduced toil by 30-40%.

Conclusion



Thank you


