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Abstract
For nearly two decades, CAPTCHAS have been widely used
as a means of protection against bots. Throughout the years,
as their use grew, techniques to defeat or bypass CAPTCHAS
have continued to improve. Meanwhile, CAPTCHAS have also
evolved in terms of sophistication and diversity, becoming
increasingly difficult to solve for both bots (machines) and
humans. Given this long-standing and still-ongoing arms race,
it is critical to investigate how long it takes legitimate users
to solve modern CAPTCHAS, and how they are perceived by
those users.

In this work, we explore CAPTCHAS in the wild by eval-
uating users’ solving performance and perceptions of un-
modified currently-deployed CAPTCHAS. We obtain this data
through manual inspection of popular websites and user stud-
ies in which 1,400 participants collectively solved 14,000
CAPTCHAS. Results show significant differences between
the most popular types of CAPTCHAS: surprisingly, solving
time and user perception are not always correlated. We per-
formed a comparative study to investigate the effect of exper-
imental context – specifically the difference between solving
CAPTCHAS directly versus solving them as part of a more nat-
ural task, such as account creation. Whilst there were several
potential confounding factors, our results show that experi-
mental context could have an impact on this task, and must
be taken into account in future CAPTCHA studies. Finally, we
investigate CAPTCHA-induced user task abandonment by an-
alyzing participants who start and do not complete the task.

1 Introduction

Automated bots pose a significant challenge for, and danger
to, many website operators and providers. Masquerading as
legitimate human users, these bots are often programmed
to scrape content, create accounts, post fake comments or
reviews, consume scarce resources, or generally (ab)use other

∗,† Work done while at UC Irvine.

website functionality intended for human use [31, 46]. If left
unchecked, bots can perform these nefarious actions at scale.
CAPTCHAS are a widely-deployed defense mechanism that
aims to prevent bots from interacting with websites by forcing
each user to perform a task, such as solving a challenge [5].
Ideally, the task should be straightforward for humans, yet
difficult for machines [68].

The earliest CAPTCHAS asked users to transcribe random
distorted text from an image. However, advances in computer
vision and machine learning have dramatically increased the
ability of bots to recognize distorted text [35, 41, 74], and
by 2014, automated tools achieved over 99% accuracy [39,
62]. Alternatively, bots often outsource solving to CAPTCHA
farms – sweatshop-like operations where humans are paid
to solve CAPTCHAS [54]. In light of this, CAPTCHAS have
changed and evolved significantly over the years. Popular
CAPTCHA tasks currently include object recognition (e.g.,
“select squares with...”), parsing distorted text, puzzle solving
(e.g., “slide the block...”), and user behavior analysis [39, 62].
It is therefore critical to understand and quantify how long it
takes legitimate users to solve current CAPTCHAS, and how
these CAPTCHAS are perceived by users.

Several prior research efforts have explored CAPTCHA solv-
ing times, e.g., [24, 27, 33, 37, 58, 67]. For example, over a
decade ago, Bursztein et al. [27] performed a large-scale user
study, using over 1,100 unique participants from Amazon
Mechanical Turk (MTurk) [3] as well as CAPTCHA farms.
Their results showed that CAPTCHAS were often more diffi-
cult or took longer to solve than was expected. There was a
loose correlation between time-to-annoyance and abandon-
ment, with higher abandonment rates observed for CAPTCHAS
that took longer to solve. The same study also showed several
demographic trends, e.g., users outside the US typically took
longer to solve English-language CAPTCHA schemes. How-
ever, since this study, the CAPTCHA ecosystem has changed
substantially: new CAPTCHA types emerged, input methods
evolved, and Web use boomed.

More recently, Feng et al. [33] used a similar methodology,
with 202 participants, to study the usability of their newly-
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proposed senCAPTCHA in comparison to text, audio, image,
and video-based CAPTCHAS. They found that senCAPTCHA
outperformed the alternatives, both in terms of solving time
and user preference. They used Securimage [55], a free open-
source PHP script, to generate text and audio CAPTCHAS, and
they implemented their own image and video CAPTCHAS.

Building upon and complementing prior work, this paper
evaluates CAPTCHAS in the wild – specifically, the solv-
ing times and user perceptions of unmodified (i.e., not re-
implemented) currently-deployed CAPTCHA types. We first
performed a manual inspection of 200 popular websites, based
on the Alexa Top websites list [2], to ascertain: (1) how many
websites use CAPTCHAS, and (2) what types of CAPTCHAS
they use. Next, we conducted a 1,000-participant user study
using Amazon MTurk, wherein each participant was required
to solve 10 different types of CAPTCHAS. We collected infor-
mation about participants’ CAPTCHA solving times, relative
preferences for CAPTCHA types, types of devices used, and
various demographic information.

One notable aspect of our user study is that we attempted to
measure the impact of experimental context on participants’
CAPTCHA solving times. Half of the participants were directly
asked to solve CAPTCHAS, whilst the other half were asked to
create accounts, which involved solving CAPTCHAS as part of
the task. The latter setting was designed to measure CAPTCHA
solving times in the context of a typical web activity.

One inherent limitation of any user study, especially when
using MTurk, is that we cannot ensure that all participants
who begin the study will complete it. All of our results should
therefore be interpreted as referring to users who are willing
to solve CAPTCHAS, rather than users in general.

Indeed, having noted that some participants began but did
not complete our main study, we conducted a secondary
MTurk study specifically designed to quantify how many
users abandon their intended web activity when confronted
with different types of CAPTCHAS. We believe that CAPTCHA-
induced user abandonment is an important – yet understudied
– consideration, since every abandoned task (e.g., purchase,
account creation) represents a potential loss for the website.

To facilitate reproducibility and enable further analysis, we
provide the entire anonymized data-set collected during our
user studies, along with our analysis code.2

2 Research Questions & Main Findings

We now present our research questions and summarize our
main findings. Table 1 shows how our findings relate to prior
work at a high level, with detailed comparisons in Section 7.

RQ1: How long do human users take to solve different
types of CAPTCHAS? Specifically, we aimed to measure solv-
ing times for CAPTCHAS that users are likely to encounter
(e.g., those used on popular websites). Our results align with

2https://github.com/sprout-uci/captcha-study

previous findings [24, 27, 33] in showing that there are signif-
icant differences in mean solving times between CAPTCHA
types. For comparison, we also identified the current fastest
attacks on each type of CAPTCHA (Table 3).

RQ2: What CAPTCHA types do users prefer? In order
to understand users’ relative preference for various types of
CAPTCHAS, we asked participants to rate all CAPTCHA types
on a Likert scale of 1−5, from least to most enjoyable. Our
results show that there are marked differences in participants’
preferences, with average preference scores ranging from 2.76
to 3.94. Our results also show that average solving time is not
fully correlated with participants’ preferences, which means
that other factors, beyond the amount of time required to solve
a CAPTCHA, influence participants’ preferences. Our analysis
of data from prior studies [33, 48, 66] shows that their data
supports this finding (even if they do not discuss it explicitly).

RQ3: Does experimental context affect solving time?
Specifically, we aimed to quantify the difference in solv-
ing times between the setting where participants are directly
tasked with solving CAPTCHAS versus the setting in which
participants solve CAPTCHAS as part of a typical web activity,
such as user account creation. We therefore ran two separate
versions of our main user study: direct and contextualized,
which we describe in detail in Section 4.2. Whilst there were
several potential confounding factors in our study, our re-
sults show that experimental context could have an impact on
CAPTCHA user studies, with the difference in mean solving
times as high as 57.5% in our study.

RQ4: Do demographics affect solving time? We ana-
lyzed different self-reported metrics including age, gender,
country of residence, education, Internet usage, device type
and input method. In line with prior results [27], we found
that all types of CAPTCHAS take longer for older participants.
Specifically, [27] reported an increase in solving time for text-
based CAPTCHAS of 0.03 seconds per year of participant age.
Our results show an even stronger dependence with an aver-
age increase across all CAPTCHA types of 0.09 seconds per
year. Additionally, [27] showed that participants with a PhD
solved CAPTCHAS faster than all other educational groups. In
contrast, our results show that our participants’ self-reported
level of education does not correlate with their solving times.

RQ5: Does experimental context influence abandon-
ment? Specifically, we aimed to quantify the extent to which
abandonment within a CAPTCHA user study is influenced by
i) experimental context, and ii) the amount of compensation
offered. For different combinations of the above variables, we
found that between 18% and 45% of participants abandoned
the study after the presentation of the first CAPTCHA. Only
one prior CAPTCHA user study [27] disclosed their observed
rate of abandonment, which is similar to that observed in our
study. Overall, participants in the contextualized setting were
120% more likely to abandon than their peers in the direct
setting. This connection between experimental context and
user abandonment is a new finding.
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Table 1: Summary of research questions and main findings.

Findings supporting prior work Findings contradicting prior work New findings on CAPTCHAS

RQ1: How long does it take hu-
mans to solve different types of
CAPTCHAS?

Solving time across CAPTCHA types
has a large degree of variance. [24,
27, 33]

RQ2: What CAPTCHA types do
users prefer?

Solving time is not correlated with
user preference. [33, 48, 66]

RQ3: Does experimental context
affect solving time?

Solving time is heavily influenced
by experimental context, with differ-
ences in means up to 57.5%.

RQ4: Do demographics affect solv-
ing time?

Age has an effect on solving time.
[27]

Self-reported education does not cor-
relate with solving time. [27]

RQ5: Does experimental context
influence abandonment?

High abandonment rates observed in
CAPTCHA user studies. [27]

Experimental context directly affects
the rate of abandonment.

3 Website Inspection

To understand the landscape of modern CAPTCHAS and guide
the design of the subsequent user study, we manually in-
spected the 200 most popular websites from the Alexa Top
Website list [2]. Where applicable, we use the terminology
from the taxonomy proposed by Guerar et al. [40].

Our goal was to imitate a normal user’s web experience and
trigger CAPTCHAS in a natural setting. Although CAPTCHAS
can be used to protect any section or action on a website,
they are often encountered during user account creation to
prevent bots creating accounts. Thus, for each website, we
investigated the process of creating an account (wherever
available). Of the inspected websites, 185 had some type of
account creation process, and we could successfully create
accounts on 142 websites. Distinct domains operated by the
same organization (e.g., amazon.com and amazon.co.jp)
were counted separately. We visited each website twice: once
with Google Chrome in incognito mode, and once with the
Tor browser over the Tor network [17]. We used incognito
mode to avoid websites changing their behavior based on
cookies presented by our browser. We used Tor since anecdo-
tal evidence suggests Tor users are asked to solve CAPTCHAS
more frequently and with greater difficulty than non-Tor users.
If no CAPTCHAS were displayed, we searched the page source
for the string “CAPTCHA” (case insensitive).

Ethical considerations: Based on the Guidelines for In-
ternet Measurement Activities [28], we did not engage in
malicious behavior which may trigger additional CAPTCHAS.
We used only manual analysis to avoid various challenges
that arise from automated website crawling.

3.1 Results and analysis
Figure 1 shows the distribution of CAPTCHA types we ob-
served during our inspection. The most prevalent types were:

reCAPTCHA [11, 14, 15] was the most prevalent, appear-
ing on 68 websites (34% of the inspected websites). This

is a Google-owned and operated service that presents users
with “click” tasks, which include behavioral analytics and
may potentially result in an image challenge. reCAPTCHA
allows website operators to select a difficulty level, ranging
from “easiest for users” to “most secure”.

Slider-based CAPTCHAS appeared on 14 websites (7%).
These typically ask users to slide a puzzle piece into a corre-
sponding empty spot using a drag interaction. The timing and
accuracy is checked for bot-like behavior.

Distorted Text CAPTCHAS appeared on 14 websites (7%).
We observed differences in terms of text type, color, length,
masking, spacing, movement, and background. Text type var-
ied in several ways: 2D or 3D, solid or hollow, font, and level
of distortion. Certain CAPTCHAS used masking, i.e., lines or
shapes obscured parts of the letters.

Game-based CAPTCHAS appeared on 9 websites (4.5%).
These present users with dynamic games and compute a risk
profile from the results. For example, users are asked to rotate
an image or select the correctly oriented image.

hCAPTCHA [9] appeared on 1 website. This is a service
provided by Intuition Machines, Inc. that was recently adopted
by Cloudflare [57] and is gaining popularity.

Invisible CAPTCHAS were found on 12 websites (6%).
These websites did not display any visible CAPTCHAS, but
contained the string “CAPTCHA” in the page source.

Other CAPTCHAs found during our inspection included: a
CAPTCHA resembling a scratch-off lottery ticket; a CAPTCHA
asking users to locate Chinese characters within an image;
and a proprietary CAPTCHA service called “NuCaptcha” [13].

3.2 Potential limitations
Choice of website list: There are several lists of “popular”
websites that could be used for this type of study, including the
Alexa Top Website list [2], Cisco Umbrella [6], Majestic [16],
TRANCO [56], Cloudflare Radar [7], and SecRank TopDo-
main [71]. These lists vary because of the differences in the
methodology used to identify and rank websites. Following
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Figure 1: Discrete distribution of discovered CAPTCHAS (full
data available in the accompanying dataset).

the work of Bursztein et al. [27] and the recommendation of
Scheitle et al. [60], we used the Alexa list.

Number of inspected websites: Since our website inspec-
tion was a manual process, we could only inspect the top
200 websites. This may also introduce a degree of systemic
bias towards the types of CAPTCHAS used on the most popu-
lar websites. However, we specifically chose these websites
because they are visited by large numbers of users.

Lower bound: Since we did not exercise all possible func-
tionality of every website, it is possible that we might not have
encountered all CAPTCHAS. Therefore, our results represent a
lower bound, while the actual number of deployed CAPTCHAS
may be higher. Nevertheless, we believe that we identified the
most prevalent CAPTCHA types across all inspected websites.

Timing: Web page rankings change on the daily basis and
CAPTCHAs shown by the same service may change. Given
that our inspection was performed at a particular point in time,
the precise results will likely change if the inspection were
repeated at a different point in time. However, as explained
above, we believe that the identified set of CAPTCHA types is
representative of currently-deployed CAPTCHAS.

Other types of CAPTCHAS: We only inspected main-
stream websites (i.e., those that would appear on a top web-
sites list). This means that there could be CAPTCHAS that
are prevalent on other types of websites (e.g., on the dark
web) but are not included in our study. However, studying
these special-purpose CAPTCHAS might require recruiting
participants who have prior experience solving them, which
was beyond the scope of our study.

Impact of limitations: The above limitations could have
had an impact on the set of CAPTCHA types we identified
and subsequently used in our user study. However, we have
high confidence that the CAPTCHA types we identified are a
realistic sample of those a real user would encounter during
typical web browsing. For instance, BuiltWith [5] has ana-
lyzed a dataset of 673 million websites and identified 15.2

million websites that use CAPTCHAS. reCAPTCHA accounts
for 97.3% and hCAPTCHA for a further 1.4%. The CAPTCHA
types used in our study therefore account for over 98% of
CAPTCHAS in this large-scale dataset.

4 User Study

Having identified the relevant CAPTCHA types, we conducted
a 1,000 participant online user study to evaluate real users’
solving times and preferences for these types of CAPTCHAS.
Our study was run using using Amazon MTurk and can be
summarized into the following four phases:

1. Introduction: Participants were first given an overview
of the study and details of the tasks to complete.

2. Pre-study questions: All participants were then asked to
provide demographic information by answering the pre-study
questions shown in Table 11 in Appendix B.

3. Tasks: Participants were asked to complete tasks, which
included solving exactly ten CAPTCHAS, presented in random
order. Unless otherwise stated, each CAPTCHA was unique
(i.e., freshly generated per participant). Participants had to
solve each CAPTCHA in order to progress to the next step,
thus preventing them from speeding through the study.

4. Post-study question Finally, participants were asked
questions about the CAPTCHAS they had just solved. The
exact questions and possible answers are shown in Table 11
in Appendix B.

4.1 Choice of CAPTCHAS

Based on our website inspection (Section 3), we selected the
following ten types of CAPTCHAS:

• Two reCAPTCHA v2 CAPTCHAS: one with the setting
easiest for users and the other with most secure. Note that
we do not have control over whether the user is shown
an image-based (Figure 2a) challenge in addition to the
click-based (Figure 2b) task.

• Two game-based CAPTCHAS from Arkose Labs [4]: one
required using arrows to rotate an object (Figure 3a) and
the other required selecting the upright object (Figure 3b).

• Two hCAPTCHAs [9]: one with easy and one with difficult
settings (Figure 5).

• One slider-based CAPTCHA from Geetest [8]: we selected
Geetest because it was used on several of the inspected
websites and offers a convenient API (Figure 4).

• Three types of distorted text CAPTCHAS (Figure 6): (a)
the simple version had four unobscured characters, (b) the
masked version had five characters and included some mask-
ing effects, and (c) the moving version contained moving
characters.
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(a) Image Task CAPTCHA [14]

(b) v2 checkbox CAPTCHA [11]

Figure 2: reCAPTCHA [11, 14, 15]

(a) Rotation CAPTCHA

(b) Orientation selection

Figure 3: Arkose Labs [4]

Figure 4: Geetest [8]

Figure 5: hCAPTCHA [9]

(a) Xinhuanet CAPTCHA [18]

(b) 360.cn CAPTCHA [1] (c) jrj.com CAPTCHA [12]

Figure 6: Distorted text CAPTCHAS

These form a representative sample of CAPTCHAS we encoun-
tered in our website inspection. Although hCAPTCHA only
appeared once, we included it since it is an emerging image-
based approach, which claims to be the largest independent
CAPTCHA service [10].

4.2 Direct vs. contextualized settings

We initially hypothesized that we would observe a difference
in behavior depending on experimental context. In order to
evaluate this, we designed two settings of the study: 500
participants completed the direct setting, whilst the other 500
completed the contextualized setting. In both settings, each
participant solved exactly ten CAPTCHAS in random order.

Direct setting: This setting was designed to match pre-
vious CAPTCHA user studies, in which participants are di-
rectly asked to solve CAPTCHAS. The MTurk study title was
“CAPTCHA User Study” and the instructions in the first phase
informed users that their task was to solve CAPTCHAS. In the
second phase, in addition to the basic demographic informa-
tion, participants were asked about their experience with and
perception of CAPTCHAS; see Table 11 in Appendix B. In the
third phase, participants were shown ten CAPTCHAS in ran-
dom order. The fourth phase was the same for both settings.

Contextualized setting: This setting was designed to mea-
sure CAPTCHA solving behavior in the context of a typical
web activity. We selected the task of user account creation,
as this often includes solving a CAPTCHA. The MTurk study
title was “Account Creation User Study” and the first and
second phases did not mention CAPTCHAS. In the third phase,
participants were asked to complete ten typical user account
creation forms, each displaying a CAPTCHA after the partici-
pant clicked submit, as is often the case on real websites. This
sequencing allowed us to precisely measure the CAPTCHA
solving time in isolation from the rest of the account creation
task. The account creation task was a basic web form ask-
ing for a randomized subset of: name, email address, phone
number, password, and address. To avoid collecting person-
ally identifiable information, participants were provided with
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Table 2: Summary of demographic data for the 1,400 participants of the main user study.

Age Residence Education Gender Device Type Input Method Internet Use

30 - 39 (531) USA (985) Bachelors (822) Male (832) Computer (1301) Keyboard (1261) Work (860)
20 - 29 (403) India (240) Masters (243) Female (557) Phone (74) Touch (125) Web surf (397)
40 - 49 (271) Brazil (50) High school (210) Non-Binary (11) Tablet (25) Other (14) Education (87)
50 - 59 (106) Italy (27) Associate (98) Gaming (30)
≥ 60 (58) UK (24) PhD (24) Other (26)

18 - 19 (31) Other (74) No degree (3)

synthetic information at each step. Each page also included a
large banner clearly stating not to enter any personal informa-
tion. The fact that we were specifically measuring CAPTCHA
solving time was only revealed to participants after they com-
pleted the first three phases.

4.3 Timeline and compensation
The primary study ran for two months with a total of 1,000
distinct participants.3 Participants were initially paid $0.30
for completing the direct version and $0.75 for the contextu-
alized version, as the latter involved a larger workload. After
completing the study, we realized we may have unintention-
ally under-compensated participants,4 since the median HIT
completion time was 4.4 and 11.5 minutes for direct and con-
textualized versions. We therefore retroactively doubled all
participants’ compensation to $0.60 and $1.50, which equates
to approximately $7.80 – $8.20 per hour.

4.4 Ethical considerations
This user study was duly approved by the Institutional Re-
view Board (IRB) of the primary authors’ organization. No
sensitive or personally identifiable information was collected
from participants. We used the pseudonymous MTurk worker
IDs only to check that participants were unique.

Since the contextualized setting did not inform participants
of the actual aim of the study beforehand, two additional
documents were filed and approved by the IRB: (1) “Use of
deception/incomplete disclosure” and (2) “Waiver or Alter-
ation of the Consent”. After each participant completed the
contextualized setting, we disclosed the study’s actual goal
and asked whether they gave us permission to use their data.
No data were collected from participants who declined.

4.5 User study implementation
The realization of the user study included a front-end webpage
and a back-end server. The front-end was a single HTML page
that implemented the four phases described above. To prevent
any inconsistencies, participants were prevented from going

3To the best of our knowledge, all participants were distinct. We config-
ured Amazon MTurk to only allow unique accounts to participate.

4In terms of US federal minimum wage.

back to a previous phase or retrying a task once they had
progressed. Timing events were captured with millisecond
precision using the native JavaScript Date library. Timing
events were recorded at several points for each CAPTCHA:
request, serve, load, display, submit, and server response. We
measured solving time as the time between a CAPTCHA being
displayed and the participant submitting a solution, as is done
in prior CAPTCHA user studies [23, 24, 27, 34, 37, 38, 43, 47,
48, 52, 58, 67, 75]. Depending on the type of CAPTCHA, this
might include multiple rounds or attempts.

We used Amazon MTurk to recruit participants, host the
front-end, and collect data. While most types of CAPTCHAS
shown by the front-end were served from their respective
providers, distorted text CAPTCHAS were not available from
a third-party provider, as these are usually hosted by the web-
sites themselves. We therefore set up our own back-end server
to serve distorted text CAPTCHAS. Specifically, we down-
loaded a total of 1,000 unique distorted text CAPTCHAS of
three different types, and stored these in a local MongoDB [19]
database. We used a Node.js [20] server to retrieve and
serve CAPTCHAS from the database. Every participant was
served one text CAPTCHA of each type, and each unique text
CAPTCHA was served to three different participants.

Table 2 shows the demographic information of the partici-
pants who completed the study. The demographics of the two
subgroups who completed direct and contextualized studies
are very similar to each other.

4.6 Potential limitations

Use of MTurk: Webb et al. [69] reported several potential
concerns regarding the quality of data collected from MTurk.
Of their six criteria, our study did not implement two: consent
quiz (1) and examination of qualitative responses (2), which
we acknowledge as a limitation. The remaining four criteria
can be either evaluated through collected data or are not an
issue for our study. Eligibility (3) and attention check (4) can
be verified via the accuracy of text-based CAPTCHA responses,
which confirm that nearly all of our participants were focused
and provided correct data. Response time (5) was within our
expected range. Study completion (6) was not an issue, since
each participant had to complete every CAPTCHA to proceed.

Bots and farms: Similarly, Chmielewski et al. [30] re-
ported a decrease in data quality, citing bot and farm activity.
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However, Moss and Litman [53] subsequently used several
bot-detection measures to evaluate whether bots could be con-
taminating MTurk data, and found no evidence of bot activity.
Every participant who completed our study solved ten modern
CAPTCHAS, which although possible, would be more difficult
for bots. Since we configured MTurk to only allow one com-
pletion per MTurk account, farm activity was also limited.
Therefore, we are reasonably confident that our results are not
influenced by bots or farms.

Choice of CAPTCHAS: One consequence of using the
CAPTCHA types we identified in Section 3 is that our user
study results are not directly comparable with those from
prior CAPTCHA user studies. In general, it is difficult to di-
rectly compare such studies, as even if the same types of
CAPTCHAS are studied, different implementations may be
used e.g., reCAPTCHA and hCAPTCHA are both image-
based CAPTCHAS, but could give different results.

Unmodified CAPTCHAS: In order to maximize the level of
realism in our study, we used existing unmodified CAPTCHAS.
We therefore did not have fine-grained control over the pre-
cise behavior of these CAPTCHAS, nor the ability to obtain
more fine-grained measurements of participants’ accuracy
or performance beyond overall solving time. However, like
previous studies, we consider overall solving time to be the
most important measurable quantity.

Invalid inputs: Unfortunately, the input field for the
CAPTCHA preference question in our post-study question-
naire was a free text field rather than a pull-down menu. This
allowed some participants to provide preference scores out-
side the requested 1-5 range. We therefore excluded invalid
preference scores from 163 participants.5

Abandonment: Since we did not record how many par-
ticipants began our main study, we cannot precisely quantify
the rate of abandonment. To investigate this further, we per-
formed an additional abandonment-focused study (Section 6),
where we observed a 30% abandonment rate. We can there-
fore assume a similar abandonment rate for our main study.
Whilst the impact of this level of abandonment is unclear, it
could potentially affect the ecological validity of our results,
as the participants who were willing to complete the study
may not be representative of all users.

Confounding factors: There were several differences be-
tween our direct and contextualized settings, some of which
may be confounding factors when comparing these two
groups. For example, participants in the contextualized setting
had to do more work, so their attention or focus might have
been reduced during CAPTCHA solving. Differences in com-
pensation or participants’ perceived benefit of completing the
task (i.e., creating an account vs. solving a CAPTCHA) may
have affected motivation or likeliness to abandon the task.

5However, we have high confidence that these participants did not provide
incorrect or rushed responses during the rest of the study because their
average accuracy in text-based CAPTCHAS was similar to the study-wide
average. We therefore retained their measurements in other sections.

5 Results & Analysis

This section presents the user study results. Unless otherwise
indicated, results are based on the full set of participants.

5.1 Solving times
This subsection addresses RQ1: How long do human users
take to solve different types of CAPTCHAS? Figure 7 shows
the the distribution of solving times for each CAPTCHA type.
We observed a small number of extreme outliers where the
participant likely switched to another task before returning
to the study. We therefore filtered out the highest 50 solving
times per CAPTCHA type, out of 1,000 total.

For reCAPTCHA, the selection between image- or click-
based tasks is made dynamically by Google. Whilst we know
that 85% and 71% of participants (easy and hard setting) were
shown a click-based CAPTCHA, the exact task-to-participant
mapping is not revealed to website operators. We therefore
assume that the slowest solving times correspond to image-
based tasks. After disambiguation, click-based reCAPTCHA
had the lowest median solving time at 3.7 seconds. Curiously,
there was little difference between easy and difficult settings.

The next lowest median solving times were for dis-
torted text CAPTCHAS. As expected, simple distorted text
CAPTCHAS were solved the fastest. Masked and moving
versions had very similar solving times. For hCAPTCHA,
there is a clear distinction between easy and difficult settings.
The latter consistently served either a harder image-based
task or increased the number of rounds. However, for both
hCAPTCHA settings, the fastest solving times are similar to
those of reCAPTCHA and distorted text. Finally, the game-
based and slider-based CAPTCHAS generally yielded higher
median solving times, though some participants still solved
these relatively quickly (e.g., < 10 seconds).

With the exception of reCAPTCHA (click) and distorted
text, we observed that solving times for other types have
a relatively high variance. Some variance is expected, es-
pecially since these results encompass all input modalities
across both direct and contextualized settings. However, rela-
tive differences in variances indicate that, while some types
of CAPTCHAS are consistently solved quickly, most have a
range of solving times across the user population. The full
statistical analysis of our solving time results is presented in
Appendix C.

5.2 Preferences analysis
This subsection addresses RQ2: What CAPTCHA types do
users prefer? Figure 8 shows participants’ CAPTCHA pref-
erence responses after completing the solving tasks. The
CAPTCHA types are sorted from most to least preferred
by overall preference score, which is calculated by sum-
ming the numeric scores. Since easy and difficult settings

USENIX Association 32nd USENIX Security Symposium    3087



0 20 40 60 80 100

Solving Time [s]

reCAPTCHA
(easy click)

reCAPTCHA
(hard click)

Geetest
(slide)

Arkose
(selection)

Arkose
(rotation)

Distorted
text (simple)

Distorted
text (moving)

reCAPTCHA
(easy image)

reCAPTCHA
(hard image)

Distorted
text (masked)

hCAPTCHA
(easy)

hCAPTCHA
(difficult)

Figure 7: Solving times for various types of CAPTCHAS.
Boxes show the middle 50% of participants, and whiskers
show the filtered range. Black vertical lines show the median.

of hCAPTCHA are visually indistinguishable, we could only
ask participants for one preference.

As expected, participants tend to prefer CAPTCHAS with
lower solving times. For example, reCAPTCHA (click) has
the lowest median solving time and the highest user prefer-
ence. However, surprisingly, this trend does not seem to hold
for game-based and slider-based CAPTCHAS, since these re-
ceived some of the highest preference scores, even though
they typically took longer than other types. This suggests that
factors beyond solving time could be contributing to partici-
pants’ preference scores. Notably, no single CAPTCHA type is
either universally liked or disliked. For example, even the top-
rated click-based reCAPTCHA, was rated 1 or 2 by 18.9% of
participants. Similarly, over 31.0% rated hCAPTCHA 4 or 5,
although it had the lowest overall preference score.

5.3 Direct vs. contextualized setting
This subsection addresses RQ3: Does experimental context
affect solving time? Figure 9 shows histograms of CAPTCHA
solving times for participants in the direct vs. contextualized
settings. In every case except one, the mean solving time is
lower in the direct setting. In most cases, the distribution from
the contextualized setting has more participants with longer
solving times, i.e., a longer tail.

The largest statistically significant difference is in re-
CAPTCHA (easy click), where the mean solving time grows
by 1.8 seconds (57.5%). Second is Arkose (rotation), where it
grows by 10 seconds (56.1%). Across all CAPTCHA types, the

0 20 40 60 80 100

Percentage of Participants

◦hCAPTCHA

†Distorted
text (masked)

◦‡reCAPTCHA
(image)

†Distorted
text (moving)

†Distorted
text (simple)

�Arkose
(rotation)

�Arkose
(selection)

?Geetest
(slide)

◦‡reCAPTCHA
(click)

27.3 22.1 19.5 17.7 13.3

24.2 22.0 21.6 17.6 14.5

23.5 19.0 21.9 18.8 16.8

19.8 21.3 22.9 19.3 16.7

11.2 17.0 21.1 24.9 25.9

6.9 12.3 21.9 22.6 36.2

7.6 12.4 19.9 23.3 36.8

8.9 10.1 14.7 22.5 43.9

9.5 9.4 11.3 18.5 51.3

◦ Image-based
† Distorted-text
� Game-based
? Slider-based
‡ Behavior-based

Least
Enjoyable

Less
Enjoyable Neutral

More
Enjoyable

Most
Enjoyable

Figure 8: Participant-reported preference scores for different
types of CAPTCHAS, sorted from highest to lowest.

average increase from direct to contextualized is 26.7%. Sim-
ilarly, the mean solving time for reCAPTCHA (easy image)
increased by 63.6% in the contextualized setting showing the
largest increase. However this was not statistically significant.
This is likely due to the skew of participants in direct and
contextualized versions receiving image-challenges, which
is controlled by Google. Easy images were shown to 8.9%
of contextualized and to 17.2% of direct setting participants,
while hard images were shown to 25.5% and 30% respec-
tively, resulting in different population sizes.

On the other hand, hCAPTCHA (difficult), which has the
highest median solving time overall, showed no significant
difference in mean solving time between direct and contex-
tualized settings. This may be attributable to the difficulty of
solving this type of CAPTCHA, regardless of the setting.

Results of Kruskal-Wallis tests confirm that there are sta-
tistically significant differences in mean solving times for all
CAPTCHA types (p < 0.001) except Geetest, reCAPTCHA
(image) and hCAPTCHA (difficult). While there were several
potential confounding factors in our study, these results sug-
gest that experimental context can have a significant impact
on participants’ CAPTCHA solving times, and must therefore
be taken into account in the design of future user studies.

5.4 Effects of demographics
This subsection addresses RQ4: Do demographics affect solv-
ing time? We analyzed how demographic characteristics in
our study correlate with CAPTCHA solving times. For some
characteristics, such as education and gender, we did not ob-
serve large differences in CAPTCHA solving times (see Fig-
ures 13 and 14 in Appendix D).
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Figure 10: Effects of age in CAPTCHA solving time. The horizontal axis shows the age and the vertical axis shows the solving
time. The red line shows the linear fit of the data points and the green line shows the average solving time per age.

5.4.1 Effects of age

Figure 10 shows the effect of participants’ age on solving
time. The green line is the average solving time for each age,
and the red line is a linear fit minimizing mean square error.
For all types, except reCAPTCHA (easy image), there is a
trend of younger participants having lower average solving
times. This agrees with prior results [27] and is especially
noticeable in hCAPTCHA, Arkose (selection), and Geetest.

5.4.2 Effects of device type

Figure 11 shows the effect of device type. Although there
are some differences in median between device types for
certain CAPTCHA types, the Kruskal-Wallis test shows that

the differences in means are mostly not statistically significant.
The only statistically significant differences are in distorted
text CAPTCHAS (p < 0.02) and reCAPTCHA (hard click)
(p < 0.01), where participants who used computers had a
lower mean solving time compared to those using phones.
Interestingly, we found a statistically significant difference
between participants who used physical keyboards and those
who used touch input for the simple and masked distorted text
CAPTCHAS (p < 0.02), as well as reCAPTCHA (hard click)
(p < .001), reCAPTCHA (easy click) (p < .05), and Arkose
(selection) (p < .003). We found no statistically significant
difference in mean solving times for moving distorted text.
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Figure 11: Effects of device type.

5.4.3 Effects of typical Internet use

Figure 12 shows the relationship between participants’ self-
reported dominant Internet usage patterns and their CAPTCHA
solving times. The Kruskal-Wallis test shows some initial
evidence for statistically significant differences between par-
ticipants who use the Internet primarily for work and those
who use it for other purposes (p < 0.05). The former were
typically slower than the latter in 8 out of 12 CAPTCHAS.
However, some categories do not have a sufficient number of
participants, thus further investigation is recommended.

5.5 Accuracy of CAPTCHAS

Table 3 contrasts our measured human solving times and accu-
racy against those of automated bots reported in the literature.
Interestingly, these results suggest that bots can outperform
humans, both in terms of solving time and accuracy, across
all these CAPTCHA types. As mentioned in Section 4.6, our
decision to use unmodified real-world CAPTCHAS means we
only have accuracy results for a subset of CAPTCHA types
(e.g., neither Geetest nor Arkose provide accuracy informa-
tion). For the same reason, our accuracy results also include
participants who only partially completed the study.

reCAPTCHA: The accuracy of image classification was
81% and 81.7% on the easy and hard settings respectively.
Surprisingly, the difficulty appeared not to impact accuracy.

hCAPTCHA: The accuracy was 81.4% and 70.6% on the
easy and hard settings respectively. This shows that, unlike
reCAPTCHA, the difficulty has a direct impact on accuracy.

Distorted Text: We evaluated agreement among partici-
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Figure 12: Effects of typical Internet use.

pants as a proxy for accuracy. As each individual CAPTCHA
was served to three separate participants, we measured agree-
ment between any two or more participants. We also observed
that agreement increases dramatically (20% on average) if
responses are treated as case insensitive, as shown in Table 4.

Table 3: Humans vs. bot solving time (seconds) and accuracy
(percentage) for different CAPTCHA types.

Human Bot

CAPTCHA Type Time Accuracy Time Accuracy

reCAPTCHA (click) 3.1-4.9 71-85% 1.4 [63] 100% [63]

Geetest 28-30 N/A 5.3 [70] 96% [70]

Arkose 18-42 N/A N/A N/A

Distorted Text 9-15.3 50-84% <1 [77] 99.8% [39]

reCAPTCHA (image) 15-26 81% 17.5 [45] 85% [45]

hCAPTCHA 18-32 71-81% 14.9 [44] 98% [44]

Table 4: Agreement for distorted text CAPTCHAS.

Average Agreement Average Agreement (case insensitive)

Simple 84% 93%
Masked 50% 73%
Moving 62% 90%

Total 65% 85%
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6 Measuring User Abandonment

This subsection addresses RQ5: Does experimental context
influence abandonment? Upon completion, we observed that
the number of CAPTCHAS solved during our study exceeded
what would be expected based on the number of participants
who completed the study. We hypothesized that this was due
to participants starting but not completing the study. To mea-
sure this behavior, we conducted a second user study that col-
lected timestamps between CAPTCHAS, regardless of whether
the entire study was completed. We measured: (1) how many
participants started the task; (2) how many abandoned the
task when solving a CAPTCHA; and (3) if so, at which task
and CAPTCHA.

This abandonment-focused study consisted of four groups,
each with 100 unique participants. Two groups were presented
with the direct setting and the other two with the contextu-
alized setting (see Section 4.2). We hypothesized that the
amount of compensation might also impact abandonment, so
we doubled the compensation for one of the groups in each
setting. The studies were run sequentially to avoid prospective
participants simply picking the higher-paying study.

We summarize the key findings below, and present the full
results in Tables 7, 8, 9, and 10 in Appendix A. Out of a to-
tal of 574 participants who started the study, 174 abandoned
prior to completion (i.e., 30% abandonment rate). Several
observations can be made: First, in the direct setting, 25%
of the participants who ultimately abandoned the study did
so before solving the first CAPTCHA, but this rose to nearly
50% in the contextualized setting. Second, doubling the pay
halved the abandonment rate for the contextualized setting
(as expected), but increased it by 50% in the direct setting.
Third, participants in the contextualized setting were 120%
more likely to abandon than those in the direct setting. Fourth,
in the contextualized setting, participants at the higher com-
pensation level solved CAPTCHAS faster than those at the
lower compensation level (21.5% decrease in average solving
time across all CAPTCHA types). Interestingly, in the direct
setting, participants at the higher compensation level solved
CAPTCHAS slower than those at the lower compensation level
(27.4% increase in average solving time across all CAPTCHA
types). Finally, some CAPTCHA types (e.g., Geetest) exhibited
higher rates of abandonment than others.

This initial investigation strongly motivates the need for
further exploration of CAPTCHA-induced abandonment. Al-
though we studied the impact of compensation and experimen-
tal context, there may be other reasons behind abandonment,
such as: CAPTCHA type, CAPTCHA difficulty, and expected
duration of study. Nevertheless, the trend of average users’
unwillingness to solve a CAPTCHA during account creation
(even for monetary compensation) is a relevant finding for
websites that choose to protect account creation (and/or ac-
count access) using CAPTCHAS.

7 Related Work

CAPTCHAS are a well-studied topic, with several prior studies
investigating both existing and novel CAPTCHA schemes.

7.1 Comparison of methodologies
Table 5 summarizes the key methodological aspects of prior
CAPTCHA user studies, from which the following observations
can be made:

• Most prior research has focussed on distorted text and
newly-proposed CAPTCHA schemes.

• MTurk and proprietary websites have been the norm across
CAPTCHA user studies (except DevilTyper [43]).

• Whilst almost all studies measured solving time, there is
a bifurcation in terms of accuracy measurements: studies
evaluating their own CAPTCHA schemes or reimplement-
ing existing schemes typically have direct access to accu-
racy results, whereas those evaluating unmodified deployed
CAPTCHAS can only measure quantities such as agreement.

• Most studies measured demographics and ratings or pref-
erences. Some studies also measured workload, open re-
sponse (perceptions), and perceived usability.

7.2 Detailed comparisons
We present detailed comparisons of our methodology and
results with three representative prior CAPTCHA studies.

Bursztein et al. [27] presented the first large-scale study
on human CAPTCHA solving performance. Focussing on dis-
torted text and audio CAPTCHAS, they used both MTurk and
an underground CAPTCHA-solving service to measure solving
time and accuracy. In terms of solving times, they found that
it took on average 9.8 and 28.4 seconds to solve distorted
text and audio CAPTCHAS respectively. Although we did not
evaluate audio CAPTCHAS (as we did not observe these in our
website inspection), our results for distorted text CAPTCHAS
broadly agree at 12.5 on average. Similarly to our study, they
used agreement between participants as a proxy for accuracy.
For distorted text, they observed 71% agreement, which is
in line with our observation of 75% when averaging case
sensitive and insensitive versions (see Table 4).

Feng et al. [33] presented senCAPTCHA, a new CAPTCHA
type using orientation sensors designed specifically for mobile
devices with small screens. They evaluated its security against
brute-force and ML-based attacks, and its usability through
two usability studies totalling 472 participants. The second
user study compared senCAPTCHA against text-, audio-,
image-, and video-based CAPTCHAS, some of which were
reimplemented for the study. senCAPTCHA had the lowest
median solving time (5.02 seconds), followed by image (9.6),
video (10.08), text (11.93), and audio (47.07). With the excep-
tion of click-based reCAPTCHA, it can be extrapolated that
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Table 5: Methodology and details of previous CAPTCHA-related user studies.

CAPTCHA types Delivery
medium

Measurements Survey methods CAPTCHA
source

Compensation (USD
per # CAPTCHAS)

Ours Text, Image, Game,
Slider, Behavior

MTurk Time, Agreement,
Accuracy, Aban-
donment, Context

Demographics, Preference Alexa $0.30-$1.50 per 10

[27] Text, Audio MTurk,
Website

Time, Agreement Demographics Alexa $0.02-$0.50 per 24-39

[52] DCG Captcha MTurk Time, Accuracy Demographics, SUS Newly proposed $0.50 per 4

[47] reCAPGen Audio MTurk Time, Accuracy Demographics, Rating/Preference Newly proposed $4.00 per 60

[38] 3D/2D Text MTurk Time, Accuracy Demographics, SUS [51, 72, 73] $1.00 per 30

[43] Text MTurk,
DevilTyper

Time, Accuracy,
Abandonment

None Major websites $0.03 per 15 (MTurk),
30.00 per 1.4 mil

[24] Text, Audio, Interface Website Time, Accuracy Demographics, Preference Alexa None

[34] Text Website None Demographics, Rating/Preference Newly proposed None

[37] Jigsaw puzzle Website Time, Accuracy Demographics, Preference Newly proposed None

[48] Text, Game, NoBot Website Time Workload, Perceptions, Preference None None

[33] SenCAPTCHA, Text,
Image, Audio, Video

MTurk Time Demographics, Preference, SUS Newly proposed,
[55]

$1.25 per 9-15

[66] Text, Behavior, Invis-
ible, Game, Math

Unknown Time Demographics, Preference None None

[58] Sketcha MTurk Time, Accuracy Demographics Newly proposed $0.05-$0.30 per 10-12

senCAPTCHA would have a lower solving time than the other
CAPTCHA types in our study. In terms of preferences, most
participants in their study preferred senCAPTCHA. Out of
the CAPTCHA types in our study, senCAPTCHA most closely
resembles the game-based CAPTCHAS, which supports our
finding that game-based CAPTCHAS are generally preferred
over text and image-based CAPTCHAS (see Figure 8).

Tanthavech and Nimkoompai [66] performed a 40-
participant user study, measuring solving time for five
CAPTCHA types: click-based reCAPTCHA, text-, game-,
math-based, and a newly-proposed invisible CAPTCHA, which
is essentially a honeypot for bots. In terms of solving times,
their distorted text measurement (12 seconds) is in the mid-
dle of our observed range (9-15 seconds), which is expected
since it closely resembles our masked type of distorted text.
Similarly, their click-based reCAPTCHA measurement (3.1
seconds) is on the boundary of our range (3.1-4.9), which sug-
gests they may have configured the “easier for users” setting.
Their game-based CAPTCHA appears to have a lower solving
time than ours, but this is likely due to the type of game. We
did not observe or evaluate any math-based CAPTCHAS. They
also asked participants several post-study questions about the
five CAPTCHA types. Interestingly, their participants “enjoyed”
the game-based CAPTCHA more than reCAPTCHA (click),
which is the inverse of our findings (see Figure 8), but may
again be due to the different types of game.

Overall, where our study measured similar quantities to
prior work, our findings broadly agree. However, there is still

a high degree of diversity in the sets of quantities measured in
each study (e.g., types of CAPTCHAS, effect of experimental
context), suggesting that a plurality of studies are needed to
understand the full CAPTCHA landscape.

7.3 Summarized comparisons

In addition, Table 6 presents a summarized comparison of our
results with those of other prior studies.

Solving Time: Overall, the average solving time in our
study ranged from 3.6 to 42.7 seconds per CAPTCHA, which
is a larger range than that observed by Bursztein et al. [27] in
2010 (9.8 – 28.4 seconds) but is similar to the 2019 study by
Feng et al. [33] (medians ranging from 5.0 to 47.1 seconds).
Although direct comparison of solving times is not always
meaningful, even for the same CAPTCHA type (e.g., due to dif-
fering implementations or difficulty settings), we can identify
a few trends. Firstly, our measured solving times for the three
types of distorted text CAPTCHAS (9-15 seconds6) are within
the range of observations from prior studies (6-20 seconds).
We can therefore use this as a reference point for comparisons.
Secondly, with the exception of behavior-based CAPTCHAS,
we observed that all other CAPTCHA types took longer than
distorted text. Without considering newly-proposed CAPTCHA
types, this trend is consistent across most prior studies (with
the exception of [33] and [66]). Thirdly, although we do not

6Unless otherwise stated, measurements refer to average solving time.
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Table 6: Comparison of results from prior user studies evaluating CAPTCHAS: audio (A), behavior (B), distorted text (DT), game
(G), honeypot (HP), image (I), math (M), service (S), slider (SL), video (V) and newly-proposed (New). Some studies used

non-unique (NU) participants or MTurk (MT). * denotes reimplemented CAPTCHA types.

Unique users CAPTCHAS solved Average solving time (seconds) Average accuracy

Ours 1,400 (MT) 14,000 9-15 (DT), 15-32 (I), 18-42 (G), 29 (SL), 3.1-4.9 (B) 50-84% (DT), 71-81% (I), 71-85% (B)

[27] 1,100-11,800 (MT) 318,000 9.8 (DT), 28.4 (A), 22.4 (S) 71% (DT), 31% (A), 93% (ebay DT)

[52] 120 480 8.5-16 (New), 17-47 (Attacks) 16-100% (New)

[47] 79 4,740 9.6 (New) 78.2% (New)

[38] 120 3,600 10 (3D-DT), 6.2-6.7 (DT) 84% (3D-DT), 92-96% (DT)

[43] 5,000 (NU), 44 (MT) 1.4 mil, 7,500 8.5-12 (DT) 79%-89% (DT)

[24] 162, 14 (Interface) 2,350 9.9 (DT), 50.9 (Blind DT), 22.8 (A) 80% (DT), 39-43% (A)

[34] 210 210 None None

[37] 100 300 4.9-6.4 (New) 78%-87.5% (New)

[48] 87 261 20 (DT), 29 (G), 70 (NoBot) None

[33] 436 4,920 12 (DT), 47 (A), 9.6 (I*), 5 (New), 12 (V*) None

[66] 40 200 12 (DT), 0 (HP), 3.1 (B), 8.2 (G [76]), 4.1 (M [42]) None

[58] 558 (NU) 14,302 35 (New) 42%-88% (New)

evaluate any newly-proposed CAPTCHA types, the times re-
ported for these by other studies are typically faster than most
of the CAPTCHA types in our study, suggesting that there is
scope for developing new CAPTCHA types with lower solv-
ing times. Finally, even in comparison to newly-proposed
schemes, the behavior-based CAPTCHAS (e.g. reCAPTCHA
click) appear to have the lowest solving times overall.

Accuracy: For the case-sensitive setting, we observed
a relatively broad range of accuracy (i.e., agreement) mea-
surements for distorted text (50-84%). However, in the case-
insensitive setting, our accuracy range narrows to 73-93%,
which more closely aligns with prior studies, which have re-
ported distorted text accuracies in the range 71-96%. This
suggests that both participants and prior studies have fo-
cussed on the case-insensitive setting. In terms of deployed
CAPTCHAS, [27] reported an accuracy of 93% for distorted
text CAPTCHAS used by EBay in 2010. This is higher than
for the image-based CAPTCHAS we measured (71-81%), sug-
gesting that the latter may have increased in difficulty.

Security: Table 3 shows a comparison of our results to prior
security analyses. Automated attacks on various CAPTCHA
schemes have been quite successful [21, 22, 25, 26, 29, 32,
36, 39, 44, 45, 49, 50, 59, 61, 63–65, 70, 77]. The bots’ accu-
racy ranges from 85-100%, with the majority above 96%.
This substantially exceeds the human accuracy range we ob-
served (50-85%). Furthermore the bots’ solving times are
significantly lower in all cases, except reCAPTCHA (image),
where human solving time (18 seconds) is similar to the bots’
(17.5 seconds). However, in the contextualized setting, human
solving time rises to 22 seconds, indicating that in this more
natural setting, humans are slightly slower than bots.

8 Summary & Future Work

This paper explores currently-deployed CAPTCHAS via in-
spection of 200 popular websites and a series of user studies
totalling 1,400-participants. For the research questions we
posed at the outset, our results:
RQ1: show that there are significant differences in mean

solving times between CAPTCHA types.
RQ2: show that users’ preference is not fully correlated with

CAPTCHA solving time.
RQ3: show that experimental context significantly influences

CAPTCHA solving times.
RQ4: confirm the previously-reported effects of age on solv-

ing time.
RQ5: confirm the high rates of abandonment due to

CAPTCHA-related tasks and identify that experimental
context impacts abandonment.

We anticipate several directions for future work, including
obtaining detailed measurements through a controlled user
study, and further investigating the causes of abandonment.
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A Abandonment measurement

Tables 7, 8, 9, and 10 show the results from four groups of
participants from the secondary study which aimed to measure
abandonment. Columns represent the order of CAPTCHAS
shown, while rows represent the CAPTCHA type. Cell values
represent the number of MTurkers who abandoned.

Table 7: Abandonment in contextualized setting ($0.75 payment)

1 2 3 4 5 6 7 8 9 10 Total

reCAPTCHA (easy) 5 0 0 0 2 0 0 0 0 0 7
Geetest (slide) 3 1 2 1 3 0 0 1 1 1 13
Arkose (selection) 8 2 0 1 1 0 0 0 0 0 12
Arkose (rotation) 2 1 1 0 1 1 0 0 0 0 6
Distorted text (simple) 2 1 0 0 0 2 1 0 0 0 6
Distorted text (moving) 0 1 2 1 1 0 1 0 1 0 7
reCAPTCHA (difficult) 5 0 1 1 0 0 0 0 0 0 7
Distorted text (masked) 4 2 1 0 0 0 0 0 0 0 7
hCAPTCHA (easy) 2 2 2 0 1 0 0 0 0 0 7
hCAPTCHA (difficult) 4 1 2 1 0 0 1 0 0 0 9

Total 35 11 11 5 9 3 3 1 2 1 81

Table 8: Abandonment in contextualized setting ($1.50 payment)

1 2 3 4 5 6 7 8 9 10 Total

reCAPTCHA (easy) 2 1 0 0 0 0 0 0 0 0 3
Geetest (slide) 4 0 0 0 0 1 0 1 2 0 8
Arkose (selection) 1 2 0 0 0 1 0 0 0 0 4
Arkose (rotation) 4 0 1 0 0 0 0 1 0 0 6
Distorted text (simple) 2 0 0 1 0 0 0 0 0 0 3
Distorted text (moving) 1 1 1 0 0 1 1 0 0 0 5
reCAPTCHA (difficult) 2 1 0 0 0 0 0 0 0 0 3
Distorted text (masked) 1 2 0 0 0 0 0 0 0 0 3
hCAPTCHA (easy) 1 1 0 0 0 0 0 0 0 0 2
hCAPTCHA (difficult) 0 0 1 0 0 0 0 0 1 0 2

Total 18 8 3 1 0 3 1 2 3 0 39

Table 9: Abandonment in direct setting ($0.30 payment)

1 2 3 4 5 6 7 8 9 10 Total

reCAPTCHA (easy) 0 0 0 1 0 0 0 0 0 0 1
Geetest (slide) 1 1 0 0 1 0 1 2 0 0 6
Arkose (selection) 2 1 1 0 0 1 0 0 0 0 5
Arkose (rotation) 0 0 0 0 0 1 0 0 0 0 1
Distorted text (simple) 0 0 0 0 0 0 0 0 0 0 0
Distorted text (moving) 0 0 0 0 0 1 1 0 0 0 2
reCAPTCHA (difficult) 0 0 0 1 0 0 0 0 0 0 1
Distorted text (masked) 0 0 0 0 0 0 1 0 0 0 1
hCAPTCHA (easy) 1 1 0 1 0 0 0 0 0 0 3
hCAPTCHA (difficult) 1 0 0 1 0 0 0 0 0 0 2

Total 5 3 1 4 1 3 3 2 0 0 22

Table 10: Abandonment in direct setting ($0.60 payment)

1 2 3 4 5 6 7 8 9 10 Total

reCAPTCHA (easy) 0 0 0 0 0 0 0 0 0 0 0
Geetest (slide) 4 3 2 0 3 5 0 0 2 0 19
Arkose (selection) 0 0 1 0 0 0 0 0 0 0 1
Arkose (rotation) 1 0 0 2 1 0 0 0 0 0 4
Distorted text (simple) 0 0 0 0 0 0 0 0 0 0 0
Distorted text (moving) 1 0 0 0 0 0 0 0 1 0 2
reCAPTCHA (difficult) 0 0 0 0 0 0 0 0 1 0 1
Distorted text (masked) 2 0 0 0 0 0 0 0 0 0 2
hCAPTCHA (easy) 0 1 0 1 0 0 0 0 0 0 2
hCAPTCHA (difficult) 0 0 0 0 1 0 0 0 0 0 1

Total 8 4 3 3 5 5 0 0 4 0 32

B Questions asked in User Study

Table 11 shows the exact questions that were asked to the
participants during the pre- and post-study questionnaire.

Table 11: Questions in user study

Question Possible Answers

Pre-study questions

Age 18 - 100

Gender Male, Female, Non-
binary

What is your country of residence? [selected from list of
countries]

What is your highest level of Education? No formal education,
High School, Associate,
Bachelor’s, Master’s,
Doctorate

Which of the following most closely de-
scribes the majority of your Internet use?

Work, Education, Brows-
ing the Web, Gaming,
Other

Which device type are you using for this
survey?

Phone, Computer (Desk-
top / Laptop), Tablet

Which input method are you using for this
survey?

Touchscreen, Keyboard,
Other

[Only in the direct setting:] Are you familiar
with the purpose of CAPTCHAs?

Yes, No

Post-study question

On a scale of 1-5, how enjoyable was solving
the following CAPTCHA types? (1 being
the least, and 5 – the most, enjoyable). If
the CAPTCHA type wasn’t shown to you
please put a 0 in that place. Note: You may
not have seen the exact images shown, they
are templates designed to represent different
CAPTCHA types.

[single digit]
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C Statistical Analysis of Solving Times

To confirm the validity of our conclusions, we conducted
several standard tests on the measured solving times. We used
the Holm-Bonferroni method to adjust for family-wise error
in our statistical tests.

• First, we performed the Shapiro-Wilk normality test with
a null hypothesis that solving times adhere to a normal
distribution. For all CAPTCHA types, results showed that
we can reject the null hypothesis (p < 0.001).

• Second, we ran a skewness test with a null hypothesis that
the skewness of the sample population is the same as that
of a corresponding normal distribution. For all CAPTCHA
types, results allowed us to reject the null hypothesis in
favor of the alternative: the distribution of solving times is
skewed (p < 0.001).

• Third, we used the tailedness test with a null hypothesis
that the kurtosis of the sample population is the same as that
of a normal distribution. Results showed that, for all except
distorted text (moving), the samples were drawn from a
population that has a heavy-tailed distribution (p < 0.001).

Since solving times are: (1) not normally distributed, and
(2) heavy tailed, we selected the Brown Forsythe test to
compare the equality of variance between different types
of CAPTCHAS. Results show that these distributions do not
have equal variance, thus confirming our observations in Sec-
tion 5.1. Given the result of the Brown Forsythe test, we se-
lected the Kruskal-Wallis test to test the equality of mean. For
two pairs: reCAPTCHA (easy image) - hCAPTCHA (easy)
and reCAPTCHA (easy click) - (hard click), we didn’t see any
statistical evidence that the means differ. For the remainder,
this test showed strong statistical evidence that the means
differ (p < 0.05 between masked and moving distorted text
and p < 0.001 for all other combinations).

D CAPTCHA Solving Times for Other Demo-
graphic Features

Figures 13 and 14 show participants’ solving times analyzed
across other demographic features.
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Figure 13: Effects of Gender.
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Figure 14: Effects of Education Level.

USENIX Association 32nd USENIX Security Symposium    3097


	Introduction
	Research Questions & Main Findings
	Website Inspection
	Results and analysis
	Potential limitations

	User Study
	Choice of Captchas
	Direct vs. contextualized settings
	Timeline and compensation
	Ethical considerations
	User study implementation
	Potential limitations

	Results & Analysis
	Solving times
	Preferences analysis
	Direct vs. contextualized setting
	Effects of demographics
	Effects of age
	Effects of device type
	Effects of typical Internet use

	Accuracy of Captchas

	Measuring User Abandonment
	Related Work
	Comparison of methodologies
	Detailed comparisons
	Summarized comparisons

	Summary & Future Work
	Acknowledgements
	Abandonment measurement
	Questions asked in User Study
	Statistical Analysis of Solving Times
	Captcha Solving Times for Other Demographic Features

